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Circuit Modeling Methodology for UWB
Omnidirectional Small Antennas

Stanley B. T. Wang, Member, IEEE, Ali M. Niknejad, Member, IEEE, and Robert W. Brodersen, Fellow, IEEE

Abstract—In ultra-wideband (UWB) systems, antennas act as
filters that introduce a frequency dependent response from the
transmitter to receiver. To capture the waveform dispersion so
that one can equalize/compensate at the transmitter/receiver, a
new circuit modeling methodology that handles omnidirectional
small antennas is proposed. By transforming the antennas into
the degenerated Foster canonical forms and utilizing the wave-
form-omnidirectional property, it is shown that the transmitted
far field waveform is a scaled version of the voltage across the
radiation resistor in the model. Extended Thevenin/Norton equiv-
alent circuits with dependent sources tracking the frequency
dependence of the antenna effective length are also built for UWB
receiving antennas. Simulation and experimental results show that
this methodology is effective over a wide bandwidth and suitable
for modeling most UWB antennas.

Index Terms—Antenna transfer function, equivalent circuit,
Foster canonical form, small antenna, ultra-wideband (UWB).

I. INTRODUCTION

I N 2002, the Federal Communications Commission (FCC)
released the use of ultra-wideband (UWB) transmission

in several frequency bands (0–960 MHz, 3.1–10.6 GHz, and
22–29 GHz) with an effective isotropic radiation power (EIRP)
below [1]. On one hand, the large bandwidth
enables short-range, high data-rate communication [2] and high
resolution positioning [3], which are infeasible in narrowband
systems; on the other hand, utilization of the large bandwidth
imposes new design challenges in UWB systems.

One of the challenges is the design of UWB antennas. It is
required that a UWB antenna possess broad impedance band-
width, high radiation efficiency, small size, omnidirectional
radiation pattern (small directivity), and broad radiation pat-
tern bandwidth (or frequency-independent radiation pattern).
These properties are generally strong functions of the antenna
electrical size. For antennas that are electrically small, the
impedance match is poor due to the high quality factor but
the radiation pattern is almost constant with frequency; for
antennas operating close to the first resonant frequency, the
impedance match is good and the radiation pattern is a weak
function of frequency; for antennas operating well above the
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first resonant frequency, the impedance match is good but
the radiation pattern changes rapidly with frequency. UWB
antenna design is thus about shaping the antenna around the
first resonant frequency to achieve simultaneous impedance
matching and constant radiation pattern over a wide bandwidth.
The state-of-the-art UWB antennas report up to 4:1 impedance
bandwidth but less than 3:1 bandwidth meeting both impedance
and radiation pattern requirements [4]–[6].

Another challenge is the design of UWB antenna/circuit in-
terface. In traditional narrowband systems, all the design param-
eters are expressed in single values, i.e., power, gain, reflection
coefficient, etc., and the received power can easily be calculated
by putting these numbers into Friis transmission formula. An-
tennas are modeled as resistors with a standard value, say 50 ,
when designing the interface circuits at the operating frequency.
The phase responses of the antennas and radio frequency (RF)
front-end circuits are negligible since they are also constants and
can be embedded into the channel response and compensated at
the receiver. However, in UWB systems, not only are the param-
eters frequency-dependent, complicating the analysis, but also
the whole transmitter-to-receiver transfer function needs to be
constructed in order to take into account the waveform disper-
sion caused by the antennas [7]. The Friis transmission formula
is no longer capable of delivering this information for UWB de-
sign, and a new methodology needed.

A common way of determining the frequency- and angle-de-
pendent transfer functions is to directly measure or simulate the
two-port S parameters of the transmitting/receiving antenna pair
[8], [9]. Poles and residues can be extracted from S parameters
to analytically express the transfer function [10]. To make it
complete, attempts have been made to simultaneously model
the antenna input impedance and transfer function [11], but
only the input impedance is modeled by circuit elements while
the transfer function is not, which makes it difficult to use for
circuit designers. Some software is available for electromagnetic
(EM)/circuit cosimulation, but the simulation is time-consuming
and it may not support the state-of-the-art transistor models [12].
In this paper, it will be shown that at the transmitter, as long as
the antennas operate below a frequency where there is no angular
dependency on the radiated waveforms, the input impedance and
transfer function are correlated and both of them can be modeled
by simple circuit networks. Receiving antenna model can also be
built using Thevenin and Norton equivalent circuits.

This paper is organized as follows. Section II first presents
the modeling technique for omnidirectional small transmitting
antennas, and then examples of a small dipole antenna, a large
current radiator, and a circular dipole antenna will be given.
Section III covers modeling techniques for omnidirectional
small receiving antennas. In Section IV, experimental results for

0733-8716/$20.00 © 2006 IEEE
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Fig. 1. Foster canonical forms for (a) electric antennas and (b) magnetic
antennas.

monopole antenna pairs are presented to show the effectiveness
of the modeling approach.

II. MODELING OMNIDIRECTIONAL SMALL

TRANSMITTING ANTENNAS

Generally, antennas are linear, passive elements that their
input impedances can be represented by Foster canonical
forms, as shown in Fig. 1, which follows assuming no ohmic
loss [13]. The first Foster canonical form [Fig. 1(a)] is suitable
for modeling “electric antennas” like dipole and monopole
antennas, and the second Foster canonical form [Fig. 1(b)]
is for modeling “magnetic antennas” like loop antennas. The
RLC tanks in the figures model the resonances of an antenna
when the operating frequency increases. For UWB antennas
of interest, one operates the antennas in the regime that their
radiation pattern is constant with frequency, i.e., below the
second resonant frequency, so the Foster canonical forms can
be degenerated to that shown in Fig. 2. The circuit topology in
Fig. 2(a) has been successfully employed to model the input
impedance of dipole antennas [14]. Note that since there is only
one resistor in each circuit in Fig. 2, all the power radiated from
the antenna is equal to the power dissipated on the resistor,
i.e., [15]

(1)

where is the speed of light, is the observation distance from
the antenna, is the solid angle, is the free-space character-
istic impedance , and is the far-zone E
field propagating in the direction . The circuit models can
be thought of as a load resistor with an LC bandpass filter
in the front.

Another property of small antennas is that they are mostly
waveform-omnidirectional, i.e., the waveforms of the radiated
E fields propagating in all directions are the same, and differ
only in magnitude. This property is formulated as [15]

(2)

Fig. 2. Degenerated Foster canonical forms for (a) electric antennas and
(b) magnetic antennas.

where is a direction-dependent scaling factor. Com-
bining (1) and (2) gives

(3)

where and are constants. Once is calcu-
lated, one can scale the time-domain voltage across the ra-
diation resistor in the circuit models shown in Fig. 2 and
derive waveforms of the radiated E fields in any direction. In
other words, the transfer function information is embedded in
its input impedance.

A. Modeling a Small Dipole Antenna

We first verify the model by considering the simplest an-
tenna—electrically small dipole. It is well known that a small
dipole is waveform-omnidirectional, and its far-zone E field
[15], [16]

(4)

By fitting the input impedance of the circuit in Fig. 2(a) to that
of a 6-cm dipole antenna from finite difference time domain
(FDTD) simulation [17] using an optimization tool, we obtain

, nH, , nH,
and . The resulting impedances from SPICE and
FDTD match very well up to 5 GHz, which is almost twice
the first resonant frequency. A 0.6-ns-wide Gaussian voltage
waveform is then sent into the antenna through a 50- resistor
[Fig. 3(a)], and the voltage waveform and the far-zone E
field at at 1 m away from the antenna are derived in
SPICE and FDTD, respectively. After scaling and time shifting,
Fig. 3(b) shows that the two normalized waveforms match well.
The ratio of to at 1 m before normalization is 2.2 m.
From (1) to (4), is derived and the theoretical ratio of
to at 1 m is 2.0 m, which is within 10% of the simulation
results. Further simulation with higher frequency input shows
that the model is valid at least up to the antenna’s first resonant
frequency.

Some insights can be derived from the circuit model. When
the frequency is low, the transfer function is approximated as

(5)
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Fig. 3. Time-domain waveforms of the 6-cm dipole antenna. (a) Source
voltage waveform with -10-dB bandwidth dc-2 GHz. (b) Normalized V

from SPICE and E (in � = 90 ) from XFDTD.

It can be seen that there are two parts involved in the transfer
function: one is the impedance division from source voltage
to antenna input ; the other is from the antenna input
to far-zone E field. When the source resistance is small, say
50 as in the above case, the transfer function follows a second-
derivative relation and is consistent with other UWB antenna
analyses on small dipoles [18]. However, when increases, the
transfer function will gradually change and the relation eventu-
ally becomes closer to first derivative. This means that although
the antenna transfer function is fixed, one can still tweak the
overall transfer function by setting different impedance value of
the driver stage. It is also possible to come up with an equalizer
to compensate the filtering effect of the antenna and eliminate
the waveform dispersion.

When the operating frequency increases up to the resonant
frequency, the reactive parts in the model act as a matching net-
work that transforms radiation resistance to antenna input
resistance . The transfer function thus becomes

(6)

and a nondispersive radiation is achieved.

B. Modeling a Large Current Radiator

Large current radiators (LCR), such as shown in Fig. 4, have
been proposed as UWB antennas [3], [18]. FDTD simulation
shows that the resonant frequency of the LCR is about 2 GHz.
Since it is a magnetic antenna, the circuit model in Fig. 2(b)
is utilized. After curve-fitting the input impedance of the cir-
cuit model to that of the LCR, component values are derived as

Fig. 4. LCR.

Fig. 5. Time-domain waveforms of the LCR. (a) Source voltage waveform
with - 10 dB bandwidth dc-1 GHz. (b) Normalized V from SPICE and E
(in � = 0 ) from XFDTD.

nH, nH, , .
Notice that is ignored since we limit the operating frequency
to be below 1 GHz. Driving the antenna by a step function shown
in Fig. 5(a) with a source resistance equal to 1 , the normal-
ized waveforms of from SPICE and at from
FDTD are derived and shown in Fig. 5(b). Again, the agreement
between the waveforms validates the model. The ratio of
and is 0.153 m.

Similar to small dipoles, the input voltage to far-zone E field
transfer function can be formulated for electrically small mag-
netic antennas

(7)
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Fig. 6. 3-cm circular dipole antenna.

When the source resistance is small, the transfer function
follows a first-derivative relation. When is large, it becomes
a second-derivative relation.

C. Modeling a Circular Dipole Antenna

To show that this methodology is not limited to simple elec-
trically small antennas, we also model a circular dipole antenna
[19] that has been used in the 3–10-GHz ranges. The antenna
geometry is shown in Fig. 6. From FDTD simulation, this an-
tenna self-resonates at 4.3 GHz, and its -dB impedance
bandwidth is from 3.6 to over 10 GHz. It is waveform-omni-
directional (phase responses overlap and magnitude responses
diverge by 3 dB) up to 7 GHz. Because it is an electric an-
tenna, the circuit network from Fig. 2(a) is used. After fitting
the input impedance, the circuit component values are derived
as , nH, , nH,
and . Figs. 7 and 8 show the simulation results
for the antenna driven by a Gaussian and Gaussian-derivative
waveforms, respectively. In the first case, input signal -dB
bandwidth is from direct current (dc) to 5.5 GHz that is 28%
greater than its self-resonant frequency [Fig. 7(a)]. The radiated
E field at matches the normalized well [Fig. 7(b)]
and the ratio of and is 1.61 m. In the second case,
input signal -dB bandwidth is from 2 to 11 GHz [Fig. 8(a)].
The high-frequency corner is over twice the self-resonant fre-
quency. It can be seen in Fig. 8(b) that the normalized still
makes a reasonable prediction of the far-zone E fields, and be-
haves like a weighted average of the radiated E fields at
and . It is closer to the E field at because more
power is radiated in that direction.

From the above cases, it is found that the degenerated Foster
canonical forms in Fig. 2 are capable of modeling an an-
tenna’s input impedance substantially above the first resonant
frequency, thus the operating bandwidth of the transmitting
antenna model is mainly constrained by the waveform-omni-
directionality that is one of the specifications of good UWB
antennas. Therefore, this modeling technique is applicable to
most state-of-the-art UWB antennas.

III. MODELING OMNIDIRECTIONAL SMALL

RECEIVING ANTENNAS

In general, a receiving antenna can be modeled as a Thevenin
equivalent circuit with source impedance equal to the antenna
impedance and open circuit voltage equal to the incident electric
field scaled by a frequency dependent complex factor, i.e., the
effective length [13], [16], [20]. In addition, the effective

Fig. 7. Time-domain waveforms of the 3-cm circular dipole antenna.
(a) Source voltage waveform with - 10-dB bandwidth dc-5.5 GHz.
(b) Normalized V from SPICE and E (in � = 90 ) from XFDTD.

length is also a parameter that relates the radiated E field and
the input current when the antenna is transmitting [20], [21]

(8)

Considering antennas that can be modeled as Fig. 2(a), if one re-
formulates (3) in frequency domain and express as a func-
tion of

(9)

where represents the impedance of the parallel tank with ,
, and . Equating (8) and (9) results in

(10)

Equation (10) demonstrates that the information of the effective
length of an omnidirectional small electric antenna is embedded
in the values of , , and . When the frequency is low,

is dominated by and becomes a frequency inde-
pendent constant , matching the simple equivalent circuit
proposed for electrically small antennas in [22]. The antenna
impedance is dominated by , and the output voltage of the
antenna is

(11)

Therefore, when the receiver circuit load is a small resistance,
the transfer function from the incident E field to the output
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Fig. 8. Time-domain waveforms of the 3-cm circular dipole antenna.
(a) Source voltage waveform with - 10-dB bandwidth 2–11 GHz.
(b) Normalized V from SPICE and E (in � = 90 ) from XFDTD.

voltage follows a first-derivative relation. When the load
impedance is large compared to , it approaches a linear
relation without dispersion. Waveform dispersion may also be
eliminated by adopting a capacitive load. When the frequency
increases, the change of contributed by and reflects
the nonuniformity of the induced currents on the antenna and
results in ’s deviation from a real value. Theoretically, the
valid operating frequency range of this improved receiving
antenna model is the same as that of the corresponding trans-
mitting model, which is beyond the first resonant frequency.

Similar procedure can be taken to derive for small
magnetic antennas. In contrast to electric antennas, when
the frequency is low and the receiver circuit load is a large
resistance, the transfer function from the incident H field to
the output current follows a first-derivative relation. When the
load impedance is small, it approaches a linear relation without
dispersion. Waveform dispersion may also be eliminated by
adopting an inductive load.

Although picking the right circuit loading can preserve the
UWB waveform, it is far from ideal in terms of power transfer
because the impedances are not matched. The ohmic loss of the
antenna, thus far ignored, may also lead to a large noise figure
of the antenna and severely degrades the receiver performance.
If the frequency is increased to its first resonance and assuming
that does not deviate from a real constant too much, the
transfer function is

(12)

Hence, similar to the case in transmitter, operating the receiving
antenna near the first resonant frequency enables the possibility

Fig. 9. Complete transmitter-to-receiver antenna model for omnidirectional
small electric antennas.

of simultaneous power-match and nondispersive signal recep-
tion, which is the optimal approach to take.

The complete transmitter-to-receiver antenna circuit model
for omnidirectional small electric antennas is shown in Fig. 9.
Two voltage controlled voltage sources and a current con-
trolled current source are utilized to fulfill the transfer function
including the impedance ratio in expression. The tran-
simpedance can be written as

(13)
If the transmitting and receiving antennas are swapped, the
reversed transimpedance can be derived and will be found
equal to , which means reciprocity holds in the model.
Simple modification can be applied to get alternative circuit
models for omnidirectional small magnetic antennas.

IV. MEASUREMENT RESULTS OF MONOPOLE ANTENNAS

In order to demonstrate the effectiveness of the modeling
methodology, monopole antennas with various lengths (1.5, 2.5,
and 3.5 cm) are paired up for line-of-sight transmission and
the two-port S parameters were measured with an HP8719 net-
work analyzer. A rectangular metal plate with dimension 1.1 m
by 0.5 m is employed as the ground plane, which isolates the
measurement equipments underneath and reduces interference
and multipath effects. The distance between the two antennas is
1.05 m. One-port S parameters of the monopoles are first taken
to obtain the antenna impedances. Model parameters are then
derived by curve fitting. As shown in Fig. 10, a nice fit between
the models and measurement results are achieved from 50 MHz
to 5 GHz for the 1.5- and 2.5-cm monopoles and from 50 MHz
to 4 GHz for the 3.5-cm monopole, which implies that the cir-
cuit model is able to match the antenna impedances beyond the
second resonant frequency. With the assumption that the radia-
tion pattern of the monopole antennas follows a sinusoidal func-
tion as in (4), can be calculated. Two-port S parameters
can then be predicted using the antenna models shown in Fig. 9
and compared to that from measurements.

Fig. 11 shows the (same as ) data between two
1.5-cm monopole antennas from measurement and our predic-
tion. Both the magnitude and phase responses match well up
to 6 GHz—significantly beyond the first resonant frequency.
The magnitude response peaks at the first resonant frequency
due to better match to 50 . The same procedure is taken
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Fig. 10. Measured and simulated S of 1.5-, 2.5-, and 3.5-cm monopoles.

Fig. 11. Measured and predicted S parameters of a 1.5-cm monopole antenna
pair. (a) Magnitude response of S . (b) Phase response of S .

in between the 2.5- and 3.5-cm monopoles and the results
are shown in Fig. 12. Two models are built to predict the
transfer function: a 2.5-cm monopole transmitter and a 3.5-cm
monopole transmitter. As predicted in the previous section, due
to reciprocity, the two simulated frequency responses overlap
exactly, and both of them match well with the experimental
results up to 6 GHz, which is beyond the antennas’ second
resonant frequencies.

Fig. 12. Measured and predicted S parameters of a 2.5-cm/3.5-cm monopole
antenna pair. (a) Magnitude response of S . (b) Phase response of S .

V. CONCLUSION

A circuit modeling methodology for UWB omnidirectional
small antennas on both the transmitting and receiving sides has
been proposed and verified by simulations and measurements.
It is able to model the antenna/circuit interface and the corre-
sponding transfer functions by circuit simulators. It is shown
that in addition to the antenna dispersion, varying the inter-
face circuit impedance may also lead to different levels of wave
shaping, which can be predicted by this model. It is, therefore,
possible to do waveform design by choosing nonstandard driver
impedance. The approach verifies that operating the antenna
close to the first resonant frequency is still the optimal approach
in terms of power match and nondispersive transmission.
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