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Abstract
Background: The application of superparamagnetic particles as biomolecular transporters in microfluidic systems for lab-on-a-chip

applications crucially depends on the ability to control their motion. One approach for magnetic-particle motion control is the

superposition of static magnetic stray field landscapes (MFLs) with dynamically varying external fields. These MFLs may emerge

from magnetic domains engineered both in shape and in their local anisotropies. Motion control of smaller beads does necessarily

need smaller magnetic patterns, i.e., MFLs varying on smaller lateral scales. The achievable size limit of engineered magnetic

domains depends on the magnetic patterning method and on the magnetic anisotropies of the material system. Smallest patterns are

expected to be in the range of the domain wall width of the particular material system. To explore these limits a patterning technol-

ogy is needed with a spatial resolution significantly smaller than the domain wall width.

Results: We demonstrate the application of a helium ion microscope with a beam diameter of 8 nm as a mask-less method for local

domain patterning of magnetic thin-film systems. For a prototypical in-plane exchange-bias system the domain wall width has been

investigated as a function of the angle between unidirectional anisotropy and domain wall. By shrinking the domain size of peri-
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odic domain stripes, we analyzed the influence of domain wall overlap on the domain stability. Finally, by changing the geometry

of artificial two-dimensional domains, the influence of domain wall overlap and domain wall geometry on the ultimate domain size

in the chosen system was analyzed.

Conclusion: The application of a helium ion microscope for magnetic patterning has been shown. It allowed for exploring the

fundamental limits of domain engineering in an in-plane exchange-bias thin film as a prototypical system. For two-dimensional

domains the limit depends on the domain geometry. The relative orientation between domain wall and anisotropy axes is a crucial

parameter and therefore influences the achievable minimum domain size dramatically.

Beilstein J. Nanotechnol. 2018, 9, 2968–2979.
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Introduction
Engineered magnetic domains with deliberately set magnetic

properties and designed shapes in thin-film systems have

proven to be useful in memory [1,2] and sensor applications

[3-5], for stray field design [6,7] and particle transport in lab-

on-chip systems [8-11], or in spintronics and magnonics [12-

14]. Currently available techniques for domain patterning are

either based on focused ion beams (FIB) [15-17], ion implanta-

tion [18-21], laser annealing [22-24], thermally assisted scan-

ning probe lithography [25], or a combination of spatially broad

laser- or ion-beams and shadow masks [26-30]. Especially in

magnonic [14] and sensor applications [4] in-plane magnetic

domain patterns play a key role and are one of the objectives of

recent research to create tailored domain shapes on the one hand

and to minimize the domains to the nanometer regime on the

other hand.

The size limit of patterning magnetic domains in continuous

in-plane layer systems is expected to be in the range of the

domain wall (DW) width, varying with material-specific mag-

netic parameters, but could not be tested yet. For exchange-bias

material systems with in-plane anisotropy, typical DW widths

are of the order of several hundreds of nanometers [16] to some

micrometers [31]. A patterning method with lateral resolution

significantly smaller than the domain wall width and a charac-

terization method with sufficient spatial resolution are required

to investigate this size limit and its dependence on the magneti-

zation orientation and intrinsic magnetic properties of a layer

system. Except for very few attempts for magnetic patterning by

Ga ions in a FIB (suffering from destruction of the thin films

due to high sputter yields) [32,33], available patterning methods

do not achieve the necessary resolution. Currently, the smallest

engineered domains in films with in-plane anisotropy are

300 nm wide stripes produced by thermally assisted scanning

probe lithography [25] or 250 nm wide dots fabricated by direct

interferometric laser annealing [34]. Local annealing, however,

results in three-dimensional temperature gradients within the

magnetic film causing thermal diffusion and material inter-

mixing over several hundreds of nanometers [25]. Local mag-

netic property modifications in thin films by narrow beams of

light ions, in contrast, do not suffer from this drawback due to

more localized energy deposition [35]. Currently patterning by

kiloelectronvolt light ion bombardment is performed using

shadow masks where the lateral resolution is limited by rela-

tively thick polymer masks in combination with non-optimum

edge steepness [36,37]. In addition, electrostatic charging of the

mask [27] can lead to further beam broadening resulting in

areas of gradually changing ion doses between bombarded and

non-bombarded regions.

Thus, at present there is no method available where the lateral

resolution is considerably higher as the expected minimum

pattern sizes. Here we suggest mask-less patterning by the

highly focused beam of a helium ion microscope (HIM), to

lower the limits of ion beam induced magnetic pattering in con-

tinuous layer systems [38]. The method is demonstrated for

engineered domains in one of the most popular and well-exam-

ined exchange-bias (EB) layer systems [35,39-41], Ir17Mn83

(30 nm)/Co70Fe30 (10 nm), as a prototype with unidirectional

in-plane anisotropy , but it can be easily extended to other

magnetic material systems.

More specifically, the size limit of thermally stable engineered

magnetic domains has been studied for prototypical domain

geometries, and for varying magnetization directions with

respect to the DWs. The prototypical EB system, with respect to

saturation magnetization, magneto crystalline anisotropy and

theoretically predicted domain wall width, was chosen to be

fully accessed by a variety of quantitative characterization

methods. The analysis of the patterns has been achieved by

complementary experimental methods, characterizing the mag-

netization profile by X-ray photo emission electron microscopy

(X-PEEM) and investigating the magnetic charge state of the

DWs by magnetic force microscopy (MFM). The experiments

have been corroborated by micromagnetic simulations.

Results and Discussion
The ion bombardment induced magnetic pattering of artificial

domains in exchange-bias multilayers is fundamentally based

on two energy-transfer mechanisms from the ions to the materi-

al system. The predominant effect, the electronic energy
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transfer (hyperthermal heating), causes a reorientation of the

local unidirectional anisotropy. The second and considerably

weaker effect is the nuclear energy transfer causing defects in

the atomic lattice structure [35]. These defects do not change

the orientation of the local unidirectional anisotropy, but rather

influence the local magnetic properties, as already explained in

[35,40].

The area modified by an ion beam is defined by the beam diam-

eter and the ion straggling in the sample. The corresponding

lateral range of this effect has been estimated by SRIM [42]

simulations to be less than 30 nm at the ferromagnet (F)/antifer-

romagnet (AF) interface of the investigated layer system (see

Appendix, Figure 5) and maximum 90 nm in the deep bulk of

the AF. Therefore, an ion beam of 8 nm diameter achieves a

patterning width of less than 40 nm at the EB interface well

below the expected material specific size limit for stable

domains.

This size limit is defined by the DW width between in-plane

engineered EB domains and depends on the relative orienta-

tions of the unidirectional anisotropies in the adjacent domains

and the DW normal vector. Whereas its dependence on the

magnetization orientations in adjacent domains was shown

recently [43], the dependence on the angle between magnetiza-

tion and DW normal vector for fixed domain magnetizations in

equally shaped domains was not analyzed systematically. The

latter is expected to evoke a geometry dependence of the

minimum size for engineered domains as the domain geometry

will define the relative orientations of the magnetizations in

adjacent domains with respect to the DW. In a preparatory ex-

periment DW widths have been investigated as a function of the

angle  between fixed antiparallel unidirectional anisotropies of

adjacent domains and the DW normal vector  (see

Appendix, Figure 6).

For these experiments, 5 μm wide periodic parallel domain

stripes with antiparallel unidirectional anisotropies have been

fabricated by a slightly defocused 15 keV He-ion beam of 8 nm

diameter (Figure 1). For the different stripe patterns, the angle

 has been varied in increments of 30°. Experimentally, this

has been realized by changing the stripe orientation with respect

to the initial EB field direction. For these domain geometries,

the DW charge state is expected to change from monopolar for

head-to-head (hh) and tail-to-tail (tt) domain configurations

(  = 0°) to bipolar for the side-by-side (ss) configuration

(  = 90°). The DW charge state in the xy-plane, parallel to the

F layer, was characterized by MFM (Figure 1). For  = 0°, the

hh and tt domain configuration leads to a maximization of the

monopolar charge density within the DW. To reduce the stray-

field energy, the DW core spreads into the adjacent domains.

Substructures visible in Figure 1a close to the DW center origi-

nate from the high charge density in the domain wall center,

causing a widening of the latter [44].

Figure 1: Phase contrast MFM images of engineered parallel-stripe
domains. Magnetic domains with antiparallel magnetization orientation
have been observed at an MFM tip height of 80 nm as a function of ,
the angle between unidirectional anisotropy and DW normal vector, in-
dicated in the bottom right corner of the images. The white lines are
cross sections of the signal along a stripe at a y-position of 3 μm aver-
aged over 100 nm of width. Arrows mark the local directions of the
unidirectional anisotropies of the bombarded (B) and non-bombarded
(NB) stripes. The red circle is highlighting the position of a Bloch point.

The DW spreads wider into the bombarded areas than into the

non-bombarded areas, resulting in asymmetric DWs. This is

caused by the reduced effective magnetic anisotropy within the

bombarded regions correlated to the nuclear ionic effects [6].

The change of the spatial distribution of the charge contrast,

when varying  from 0° (Figure 1a) to 90° (Figure 1d), results

from the transition of monopolar to bipolar magnetic charge

states. This is associated with a decrease of the charge contrast

in the center of the DWs. The charge contrast signal within the

domains shows a plateau for  = 0° and  = 90°, while for

0° <  < 90° the signal continuously changes through the whole

domain indicating a wider spread of the monopolar DW charges

into the domain. This effect is attributed to the misalignment of

the uniaxial F anisotropy and the domain wall normal.
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Figure 2: XMCD signal images of engineered parallel domain stripes. Magnetic domains with antiparallel magnetization orientations have been
analyzed in dependence on . Black arrows mark the directions of the set unidirectional anisotropies in bombarded (B) and non-bombarded (NB)
regions. The orientation of sensitivity ( ) is indicated by the top right black arrow. Red ellipses highlight sign inversions in the DW signal, with the cor-
responding Bloch points at the margins. White arrows denote cross sections shown in panels (g–i) (position increasing along arrow direction). Black
solid lines in panels (g–i) represent measurements with sensitivity perpendicular to  ( ) (a–c) and red dash dotted lines those with

 (d–f). Note that the XMCD signal corresponds to cos α where α is the angle between  and .

The DW widths are crucial for the miniaturization of domains,

since the interaction of DWs may destabilize the domain, e.g.,

by domain wall tail overlap [44]. The data for  = 0° and

 = 90° are in quantitative agreement with prior investigations

on lithographically patterned stripe domains [43].

To complement the MFM data, X-PEEM measurements have

been performed to analyze the local magnetization states by

X-ray magnetic circular dichroism (XMCD) measurements.

Two different sensitivity directions have been chosen:

Figure 2a–c shows the results when the projection  of the

impinging X-ray wave vector on the substrate surface is almost

perpendicular to the unidirectional anisotropy of the bombarded

stripe regions  ( ). These data are sensitive to

the magnetization orientation within the DW cores. Figure 2d–f

depict the results for  almost parallel to  ( ).

For hh and tt domain configuration, i.e.,  = 0°, the zig-zag-

shaped magnetization distribution causing large DW widths is

obvious (Figure 2a,g). The angle δ between bombarded and

non-bombarded regions was determined to be δ = 184° ± 2°

from a mathematical fit to the measured data. This slight

misalignment of the engineered unidirectional anisotropy axes

causes unwinding DWs [44] over the whole patterned area

(yellow DW contrast in Figure 2a and wide maxima in the black

line in Figure 2g).

The DWs for the ss domain configuration (  = 90°, Figure 2c,i)

appear as narrow stripes with lower maximum peak values, in-

dicating less magnetic moments oriented parallel to the DW

normal. Detailing the DW contrast in Figure 2c (red ellipses) a

signal sign inversion of the DW indicates a change of the rota-

tion sense of the DW (Bloch point) [44]. Bloch points are also

visible in the MFM data for bipolar charged DWs (e.g.,

Figure 1d, red circle). The stripe pattern with  = 30°

(Figure 2b,h) shows almost no DW signal in the border regions

of the pattern. However, it becomes clear from the intersection
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Figure 3: Phase contrast MFM signal of domains with stepwise decreased nominal widths and hh and tt magnetization orientations. The measure-
ment height was set to 100 nm. The white line indicates a cross section of the phase contrast signal along a stripe at a y-position of 6 μm averaged
over 4 μm width. The black boxes above the measurement data highlight the position of the different areas containing set stripe patterns with widths
of 5 μm, 2 μm, 1 μm, 500 nm, 200 nm and 100 nm.

profiles along the white arrows (Figure 2h), that the signal

difference between bombarded and non-bombarded domains is

well pronounced (black line, Figure 2h) and much higher than

for  = 0° and  = 90°, indicating that the magnetization direc-

tion within these regions is not parallel aligned with respect to

the engineered unidirectional anisotropy direction. This corrob-

orates the finding of wide DW tails into the domains, caused by

the misalignment between DW and unidirectional anisotropies.

The results of Figure 2a–c are further supported by the results

displayed in Figure 2d–f and the profiles along the white arrows

(red lines in Figure 2g–i), recorded for . Also, here

the signal contrast is not evenly distributed within the domains

and it is associated with the tails of Néel-type DWs. Again, the

images for the hh and tt domain configurations support the pres-

ence of zig-zag DWs vanishing for decreasing monopolar

charge densities, i.e., 0° <  ≤ 90°.

Based on these results, we have successively decreased the

widths of parallel-stripe domains for the hh and tt magnetiza-

tion configuration where DWs are carrying maximum magnetic

net charges. This configuration was chosen since maximum net

charges are a limiting factor for the minimization of artificial

domains. For this purpose, sets of identical parallel-stripe

domains, with engineered widths b of 5 μm, 2 μm, 1 μm,

500 nm, 200 nm and 100 nm were written by HIM in an

external magnetic field, applied antiparallel to the initial EB

field. For b ≥ 500 nm, the stripe repetition number was chosen

to be N = 5, whereas for b < 500 nm, N = 10.

The magnetic charge contrast of this pattern obtained by MFM

is shown in Figure 3. For stripe domains with b = 5 μm, the DW

signals can be clearly distinguished from those of the domain

center above which the measured phase contrast is almost zero.

This finding reproduces the results from Figure 1a. When de-

creasing b, these plateau-like regions vanish, i.e., DWs and

domains can no longer be distinguished as there is a continuous

transition between neighboring DWs of inverted charge. For our

prototypical system, this is the case for b ≤ 2 μm (Figure 3).

Since the theoretically predicted DW tails, calculated from [31]

with the modification of the saturation magnetization [35]

and the uniaxial magnetic anisotropy constant [40] are

Dtail,B = 1.32 μm for the bombarded and Dtail,NB = 1.04 μm for

the non-bombarded regions (see Appendix for details), it is

evident that for b ≤ 2 μm there is a significant crosstalk be-

tween neighboring DWs. However, the smallest distinguishable

periodic magnetic patterns are observable in Figure 3 for

b = 500 nm. In earlier experiments using masks, a critical

domain width of 700 nm has been found for non-periodic

domain patterns with hh and tt in a Fe50Mn50 (10 nm)/Ni81Fe19

(5 nm) layer system [29]. Although the magneto-crystalline an-

isotropy of Ni81Fe19 is smaller than that of Co70Fe30, it is the

small saturation magnetization Ms together with a thinner F

layer that potentially allows for the observation of smaller DW

tails in this material system (Dtail,B = 972 nm in bombarded

regions; Dtail,NB = 874 nm in non-bombarded regions, see

Appendix) and therefore smaller thermally stable domains. The

limitations correlated to the patterning process when using

shadow masks, however, cause spatial broadening of the ion
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Figure 4: Two-dimensional engineered magnetic domain patterns. (a–d) Phase contrast MFM images in 80 nm height of engineered magnetic
patterns with stepwise decreased edge length d = 10 μm (largest domain: either left-most or right-most), 7.5 μm, 5 μm, 2.5 μm, 2 μm and 1 μm. (e–h)
Calculated phase contrast from the simulations in panels (i–l). Black arrows indicate the local direction of the unidirectional anisotropy in panels (a–h).
(i–o) Simulated magnetization distributions from micromagnetic simulations in OOMMF. Colors depict the local xy-magnetization angle where 0°
represents the initial EB direction pointing to the left, positive angles imply counterclockwise rotation. (m–o) Magnified view on the smallest domain
structures from panels (i–l). Arrows indicate the direction (orientation) and relative value (length) of the local magnetic moment.

dose gradient. Since the concerned regions correspond to the

DW regions, there is a strong impact on the actual DW fine

structure due to both geometrical and magnetic deviations from

the set structure leading to a larger minimum domain size.

To determine the ultimate size limit of the prototypical

EB-system, the results of the previous studies were merged by a

series of experiments with two-dimensional domains of three

fundamental shapes. These shapes, namely squares, circles, and
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equilateral triangles, with deliberately set edge lengths or diam-

eters d of 10 μm, 7.5 μm, 5 μm, 2.5 μm, 2 μm, 1 μm and

500 nm, comprise the previously investigated different angles 

and different DW–DW distances. The domain patterns were

analyzed by MFM and simulated using the object-oriented

micromagnetic framework (OOMMF) [45] (Figure 4).

While the square-shaped domains (Figure 4a) are surrounded by

DWs with  = 0° and  = 90°, DWs of the circular domains

(Figure 4b) are characterized by continuous transitions of their

charge state from  = 0° (left and right border) to  = 90°

(upper and lower border) and back. For the equilateral triangles

two exemplary patterns have been realized: one with

the symmetry axis parallel (Figure 4c,g) and one with the

symmetry axis perpendicular (Figure 4d,h) to the unidirectional

anisotropy axis of the layer system, resulting in DWs with

 = 0° and  = 60° (Figure 4c,g) and  = 30° and  = 90°

(Figure 4d,h), respectively. Figure 4 shows that the smallest

stable domains of the prototypical system are obtained for

square and circular domains of d = 2 μm and d = 5 μm for the

triangular domains, where the actual domain shape shows sig-

nificant distortion at the vertices independent of the domain

size. The increased minimum domain size of the triangular

structures is caused by the overlap of the longer DW tails of

 = 30° and  = 60° DWs in comparison to ss or hh/tt DWs as

described before.

For charged DWs it is a priori not possible to correlate the

MFM signal to the magnetization configuration, as there is no

one-to-one correspondence of these two quantities [43]. There-

fore, we performed micromagnetic simulations in OOMMF for

the domain shapes of Figure 4a–d. The resulting spatial magne-

tization distribution of the F layer (Figure 4i–o) was used as an

input parameter to calculate MFM images within the limit of

negligible interaction between tip and sample and for a

uniformly magnetized MFM tip. The results of the simulations

are shown in Figure 4e–h. The MFM signal generated by DWs

of different charge states is qualitatively reproduced. hh and tt

DWs carrying a monopolar charge appear with comparably

strong signals either with positive or negative sign (Figure 4a,e)

while dipolar charged ss DWs show bipolar charge contrast in

agreement to the experiment (Figure 1a,d). The substructures

present for DWs with hh and tt configurations caused by local

fluctuations of the demagnetization field are not reproduced by

the simulations. This deviation is attributed to the polycrys-

tallinity of the layer system, which is not included in the simula-

tions. As a result, the fluctuations of material parameters

combined with local angular fluctuations of the anisotropy axes

typically lead to the formation of ripple structures [44], i.e.,

periodic fluctuations of the local magnetization orientation.

Therefore, magnetic charges are also generated within the

domains, which lead to a reduction of the overall magnetic

charge density minimizing the stray-field energy. These ripple

structures are responsible for the significant spatial broadening

of the experimentally observed charge profile when compared

to the simulations. The shape of the smallest stable quadratic

domain (d = 2 μm) also appears distorted in the MFM data and

the different DW types appear blurred. In the simulations, such

structures are clearly visible and blurring of DWs appears at

d = 1 μm. Again, the reason for the discrepancy between mea-

surement and simulation can be attributed to local fluctuations

of material parameters resulting from the polycrystallinity of the

layer system and the sample–tip distance. Also, the magnetiza-

tion profile of the MFM tip was neglected in the simulations.

Since simulations and measurements are in very good qualita-

tive agreement concerning DW types and distortion, the simu-

lated magnetization distributions (Figure 4i–o) are used to

further interpret the experimental data. From the simulated

domain configuration (Figure 4i) it is apparent that the simu-

lated slight misalignment of the adjacent magnetizations

(δ = 183.9°) promotes an almost uniform magnetization orienta-

tion in the DWs, visible as a prevailing yellow DW contrast.

This is in accordance with the XMCD data in Figure 2, where

the misalignment of the adjacent unidirectional anisotropy axes

promoted unwinding DWs. The corresponding charges are

compensated by opposite magnetization areas in the top-left and

bottom-right corners (blue areas). From Figure 4m, it is evident

that the interplay of magnetic charge based stray fields and local

anisotropy causes the magnetization rotation to reach deep into

the magnetic domains. The domain center is not completely

oriented along ; instead the domain shows a curled mag-

netization state. Magnetic charges of inverted polarity are,

therefore, close together and cannot be detected by the MFM

tip, averaging over a certain lateral range defined by the tip

radius and the distance to the sample surface.

The DW profile obtained for circular domains in the simula-

tions also qualitatively reproduces the measurement. The simu-

lations underestimate the smallest stable domain size because of

the discussed reasons. In contrast to the triangular domains, the

minimum size of circular domains is smaller: as the DW charge

state continuously changes along the domain boundary corre-

sponding to the radial rotation of the DW normal vector, the re-

sulting demagnetization field changes as well. Thus, the torque

that results from the interaction between the demagnetization

field and the magnetization distribution of the domain decreases

radially and leads to a more uniform orientation of the magneti-

zation field (Figure 4j,n) within the domains.

For the triangular domains (Figure 4c,d), the observed charge

contrast is again supported by the simulations (Figure 4g,h) and
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the MFM data of Figure 1. The experimentally observed distor-

tions of the vertices are also visible in the simulations

(Figure 4o). Moreover, the observed DW structure is repro-

duced qualitatively in the simulations except for their widths

appearing wider in the experiments. This difference is attri-

buted to the signal averaging due to the MFM tip size, to the

polycrystalline fine structure of the layer system causing local

anisotropy fluctuations [43] and to the fact that the unidirec-

tional anisotropy of the EB has been mimicked by a local mag-

netic field. Since the DW charge states remain unaffected along

the DW, a strong interaction between the corresponding demag-

netization fields is present in the regions close to the domain

vertices. As a result, the influence of the demagnetization field

leads to the formation of a local, almost flux-closure-like

pattern of the magnetic moment distribution. This can be also

seen in the simulations particularly for the smaller domains,

since there the contribution of the magnetocrystalline aniso-

tropy energy is comparably stronger [29]. For triangular

domains with symmetry axes parallel to the unidirectional an-

isotropy axis, the simulations predict a smallest stable domain

size of d = 2 μm, with already strong alteration of the set

domain shape. This value is, for the abovementioned reasons,

smaller than experimentally found (d = 5 μm).

Conclusion
By employing the helium ion beam of a scanning helium ion

microscope defocused to 8 nm for mask-less ion bombardment

induced magnetic patterning a prototypical in-plane exchange-

biased layer system has been modified locally with a resulting

patterned spot of less than 40 nm diameter at the AF/F interface.

The narrow beam diameter enabled lateral magnetic modifica-

tions of the continuous layer system well below currently avail-

able light ion patterning techniques and well below expected

stable domain sizes. It was shown that the domain wall width is

strongly connected to the angle between unidirectional aniso-

tropy and domain wall normal. Additionally, the influence of

the domain wall overlap on the domain stability was quantified.

For magnetic-domain engineering, this method enables strate-

gies to fabricate domains of minimum size. It was shown that

the minimum domain size for magnetic stripes with head-to-

head magnetization configuration in the chosen prototypical

system is at least 500 nm. For two-dimensional domains, the

minimum stable domain size depends on the domain shape and

the interplay of both domain and domain wall charges, corre-

sponding stray fields and local anisotropies. For the presently

investigated thin film system with in-plane anisotropy, key

enablers to achieve minimum domain sizes are rounded vertices

to support continuous charge transitions, the avoidance of

monopolar charges and of DWs with  ≠ 0° or  ≠ 90°. The

smallest domain size was found for square and circular struc-

tures to be 2 µm.

This method allows for the magnetic patterning via kiloelec-

tronvolt light ion beams of a variety of material systems in

order to test for fundamental properties governing minimum

achievable domain sizes.

Experimental
Sample preparation
The prototypical in-plane EB layer system Ir17Mn83 (30 nm)/

Co70Fe30 (10 nm) was grown by RF sputtering at a power of

160 W and an argon gas flux of 155 sccm on a naturally

oxidized 5 nm × 5 nm Si(100) wafer, with Cu (5 nm) buffer and

Ta (10 nm) capping. EB at the interface between the antiferro-

magnetic (AF) and ferromagnetic (F) layer has been initialized

by heating at 573 K for 90 min and subsequent cooling at a rate

of 1 K·min−1 for 300 min to room temperature in an external

magnetic field of 80 kA·m−1.

HIM patterning
A commercial HIM (Zeiss Orion Plus) has been modified with a

sample holder allowing for the application of an in-plane mag-

netic field of 95 kA·m−1 during ion bombardment. The samples

were aligned with their initial EB-field direction pointing

antiparallel to the external magnetic field of the holder. 15 keV

helium ion bombardment was performed on an area of

500 μm × 500 μm consisting of 216 × 216 separate points. To do

so, the ion beam was defocused, leading to a probe diameter of

8 nm. The resolution was determined by the knife-edge method

from the image sharpness [46]. The ion dose was chosen to be

1 × 1015 ions·cm−2 to induce a maximum change of HEB [47].

A Raith Elphy multibeam pattern generator was used to write

the designed domain shapes and patterns within the continuous

thin film.

MFM characterization
MFM measurements were performed by a Nanosurf Flex-AFM

with C3000 controller in tapping/lift mode with a lift height of

80 nm, a peak-to-peak amplitude of 80 nm and a pixel size of

20 nm. These settings were chosen from preliminary experi-

ments as a trade-off between lateral charge-contrast resolution

and minimal signal overlap from the sample topography. Addi-

tionally, an SIS ULTRAObjective in non-contact/lift mode with

a lift height of 100 nm and a pixel size of 200 nm was applied

for the MFM measurements. Hard magnetic MFM probes

(Nanosensors PPP-MFMR) with a nominal resonance frequen-

cy of 70 kHz and a spring constant of 2.8 N·m−1 were em-

ployed.

XPEEM characterization
XPEEM measurements [48,49] of the local magnetization dis-

tribution  in the F layer of the EB layer system were per-

formed at beamline UE56/1-SGM of the synchrotron radiation
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facility BESSY II after excitation with right and left circularly

polarized X-rays with an energy of 709 eV (Fe L3 edge). Prior

to measurements, the capping layer was thinned by argon ion

sputtering allowing the Fe photoelectrons to escape from the

layer system. The XPEEM measurements were carried out in

grazing incidence of the incoming synchrotron radiation while

the angle between the photon -vector surface projection 

and the initially set EB field direction of the thin film was

varied. Measurements of partial electron yield maps were

imaged with a 43 μm field of view. One image pixel represents

a sample area of 65 nm × 65 nm. Of particular note is that the

XMCD signal Δ of the partial electron yield of the two respec-

tive helicities (Δ = (Iσ+ − Iσ−)/(Iσ+ + Iσ−)) is proportional to

.

Micromagnetic simulations
Micromagnetic simulations were carried out using the object-

oriented micromagnetic framework (OOMMF) for a 10 nm

thick Co70Fe30 film assuming a uniaxial magnetic anisotropy

constant of KF,NB = 4.5 × 104 J·m−3 for the non-bombarded

areas [43] and KF,B = 0.71KF,NB for the bombarded areas [40].

The saturation magnetization in the non-bombarded areas was

chosen to be Ms,NB = 1226 kA·m−1 and Ms,B = 1175 kA·m−1 for

the ion-bombarded regions [35]. The exchange constant was

chosen to be A = 3 × 10−11 J·m−1 [50]. The EB field within the

non-bombarded (HEB,NB = 12.3 kA·m−1) and bombarded areas

(HEB,B = 10.0 kA·m−1) has been mimicked by a local magnetic

field the field direction of which corresponds to the direction of

the unidirectional anisotropy of the domain. EB fields were de-

termined by Kerr microscopy of the engineered domain pattern.

The mesh size of 10 nm × 10 nm was chosen to follow the

stray-field exchange length of the film of 6 nm [44,51]. Based

on the XMCD data, the angle δ between the initial EB field

direction and the EB field within the bombarded regions was

chosen to be δ = 183.9°. The simulations were accomplished by

conjugate gradient minimization of the local torque 

between the unit magnetization direction  of one

mesh element and the local total magnetic field  starting from

an ideal alignment of the set magnetization direction along the

EB field direction. Note that on basis of experimental findings

Ms was chosen differently for bombarded and non-bombarded

areas [35]. The stopping condition for the simulations was

set for  or a maximum step number of

2 × 105 iterations.

Appendix
SRIM simulations of the ion energy loss distribution: To de-

termine the distribution of ions and the spatial distribution of

the transferred energy in the sample, simulations using the

SRIM software framework have been performed [42]. The

layer system has been modeled with its nominal thicknesses and

the following material densities: ρSi = 2.32 g·cm−3 [52],

 = 2.65 g·cm−3  [52],  ρCu  = 8.92 g·cm−3  [52],

 = 8.386 g·cm−3 [52],  = 8.565 g·cm−3 [52],

ρTa = 16.65 g·cm−3 [52]. The densities  of binary alloys

with AnB1−n stoichiometry were approximated from the densi-

ty values of pure metals using

with x being the mole fraction, x = n/100. The SRIM com-

pound correction was deactivated for all layers except SiO2.

Simulations were performed using the monolayer collision

mode for 2 × 106 helium ions with a kinetic energy of 15 keV

entering the layer system orthogonally to the surface. The re-

sulting penetration depth z and the lateral x/z distributions were

extracted from the IONZ3D file of the program (Figure 5b).

The lateral energy transfer distribution for each data set on the

z-axis Θz(x) was approximated by a Gaussian normal distribu-

tion having the form:

Az represents the energy loss per depth unit, σz is the standard

deviation of the normal distribution.

Since the reorientation of the unidirectional EB anisotropy is at-

tributed to local hyperthermal heating by the electronic interac-

tion of the ion beam with the layer system [53], the effective

beam diameter db(z) in the material system is approximated by

the 2σ value of the respective normal distribution, db(z) = 4σz.

The simulations show a continuous broadening of the ion beam

in the material system and simultaneously a decrease of the

transferred energy per depth unit Az(z). The effective beam

diameter and the energy loss at the common F/AF-interface

where the exchange bias is located are db(20 nm) = 27 nm and

Az(20 nm) = 109 eV·nm−1·ion−1, and at the AF/buffer-interface

db(50 nm) = 92 nm and Az(50 nm) = 81 eV·nm−1·ion−1.

Definition of the angle :  describes the angle between the

unidirectional anisotropy axis  of the non-bombarded

domain and the domain wall normal  (Figure 6).

Calculation of the domain wall width: The formula for the

calculation of the domain wall width (Equation 3 in [31]) was

modified to:
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Figure 5: Simulated distribution of the energy transfer by ionization per ion. The positions of layer borders are indicated by black lines. (a) Energy loss
Az as a function of the penetration depth z. (b) Spatial energy transfer distribution in the xz-plane with the ion beam at a lateral width of x = 0 nm and
the surface position at z = 0 nm. (c) Beam diameter db(z) characterized by the 2σ value of the Gaussian electronic energy loss profile.

Figure 6: Definition of .  is the angle between the domain wall
(DW) normal vector  and the local unidirectional EB-anisotropy
directions of the non-bombarded ( ) and bombarded ( )
parallel-stripe domains.

and

to describe the domain wall tail length of the bombarded and

non-bombarded regions individually. Here, γ ≈ 0.577 is the

Euler constant, μ0 = 4π × 10−7 N·A−2 is the vacuum perme-

ability, and tf is the thickness of the FM layer. The saturation

magnetization Ms as a function of the ion dose was measured in

[35] for a similar material system (Ms,NB = 1226 kA·m−1,

Ms,B = 1175 kA·m−1 [35]). The F anisotropy constant KF a a

function of the ion dose was extracted from a fit function

in [40]. The relative change of this constant is used in combina-

tion with the literature value KF,NB = 4.5 × 104 J·m−3

[43] and KF,B = 0.71KF,NB [40]. The exchange-bias fields

HEB,NB = 12.3 kA·m−1 and HEB,B = 10.0 kA·m−1 were

determined from Kerr-microscope measurements. With

these values the domain wall tail lengths Dtail,NB = 1.04 μm

and Dtail,B = 1.32 μm were calculated for the prototypical

Co70Fe30/Ir17Mn83 layer system. For the Ni81Fe19 layer system

from [29], the values KF,NB = KF,B = 2.3 × 102 J·m−3 [54],

Ms,NB = Ms,B = 780 kA·m−1 [55], HEB,NB = −15.5 kA·m−1 and

HEB,B = 13.9 kA·m−1 [29] were used to calculate the domain

wall tail widths Dtail,B = 972 nm in the bombarded and

Dtail,NB = 874 nm in the non-bombarded regions.

Acknowledgements
The authors gratefully acknowledge J. McCord for performing

MOKE microscopy. We thankfully acknowledge the financial

support by Helmholtz-Zentrum Berlin (HZB)

ORCID® iDs
Alexander Gaul - https://orcid.org/0000-0001-8476-4750
Henning Huckfeldt - https://orcid.org/0000-0003-4202-5778
Dennis Holzinger - https://orcid.org/0000-0003-0479-1295
Slavomír Nemšák - https://orcid.org/0000-0002-6103-2925
Claus M. Schneider - https://orcid.org/0000-0002-3920-6255
Armin Gölzhäuser - https://orcid.org/0000-0002-0838-9028
Arno Ehresmann - https://orcid.org/0000-0002-0981-2289

https://orcid.org/0000-0001-8476-4750
https://orcid.org/0000-0003-4202-5778
https://orcid.org/0000-0003-0479-1295
https://orcid.org/0000-0002-6103-2925
https://orcid.org/0000-0002-3920-6255
https://orcid.org/0000-0002-0838-9028
https://orcid.org/0000-0002-0981-2289


Beilstein J. Nanotechnol. 2018, 9, 2968–2979.

2978

References
1. Aradhya, S. V.; Rowlands, G. E.; Oh, J.; Ralph, D. C.; Buhrman, R. A.

Nano Lett. 2016, 16, 5987–5992. doi:10.1021/acs.nanolett.6b01443
2. Moon, K.-W.; Kim, D.-H.; Yoo, S.-C.; Je, S.-G.; Chun, B. S.; Kim, W.;

Min, B.-C.; Hwang, C.; Choe, S.-B. Sci. Rep. 2015, 5, 9166.
doi:10.1038/srep09166

3. Fassbender, J.; Poppe, S.; Mewes, T.; Juraszek, J.; Hillebrands, B.;
Barholz, K.-U.; Mattheis, R.; Engel, D.; Jung, M.; Schmoranzer, H.;
Ehresmann, A. Appl. Phys. A: Mater. Sci. Process. 2003, 77, 51–56.
doi:10.1007/s00339-002-2064-6

4. Ehresmann, A.; Koch, I.; Holzinger, D. Sensors 2015, 15,
28854–28888. doi:10.3390/s151128854

5. Höink, V.; Sacher, M. D.; Schmalhorst, J.; Reiss, G.; Engel, D.;
Junk, D.; Ehresmann, A. Appl. Phys. Lett. 2005, 86, 152102.
doi:10.1063/1.1899771

6. Zingsem, N.; Ahrend, F.; Vock, S.; Gottlob, D.; Krug, I.; Doganay, H.;
Holzinger, D.; Neu, V.; Ehresmann, A. J. Phys. D: Appl. Phys. 2017,
50, 495006. doi:10.1088/1361-6463/aa94e1

7. Ahrend, F.; Holzinger, D.; Fohler, M.; Pofahl, S.; Wolff, U.;
DeKieviet, M.; Schaefer, R.; Ehresmann, A. J. Magn. Magn. Mater.
2015, 381, 292–296. doi:10.1016/j.jmmm.2015.01.003

8. Jarosz, A.; Holzinger, D.; Urbaniak, M.; Ehresmann, A.; Stobiecki, F.
J. Appl. Phys. 2016, 120, 084506. doi:10.1063/1.4961496

9. Rapoport, E.; Beach, G. S. D. Appl. Phys. Lett. 2012, 100, 082401.
doi:10.1063/1.3684972

10. Donolato, M.; Vavassori, P.; Gobbi, M.; Deryabina, M.; Hansen, M. F.;
Metlushko, V.; Ilic, B.; Cantoni, M.; Petti, D.; Brivio, S.; Bertacco, R.
Adv. Mater. 2010, 22, 2706–2710. doi:10.1002/adma.201000146

11. Sarella, A.; Torti, A.; Donolato, M.; Pancaldi, M.; Vavassori, P.
Adv. Mater. 2014, 26, 2384–2390. doi:10.1002/adma.201304240

12. Burn, D. M.; Atkinson, D. Appl. Phys. Lett. 2013, 102, 242414.
doi:10.1063/1.4811750

13. Brandl, F.; Franke, K. J. A.; Lahtinen, T. H. E.; van Dijken, S.;
Grundler, D. Solid State Commun. 2014, 198, 13–17.
doi:10.1016/j.ssc.2013.12.019

14. Albisetti, E.; Petti, D.; Madami, M.; Tacchi, S.; Vavassori, P.; Riedo, E.;
Bertacco, R. AIP Adv. 2017, 7, 055601. doi:10.1063/1.4973387

15. McGrouther, D.; Nicholson, W. A. P.; Chapman, J. N.; McVitie, S.
J. Phys. D: Appl. Phys. 2005, 38, 3348–3353.
doi:10.1088/0022-3727/38/18/003

16. Potzger, K.; Bischoff, L.; Liedke, M. O.; Hillebrands, B.; Rickart, M.;
Freitas, P. P.; McCord, J.; Fassbender, J. IEEE Trans. Magn. 2005, 41,
3610–3612. doi:10.1109/tmag.2005.854785

17. Devolder, T. Phys. Rev. B 2000, 62, 5794–5802.
doi:10.1103/physrevb.62.5794

18. Kaminsky, W. M.; Jones, G. A. C.; Patel, N. K.; Booij, W. E.;
Blamire, M. G.; Gardiner, S. M.; Xu, Y. B.; Bland, J. A. C.
Appl. Phys. Lett. 2001, 78, 1589–1591. doi:10.1063/1.1351519

19. Konings, S.; Miguel, J.; Luigjes, J.; Schlatter, H.; Luigjes, H.;
Goedkoop, J.; Gadgil, V. J. Appl. Phys. 2005, 98, 054306.
doi:10.1063/1.2030412

20. Terris, B. D.; Thomson, T. J. Phys. D: Appl. Phys. 2005, 38,
R199–R222. doi:10.1088/0022-3727/38/12/r01

21. Bernas, H.; Traverse, A. Appl. Phys. Lett. 1982, 41, 245–246.
doi:10.1063/1.93482

22. Berthold, I.; Müller, M.; Klötzer, S.; Ebert, R.; Thomas, S.; Matthes, P.;
Albrecht, M.; Exner, H. Appl. Surf. Sci. 2014, 302, 159–162.
doi:10.1016/j.apsusc.2014.02.133

23. Schuppler, C.; Habenicht, A.; Guhr, I. L.; Maret, M.; Leiderer, P.;
Boneberg, J.; Albrecht, M. Appl. Phys. Lett. 2006, 88, 012506.
doi:10.1063/1.2161811

24. Bürger, D.; Zhou, S.; Pandey, M.; Viswanadham, C. S.; Grenzer, J.;
Roshchupkina, O.; Anwand, W.; Reuther, H.; Gottschalch, V.;
Helm, M.; Schmidt, H. Phys. Rev. B 2010, 81, 115202.
doi:10.1103/physrevb.81.115202

25. Albisetti, E.; Petti, D.; Pancaldi, M.; Madami, M.; Tacchi, S.; Curtis, J.;
King, W. P.; Papp, A.; Csaba, G.; Porod, W.; Vavassori, P.; Riedo, E.;
Bertacco, R. Nat. Nanotechnol. 2016, 11, 545–551.
doi:10.1038/nnano.2016.25

26. Schmidt, C.; Smolarczyk, M.; Gomer, L.; Hillmer, H.; Ehresmann, A.
Nucl. Instrum. Methods Phys. Res., Sect. B 2014, 322, 59–62.
doi:10.1016/j.nimb.2014.01.005

27. Devolder, T.; Chappert, C.; Chen, Y.; Cambril, E.; Bernas, H.;
Jamet, J. P.; Ferré, J. Appl. Phys. Lett. 1999, 74, 3383–3385.
doi:10.1063/1.123352

28. Choi, S. D.; Joo, H. W.; Lee, S. S.; Hwang, D. G.; Choi, J. H.;
Lee, K. A.; Kim, S.; Bae, S. J. Appl. Phys. 2007, 101, 09E519.
doi:10.1063/1.2714666

29. Fassbender, J.; Poppe, S.; Mewes, T.; Mougin, A.; Hillebrands, B.;
Engel, D.; Jung, M.; Ehresmann, A.; Schmoranzer, H.; Faini, G.;
Kirk, K. J.; Chapman, J. N. Phys. Status Solidi A 2002, 189, 439–447.
doi:10.1002/1521-396x(200202)189:2<439::aid-pssa439>3.0.co;2-4

30. Mougin, A.; Poppe, S.; Fassbender, J.; Hillebrands, B.; Faini, G.;
Ebels, U.; Jung, M.; Engel, D.; Ehresmann, A.; Schmoranzer, H.
J. Appl. Phys. 2001, 89, 6606–6608. doi:10.1063/1.1354578

31. Ueltzhöffer, T.; Schmidt, C.; Krug, I.; Nickel, F.; Gottlob, D.;
Ehresmann, A. J. Appl. Phys. 2015, 117, 123904.
doi:10.1063/1.4916093

32. McGrouther, D.; Chapman, J. N.; Vanhelmont, F. W. M. J. Appl. Phys.
2004, 95, 7772–7778. doi:10.1063/1.1745120

33. Hyndman, R.; Warin, P.; Gierak, J.; Ferré, J.; Chapman, J. N.;
Jamet, J. P.; Mathet, V.; Chappert, C. J. Appl. Phys. 2001, 90,
3843–3849. doi:10.1063/1.1401803

34. Zheng, M.; Yu, M.; Liu, Y.; Skomski, R.; Liou, S. H.; Sellmyer, D. J.;
Petryakov, V. N.; Verevkin, Y. K.; Polushkin, N. I.; Salashchenko, N. N.
Appl. Phys. Lett. 2001, 79, 2606–2608. doi:10.1063/1.1409948

35. Huckfeldt, H.; Gaul, A.; Müglich, N. D.; Holzinger, D.; Nissen, D.;
Albrecht, M.; Emmrich, D.; Beyer, A.; Gölzhäuser, A.; Ehresmann, A.
J. Phys.: Condens. Matter 2017, 29, 125801.
doi:10.1088/1361-648x/aa5ad5

36. Costner, E. A.; Lin, M. W.; Jen, W.-L.; Willson, C. G.
Annu. Rev. Mater. Res. 2009, 39, 155–180.
doi:10.1146/annurev-matsci-082908-145336

37. Pease, R. F.; Chou, S. Y. Proc. IEEE 2008, 96, 248–270.
doi:10.1109/jproc.2007.911853

38. Hlawacek, G.; Gölzhäuser, A., Eds. Helium Ion Microscopy; Springer:
Berlin, Germany, 2016. doi:10.1007/978-3-319-41990-9

39. O’Grady, K.; Fernandez-Outon, L. E.; Vallejo-Fernandez, G.
J. Magn. Magn. Mater. 2010, 322, 883–899.
doi:10.1016/j.jmmm.2009.12.011

40. Müglich, N. D.; Merkel, M.; Gaul, A.; Meyl, M.; Götz, G.; Reiss, G.;
Kuschel, T.; Ehresmann, A. New J. Phys. 2018, 20, 053018.
doi:10.1088/1367-2630/aabcb3

41. Tanase, M.; Petford-Long, A. K.; Heinonen, O.; Buchanan, K. S.;
Sort, J.; Nogués, J. Phys. Rev. B 2009, 79, 014436.
doi:10.1103/physrevb.79.014436

https://doi.org/10.1021%2Facs.nanolett.6b01443
https://doi.org/10.1038%2Fsrep09166
https://doi.org/10.1007%2Fs00339-002-2064-6
https://doi.org/10.3390%2Fs151128854
https://doi.org/10.1063%2F1.1899771
https://doi.org/10.1088%2F1361-6463%2Faa94e1
https://doi.org/10.1016%2Fj.jmmm.2015.01.003
https://doi.org/10.1063%2F1.4961496
https://doi.org/10.1063%2F1.3684972
https://doi.org/10.1002%2Fadma.201000146
https://doi.org/10.1002%2Fadma.201304240
https://doi.org/10.1063%2F1.4811750
https://doi.org/10.1016%2Fj.ssc.2013.12.019
https://doi.org/10.1063%2F1.4973387
https://doi.org/10.1088%2F0022-3727%2F38%2F18%2F003
https://doi.org/10.1109%2Ftmag.2005.854785
https://doi.org/10.1103%2Fphysrevb.62.5794
https://doi.org/10.1063%2F1.1351519
https://doi.org/10.1063%2F1.2030412
https://doi.org/10.1088%2F0022-3727%2F38%2F12%2Fr01
https://doi.org/10.1063%2F1.93482
https://doi.org/10.1016%2Fj.apsusc.2014.02.133
https://doi.org/10.1063%2F1.2161811
https://doi.org/10.1103%2Fphysrevb.81.115202
https://doi.org/10.1038%2Fnnano.2016.25
https://doi.org/10.1016%2Fj.nimb.2014.01.005
https://doi.org/10.1063%2F1.123352
https://doi.org/10.1063%2F1.2714666
https://doi.org/10.1002%2F1521-396x%28200202%29189%3A2%3C439%3A%3Aaid-pssa439%3E3.0.co%3B2-4
https://doi.org/10.1063%2F1.1354578
https://doi.org/10.1063%2F1.4916093
https://doi.org/10.1063%2F1.1745120
https://doi.org/10.1063%2F1.1401803
https://doi.org/10.1063%2F1.1409948
https://doi.org/10.1088%2F1361-648x%2Faa5ad5
https://doi.org/10.1146%2Fannurev-matsci-082908-145336
https://doi.org/10.1109%2Fjproc.2007.911853
https://doi.org/10.1007%2F978-3-319-41990-9
https://doi.org/10.1016%2Fj.jmmm.2009.12.011
https://doi.org/10.1088%2F1367-2630%2Faabcb3
https://doi.org/10.1103%2Fphysrevb.79.014436


Beilstein J. Nanotechnol. 2018, 9, 2968–2979.

2979

42. Ziegler, J. F.; Ziegler, M. D.; Biersack, J. P.
Nucl. Instrum. Methods Phys. Res., Sect. B 2010, 268, 1818–1823.
doi:10.1016/j.nimb.2010.02.091

43. Holzinger, D.; Zingsem, N.; Koch, I.; Gaul, A.; Fohler, M.; Schmidt, C.;
Ehresmann, A. J. Appl. Phys. 2013, 114, 013908.
doi:10.1063/1.4812576

44. Hubert, A.; Schäfer, R. Magnetic Domains, 3rd ed.; Springer: Berlin,
Germany, 1998. doi:10.1007/978-3-540-85054-0

45. Donahue, M. J.; Porter, D. G. Interagency Report NISTIR; National
Institute of Standards and Technology: Gaithersburg, MD, U.S.A.,
1999. doi:10.6028/nist.ir.6376

46. Reimer, L. Scanning Electron Microscopy; Springer Series in Optical
Sciences, Vol. 45; Springer Berlin: Berlin, Germany, 1998.
doi:10.1007/978-3-540-38967-5

47. Ehresmann, A.; Schmidt, C.; Weis, T.; Engel, D. J. Appl. Phys. 2011,
109, 023910. doi:10.1063/1.3532046

48. Schütz, G.; Wagner, W.; Wilhelm, W.; Kienle, P.; Zeller, R.; Frahm, R.;
Materlik, G. Phys. Rev. Lett. 1987, 58, 737–740.
doi:10.1103/physrevlett.58.737

49. Stöhr, J.; Wu, Y.; Hermsmeier, B. D.; Samant, M. G.; Harp, G. R.;
Koranda, S.; Dunham, D.; Tonner, B. P. Science 1993, 259, 658–661.

50. Berkov, D. V.; Boone, C. T.; Krivorotov, I. N. Phys. Rev. B 2011, 83,
054420. doi:10.1103/physrevb.83.054420

51. Hartmann, U. Nanostrukturforschung und Nanotechnologie;
Oldenbourg Wissenschaftsverlag: Munich, Germany, 2012;
10.1524/9783486714876. doi:10.1524/9783486714876

52. Greenwood, N. N.; Earnshaw, A. Chemie der Elemente; VCH
Verlagsgesellschaft: Weinheim, Germany, 1989.

53. Ehresmann, A.; Junk, D.; Engel, D.; Paetzold, A.; Röll, K.
J. Phys. D: Appl. Phys. 2005, 38, 801–806.
doi:10.1088/0022-3727/38/6/001

54. Hoffmann, H. Phys. Status Solidi 1964, 6, 733–740.
doi:10.1002/pssb.19640060313

55. Mauri, D.; Kay, E.; Scholl, D.; Howard, J. K. J. Appl. Phys. 1987, 62,
2929–2932. doi:10.1063/1.339374

License and Terms
This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0). Please note

that the reuse, redistribution and reproduction in particular

requires that the authors and source are credited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(https://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.9.276

https://doi.org/10.1016%2Fj.nimb.2010.02.091
https://doi.org/10.1063%2F1.4812576
https://doi.org/10.1007%2F978-3-540-85054-0
https://doi.org/10.6028%2Fnist.ir.6376
https://doi.org/10.1007%2F978-3-540-38967-5
https://doi.org/10.1063%2F1.3532046
https://doi.org/10.1103%2Fphysrevlett.58.737
https://doi.org/10.1103%2Fphysrevb.83.054420
https://doi.org/10.1524%2F9783486714876
https://doi.org/10.1088%2F0022-3727%2F38%2F6%2F001
https://doi.org/10.1002%2Fpssb.19640060313
https://doi.org/10.1063%2F1.339374
http://creativecommons.org/licenses/by/4.0
https://www.beilstein-journals.org/bjnano
https://doi.org/10.3762%2Fbjnano.9.276

	Abstract
	Introduction
	Results and Discussion
	Conclusion
	Experimental
	Sample preparation
	HIM patterning
	MFM characterization
	XPEEM characterization
	Micromagnetic simulations

	Appendix
	Acknowledgements
	ORCID iDs
	References



