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ABSTRACT OF THE DISSERTATION

Comprehensive Cardiac Computed Tomography:

Translating Medical Physics Into Medical Practice

By
Logan Charles Hubbard
Doctor of Philosophy in Biomedical Engineering
University of California, Irvine, 2018

Professor Sabee Molloi, Chair

Coronary artery disease (CAD) is the leading cause of morbidity and mortality
worldwide. As a risk factor, CAD and its resultant ischemic cardiomyopathy are strongly
predicative of future cardiac events. While coronary computed tomography (CT)
angiography is a powerful tool for assessing CAD risk, it is fundamentally limited in that
it can only assess the morphological severity of segmental CAD, but cannot define the
physiological severity of concurrent mutli-vessel, diffuse, and microvascular disease.
Hence, guidelines recommend additional physiological assessment of CAD, in
conjunction with CT angiography, for more objective indication of patient risk. The
primary modalities used for physiological assessment are single-photon emission
computed tomography (SPECT), stress echocardiography, cardiac magnetic resonance
(CMR), static positron emission tomography (PET), and static CT. However, such

modalities only provide metrics of relative perfusion; hence, they still cannot appreciate

XV



the true physiological severity of multiform CAD. Fortunately, absolute perfusion
measurement with dynamic CT can overcome these limitations, where the spatial
distribution of absolute rest and stress perfusion in mL/min/g combined with
physiological cutoff thresholds can be used to reliably stratify patient risk and properly
guide intervention. Nevertheless, current dynamic CT perfusion techniques are known
to be quantitatively inaccurate and deliver unacceptably high effective radiation doses
per imaging exam, precluding their widespread clinical use. As such, there is a major
unmet clinical need for an accurate, low-dose CT technique for combined morphological

and physiological assessment of multiform CAD.

This dissertation research addresses that unmet clinical need through the development,
validation, and preliminary clinical translation of an accurate, low-dose, comprehensive
cardiac CT technique based on first-pass analysis (FPA). The comprehensive technique
can accurately assess vessel-specific stress and rest perfusion, while simultaneously
providing cardiac functional analysis (CFA), CT angiography, and coronary flow reserve
(CFR), respectively. Thus, morphological and physiological assessment of CAD is
feasible using a single low-dose exam, making comprehensive CT-based assessment

of multiform CAD more accurate, accessible, and impactful to patients in need.
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CHAPTER 1: CORONARY ARTERY DISEASE AND THE CURRENT

STATE OF CARDIAC COMPUTED TOMOGRAPHY

Coronary Artery Disease (CAD)

Coronary artery disease (CAD) is the leading cause of morbidity and mortality
worldwide, with the extent of CAD and its resultant ischemic cardiomyopathy strongly
predictive of future cardiac events. There are three main coronary arteries that are most
commonly affected - the left anterior descending (LAD), the left circumflex (LCx), and
the right coronary artery (RCA) - with each supplying their own unique distribution of
myocardial tissue. Moreover, there are three main types of coronary artery disease that
affect the aforementioned arteries and their downstream architectures - segmental
disease, diffuse disease, and microvascular disease - where segmental disease affects
the conducting epicardial vessels, diffuse disease affects the resistive arterioles, and
microvascular disease affects the microcirculation, as shown in Figure 1.1.
Interestingly, these CAD etiologies can exist in isolation or in any combination; hence, a
spectrum of disease presentations are possible. As such, accurate resolution of each
CAD etiology is absolutely necessary to reliably stratify patient risk and properly guide

downstream medical or surgical intervention®.

Morphological Assessment of CAD
Noninvasive coronary computed tomography (CT) angiography is a powerful diagnostic
tool for assessing CAD severity>*. However, CT angiography alone can only assess the

morphological severity of segmental stenosis, i.e., it cannot resolve the physiological



severity of concurrent mutli-vessel, diffuse, and microvascular disease. As a result,
there is often poor correlation between lesion severity and downstream myocardial
ischemia and cardiomyopathy, and percutaneous coronary intervention (PCIl) and
optimal medical therapy outcomes are often the same®. Furthermore, as CT
angiographic severity is based solely on CT angiographic morphology, vessel
collateralization, coronary calcification, and imaging artifacts also confound diagnostic
results®* . Moreover, in instances where CAD is detected, subjective visual grading of
lesions has also been shown to result in high intra- and inter-observer variability® 7,
especially for intermediate severity stenoses (approximately 30-70% Iluminal

narrowing)®'°. Hence, guidelines™**

recommend additional physiological assessment
of CAD, in conjunction with CT angiography, to more reliably stratify patient risk and

more properly guide downstream intervention* °.

Physiological Assessment of CAD

In general, physiological assessment of CAD is performed with fractional flow reserve
(FFR), stress echocardiography, cardiac magnetic resonance (CMR), single-photon
emission computed tomography (SPECT), static positron emission tomography (PET),
or static CT ° ¢ 17 15 16,1821 54 have been shown to improve PCl outcomes when
used in conjunction with CT angiography®. Nevertheless, up to a 40% discordance
exists between FFR and perfusion®, while stress echocardiography, CMR, SPECT,
static PET, and static CT only provide metrics of relative perfusion® *® 182! Hence, they
still cannot accurately resolve the physiological severity of multi-vessel, diffuse, and

20, 21

microvascular disease . Fortunately, absolute stress perfusion measurement in



mL/min/g or coronary flow reserve (CFR) measurement, i.e., the ratio of absolute stress
perfusion and absolute rest perfusion, can overcome these limitations, where the spatial
distribution of stress perfusion or CFR measurement combined with physiologic cutoff
thresholds®* ** may be used to more reliably stratify patient risk and more properly

guide downstream intervention.

Absolute stress perfusion and CFR are most commonly measured with dynamic PET**
2528 However, limited radiotracer access and high cost preclude the routine clinical use
of dynamic PET?'. Fortunately, the latest research suggests that absolute stress

perfusion and CFR measurement are also feasible with dynamic CT** 2%

, Which is
much more clinically convenient and cost-effective®’, and can be used in conjunction

with CT angiography for improved comprehensive work-up of multiform CAD?® 3,

Dynamic CT

Many dynamic CT techniques have been developed?®® 3! 32 3. 36

, With recent reports
confirming the value of dynamic CT perfusion and CFR in physiological assessment of
CAD®" 3% 35 |n general, these techniques monitor myocardial uptake of contrast
material, i.e., changes in myocardial enhancement, over time to derive absolute
perfusion data. Unfortunately, despite positive correlation with single-photon emission
computed tomography (SPECT)*, invasive coronary fractional flow reserve (FFR)*’,
and quantitative microsphere perfusion measurements®, dynamic CT techniques, such

as the maximum slope model (MSM), are quantitatively inaccurate and systematically

underestimate myocardial perfusion17-19. Specifically, such techniques operate under



the mathematical assumption that contrast material does not leave the myocardial
tissue volume-of-interest (VOI) over the measurement time. However, given the limited
cranio-caudal coverage of most CT scanners, such techniques rely on small tissue
volumes-of-interest (VOI) to derive perfusion. Thus, when considering the rapid transit
time of contrast material throughout the myocardium®®, contrast material loss from those
VOIs over the measurement duration is unavoidable, resulting in underestimation of
perfusion(17-19). Furthermore, small VOI's measurements also suffer from poor signal-
to-noise ratio (SNR); hence, dynamic CT techniques acquire data over many cardiac
cycles to improve measurement reliability, leading to estimated effective radiation doses
of up to 10 mSv per exam®" “%*2. While some radiation dose reduction is possible
through tube voltage (kVp) and tube current (mA or mAs) optimization, as well as
through iterative reconstruction techniques* %!, the fundamental limitations of
measurement inaccuracy and large radiation dose have hampered the widespread
clinical utility and overall impact of dynamic CT*® 3" *?_ It is also important to note that
dynamic CT techniques cannot simultaneously acquire CT angiographic data; thus,
additional contrast dose and radiation dose are necessary for separate acquisition of a
CT angiogram. Hence, there is an absolute need for an accurate, low-dose CT
technique for combined morphological and physiological assessment of CAD, i.e., there

is an absolute need for comprehensive cardiac CT.

Comprehensive Cardiac CT
Specifically, whole-heart 320-slice CT scanner technology with 16 centimeters of cranio-

caudal coverage and a 350 ms gantry rotation time allows the entire heart to be imaged



within a single cardiac cycle*®. Such increases in coverage and rotation speed enable
simultaneous first-pass acquisition of dynamic CT perfusion data and CT angiography
data using only two whole-heart volume scans and a single contrast injection, i.e., the
radiation and contrast dose associated with dynamic CT perfusion and CT angiography
acquisition can be dramatically reduced. Moreover, the accuracy of absolute perfusion
measurement can be significantly improved®. As with the aforementioned dynamic CT
techniques, the comprehensive cardiac CT technique still assumes that contrast
material does not leave the myocardial tissue VOI over the measurement time.
However, by dramatically increasing the size of the tissue VOI to encompass that of the
entire myocardium, while simultaneously making measurements faster than the
myocardial transit time, the comprehensive cardiac CT technique improves dynamic CT
perfusion measurement accuracy by eliminating the problem of contrast material loss
from the measurement volume over the measurement time. Furthermore, given the
simultaneous addition of coregistered CT angiography data, automatic algorithmic

delineation of vessel-specific perfusion territories*® 4’

enables further dynamic CT
perfusion measurement in the LAD, LCx, and RCA. Thus, the comprehensive cardiac
CT technique is fundamentally different from current dynamic CT perfusion and CT
angiography techniques in its approach to CAD risk stratification. By integrating
dynamic CT perfusion and CT angiography into a single low-dose exam,
comprehensive morphological and physiological assessment of multi-form CAD can be

used to more reliably stratify patient risk and more properly guide downstream

intervention® °.



The research outlined in this dissertation details the development and validation of the
new comprehensive cardiac CT technique. More specifically, chapters 2 — 5
retrospectively validate perfusion measurement accuracy, while chapters 6 and 7
retrospectively validate effective dose reduction. Chapters 8 and 9 go on to validate
prospective acquisition timing, and chapter 10 concludes with preliminary
implementation of the comprehensive cardiac CT technique in one human subject, as
well as future directions. In combination, the body of this work improves upon the field of
cardiac CT and has the potential to make CT-based assessment of multiform CAD more

accessible and impactful to patients in need.
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Figure 1.1. Graphical display of coronary arterial architecture, showing three
different types of coronary artery disease. More specifically, segmental disease
affects the conducting epicardial vessels, diffuse disease affects the resistive
arterioles, while microvascular disease affects the microcirculation. CT
angiography can resolve segmental disease, while SPECT and PET can resolve
diffuse and microvascular disease, but no single modality can resolve all three
disease etiologies. Hence, combining CT angiography and dynamic CT perfusion
into a single exam enables simultaneous resolution of segmental, diffuse, and
microvascular coronary artery disease at a low contrast and radiation dose.



CHAPTER 2: ACCURACY OF ABSOLUTE PERFUSION
MEASUREMENT AS COMPARED TO ULTRASONIC PERFUSION

MEASUREMENT IN A CARDIAC PHANTOM

Abstract

Widespread clinical implementation of dynamic CT myocardial perfusion has been
hampered by its limited accuracy and high radiation dose. The purpose of this study
was to evaluate the accuracy and radiation dose reduction of a dynamic CT myocardial
perfusion technique based on first pass analysis (FPA). To test the FPA technique, a
pulsatile pump was used to generate known perfusion rates in a range of 0.96-2.49
mL/min/g. All the known perfusion rates were determined using an ultrasonic flow probe
and the known mass of the perfusion volume. FPA and maximum slope model (MSM)
perfusion rates were measured using volume scans acquired from a 320-slice CT
scanner, and then compared to the known perfusion rates. The measured perfusion
using FPA ( Pgpa), with two volume scans, and the maximum slope model (Pusu) were
related to known perfusion (Pk) by Prpa = 0.91Pk + 0.06 (r = 0.98) and Pysw = 0.25P -
0.02 (r = 0.96), respectively. The standard error of estimate (SEE) for the FPA
technique, using two volume scans, and the MSM was 0.14 mL/min/g and 0.30
mL/min/g, respectively. The estimated radiation dose required for the FPA technique
with two volume scans and the MSM was, 2.6 mSv and 11.7-17.5 mSyv, respectively.
Therefore, the FPA technique can yield accurate perfusion measurements using as few
as two volume scans, corresponding to approximately a factor of 4 reduction in radiation

dose as compared with the currently available MSM. In conclusion, the results of the



study indicate that the FPA technique can make accurate dynamic CT perfusion
measurements over a range of clinically relevant perfusion rates, while substantially
reducing radiation dose, as compared to currently available dynamic CT perfusion

techniques.

Introduction

Computed tomography (CT) angiography is a well-established, noninvasive method
used to detect coronary artery stenoses. However, CT angiography is limited in its
ability to determine whether an intermediate lesion (35-75% diameter stenoses) is the
cause of ischemia® *®. Although multimodal techniques such as PET/CT and SPECT/CT
can provide functional information, these techniques are limited by the cost and
availability of radiotracers, preventing their widespread clinical implementation.
Therefore, it would be clinically useful to combine the anatomic information of CT
angiography with the physiologic information of CT myocardial perfusion into a single,

low-dose procedure to better stratify a patient’s risk.

Several different techniques of dynamic CT perfusion have been reported® 3¢ 495!
most of which are based on some variation of the Mullani-Gould method®. These
techniques, such as the maximum slope model, monitor the mean enhancement of a
small volume of myocardium over time. The resulting contrast pass curve is then used
to measure myocardial perfusion using fitting parameters from different models. While
such techniques have shown positive correlation with coronary fractional flow reserve®*

and microsphere measurements®®, overall they tend to underestimate perfusion®. This



problem of underestimation stems fundamentally from the rapid transit time of contrast
through the myocardium. Specifically, these techniques operate under the assumption
that no contrast leaves the myocardial tissue volume of interest over the time of
measurement. However, these techniques generally make measurements using small
volumes of interest (VOI), over many cardiac cycles; therefore, they are inherently
subject to contrast loss from those VOIs, especially at hyperemia. In addition, such
techniques require multiple volume scans over many cardiac cycles to generate
perfusion measurements, leading to cumulative radiation doses of up to 30 mSv for
combined rest and stress scans®’. Therefore, the issues of measurement accuracy and
radiation dose need to be addressed before dynamic CT perfusion can be implemented

as a clinical standard.

To resolve such limitations, much larger VOIs, defined as an entire perfusion bed of an

47.53 could be used to make vessel-

artery or major arterial branch, distal to a stenosis
specific perfusion measurements. Further, measurement in large VOIs would improve
the signal-to-noise-ratio (SNR). Unfortunately, CT technology has been limited by the
total myocardial volume coverage per cardiac cycle. Hence, dynamic CT perfusion
techniques have been limited in the accurate quantification of myocardial perfusion®* *°,
However, with recent advances in CT technology, the coverage has been extended,
allowing the entire heart to be imaged within a fraction of a second. Such advances
have enabled implementation of the first pass analysis (FPA) technique for dynamic CT

myocardial perfusion measurement. By increasing the VOI size, SNR is improved, and

the problem of contrast loss from VOIs over the time of measurement is eliminated.
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Hence, the FPA technique is able to measure the total volume of contrast material that
has entered a given perfusion bed between two volume scans. As a result, the
complicated problems of myocardial contrast dynamics and blood flow quantification
can be distilled down into the much simpler concept of conservation of mass.

In this study, the ability of the FPA technique to accurately measure myocardial
perfusion over a range of known, clinically relevant perfusion rates were evaluated in a
cardiac phantom using a 320-slice CT scanner. The possibility of radiation dose
reduction was also investigated by assessing the accuracy of FPA perfusion

measurements using a limited number of volume scans.

Materials and Methods

Perfusion Theory

The proposed FPA perfusion measurement technique is based on a first pass
distribution model®®*® and the principle of conservation of mass. Specifically, any
myocardial perfusion volume supplied by a coronary artery may be modeled as a
compartment with a unique entrance and exit vessel, as seen in Figure 2.1. Given this
model, no assumptions about the compartment shape, internal structure, vascular
permeability, or nature of the exit conduits need to be made. In order to measure flow
(Q) through the compartment, it is necessary to determine the volume (AV) of blood
entering the compartment within a certain time interval (At), as well as the input blood

iodine concentration (C;;,) using (see Appendix 2.1 and Appendix 2.2):

4
(At)(Cin)

Q (1)
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It is possible to calculate % by determining the change in the integrated Hounsfield units

(HU) of all voxels within the compartment per unit time. Additionally, C;, may be
estimated from the integrated HU per unit volume (HU/cm?®) of a calibration VOI close to
the compartment entrance. Thus, using the proposed FPA technique, the flow through
any large myocardial tissue compartment, or perfusion volume of interest, can be
calculated as the average slope of the integrated HU in the VOI per unit time, divided by
the average input concentration from the calibration volume, assuming no contrast
agent has exited the myocardial VOI before measurements are completed. Further,
because the mass of the myocardial VOI is known, the perfusion rate can be derived
directly from the calculated flow rate. As a result, many intra-compartment parameters,
such as capillary permeability and extraction, do not need to be considered when
determining perfusion. Thus, such a technique eliminates the need to acquire multiple
volume scans over many cardiac cycles and has the potential to substantially reduce

the radiation dose of dynamic CT perfusion.

Cardiac Perfusion Phantom

The cardiac perfusion phantom was designed to model the pulsatile mixing dynamics of
the heart with a femoral contrast injection site®®. A photograph and a schematic of the
cardiac perfusion phantom are shown in Figure 2.2. Proximally, the components of the
phantom served to generate a realistic stroke volume and cardiac output and ensured
sufficient mixing prior to the myocardial compartment. Distally, a myocardial
compartment with a coronary vessel input was constructed from a 10 cm diameter

polymethyl methacrylate (PMMA) tube filled with small diameter plastic beads of
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different sizes. The beads simulated myocardial tissue packing and reduced the
interstitial fluid distribution volume within the myocardial compartment, such that the
measured density of the simulated myocardial tissue was 0.97 g/mL. Another PMMA
chamber was also placed in the center of the myocardial compartment and was filled
with contrast media with an iodine concentration of 20 mg/mL to simulate a contrast-
filled ventricle. Further, the total volume of the simulated myocardial tissue was
designed to approximate the total tissue volume of the myocardium. Lastly, the entire
myocardial compartment was imaged inside an average adult-sized anthropomorphic
thorax to generate realistic radiation dose, x-ray attenuation, and image noise properties
(Cardio; QRM, Mohrendorf, Germany) ®*. Overall, the design of the myocardial
compartment simulates a first pass distribution model. An axial cross section of the
myocardial compartment before and after contrast injection is shown in Figure 2.3.

Water was circulated through the phantom using a pulsatile pump (Harvard Apparatus,
Holliston Mass). The stroke volume and cardiac output were held constant at 100 mL
per stroke and 5 L/min total through the system. Separate input and output reservoirs
were used to eliminate recirculation of contrast material. An ultrasonic flow probe
(Transonic Systems Inc., Ithaca NY) was used to determine instantaneous flow through
the myocardial compartment, and all known flow rates were continuously recorded
(MP150, Biopac Systems Inc., Goleta CA). The known flow rates were converted to
perfusion using the known mass of the perfusion volume. The known perfusion was
used as the reference standard for comparison to the measured CT perfusion. An
example of the pulsatile flow profile through the phantom can be found in Figure 2.4

and is characteristic of in vivo systolic and diastolic flow properties. In order to modulate
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the perfusion rate through the myocardial compartment, variable resistance was applied
downstream of the perfusion compartment and at the termination of the distal aorta (see
Figure 2.2). A range of known perfusion rates between 0.96-2.49 mL/min/g were
evaluated. The minimum and maximum perfusion rates are approximately
representative of perfusion in resting and stress conditions and correspond to a
coronary flow reserve (CFR) of 2.6. The range of perfusion rates evaluated is also
approximately representative of perfusion deficits caused by stenoses of increasing

severity in stress conditions.

CT Imaging Protocol

CT imaging was performed using a 320-slice Aquilion One CT scanner (Toshiba
America Medical Systems, Tustin CA). An ECG emulator was used to generate a heart
rate that matched the frequency of the pulsatile pump, allowing the cardiac phantom to
be imaged using a prospective, ECG-gated cardiac perfusion protocol. The CT imaging
parameters were: 320 x 0.5 mm detector collimation, 100 kVp tube voltage, 200 mA
tube current, and 0.35 s rotation time. For each perfusion measurement approximately
20 volume scans were acquired following a 15 mL bolus injection of contrast material
(Isovue 370, Bracco Diagnostics, Princeton, NJ) and a 15 mL bolus injection of saline.
All injections were made using a power injector (Empower CTA, Acist Medical Systems,
Eden Prairie MN) at a rate of 5 mL/s. While transient increases in flow, on the order of
5-10%, were measured immediately after contrast injection, all flow rates equilibrated
well before CT perfusion measurements were made. Hence, any effects of the contrast

injection on measured perfusion rates were negligible. CT images were reconstructed
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from full projection data sets with a slice thickness of 0.5 mm using a medium-smooth
FCO03 kernel with beam hardening corrections. The voxel size was 0.43 x 0.43 x 0.5
mm? and images were reconstructed at 75% of the ECG cycle, as is customary in

diastolic imaging.

Perfusion Measurement Using the FPA Technique

All FPA perfusion measurements were made using a VOI with an outer diameter of 9
cm, an inner diameter of 5.7 cm, and a slab thickness of 1.5 cm, defined inside the
myocardial compartment. The contrast filled ventricle was excluded from the VOI. Given
these dimensions and the packing fraction of the beads, the total volume inside the VOI
was 57 mL, corresponding to approximately 55 grams of simulated myocardial tissue.
Example images of the phantom before and after contrast infusion are shown in Figure
2.3. For each perfusion measurement, the integrated HU (sum of all voxel HU) within
the myocardial VOI was used to generate the tissue time attenuation curve (TAC). To
obtain the input concentration C;,, in equation 1, a calibration VOI with a cross-sectional
area of approximately 2 cm? and a thickness of 0.3 cm was defined directly upstream
from the myocardial compartment. The integrated HU within this calibration VOI was
determined and divided by the known VOI volume to yield the arterial input function
(AIF). Perfusion was calculated by measuring the change in iodinated blood volume

within the known time interval and dividing by the myocardial mass.
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Perfusion Measurement Using the Maximum Slope Model

For comparison purposes, perfusions rates were also measured using the maximum
slope model. In this case, several small VOIs, measuring approximately 0.3 cm?®, were
defined inside the myocardial compartment. The VOI size was chosen based on
previously reported maximum slope model implementations® 2, The average HU in the
small VOIs, instead of the integrated HU, was determined and plotted as a function of
time. Curve fitting was performed, and maximum slope model perfusion was calculated

using the following equation®.

max(%V)

Q= )

max ( Cin)

Radiation Dose Reduction
The radiation dose reduction capacity of the FPA technique was evaluated by
successively reducing the number of volume scans per perfusion measurement from
the original 20 volume scans, in order to determine the minimum number of volume
scans necessary for accurate perfusion measurement. A small VOI inside the aorta is
normally monitored to determine the start of image acquisition using a preset HU. In
order to simulate a clinical protocol, a threshold of 180 HU was set for the AIF. After a
threshold of 180 HU was reached in the AlF, five volume scans over five consecutive
cardiac cycles (V1-V5) were used for perfusion measurements. The first-pass analysis
perfusion calculations were performed based on two (V1 and V5), three (V1, V3 and
V5), and five (V1-V5) volume scans (see Figure 2.5). The initial volume scan (V1) used

was one cardiac cycle after a triggering threshold of 180 HU in the AIF. The input
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concentration C;, used for FPA perfusion measurement was always acquired from the
final volume scan (V5) and approximates the maximum of the arterial input function.
The total dose-length-product (DLP) was determined for each measurement, and
converted to an effective dose (ED) in mSv using an ED/DLP conversion factor (k =
0.014)%. The reduced radiation dose was calculated using the radiation dose per
volume scan multiplied by the number of volume scans used for perfusion

measurement.

Results

Perfusion Measurements

FPA and maximum slope model measurements were made for known flow rates
between 60-140 mL/min corresponding to known perfusion rates between 0.96-2.49
mL/min/g. An example arterial input function for the 2.49 mL/min/g perfusion
measurement is shown in Figure 2.5. The corresponding FPA tissue time attenuation
curve (TAC) is also shown in Figure 2.5, where the upslope of the TAC between V1
and V5 is proportional to the average perfusion rate. For both the arterial input function
and tissue time attenuation curve, clinically realistic enhancement was achieved. FPA
and maximum slope model perfusion measurements versus known perfusion are shown
in Table 2.1 and Figure 2.6. The results show an excellent correlation between the
known and measured perfusion using 2, 3, and 5 volume scans with no significant
difference between the results from 2 and 5 volume scans. On the other hand, the
maximum slope model showed a significant, systematic underestimation of the known

perfusion.
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Radiation Dose Reduction

FPA perfusion measurements were calculated using two, three, and five volume scans.
The average difference between FPA perfusion measurements made using two volume
scans versus five volume scans was 0.00+0.02 mL/min/g, suggesting the FPA
technique can yield accurate perfusion measurements using as few as two volume
scans. The radiation dose incurred per volume scan was 1.32 mSy, resulting in a total
radiation dose of 2.64, 3.96, and 6.6 mSv for two, three, and five volume scans,
respectively. Furthermore, depending on the perfusion rate, the radiation dose for the
maximum slope model was in the range of 11.69 — 17.51 mSv. Based on the radiation
dose of a two volume scan FPA acquisition compared to the radiation dose of the
maximum slope model, the FPA technique offers more than a 4-fold reduction in

radiation dose and is more accurate in perfusion quantification.

Discussion

Existing CT Perfusion Techniques

Existing dynamic CT perfusion techniques, such as the maximum slope model, use a
relative index of myocardial blood flow to measure perfusion. Previous reports have
indicated that CT perfusion is positively correlated with coronary fractional flow reserve

2951 However, in these reports perfusion was

(FFR) and microsphere measurements
always underestimated, as illustrated by a less-than-unity slope and non-zero offset,
when compared to reference standard microsphere measurements®®. Such perfusion

underestimation is due to the use of small VOIs (~1 mL) to generate myocardial tissue

time attenuation curves. Smaller VOIs are subject to shorter transit times of contrast,
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and as a result are highly susceptible to contrast loss and perfusion underestimation,
especially at hyperemia®’. Such problems of underestimation were also described in a
recent simulation study*® and are in agreement with the maximum slope model

perfusion results from this study (see Figure 2.6).

The FPA technique differs from previously reported dynamic CT perfusion techniques in
that it does not suffer from perfusion underestimation and can determine perfusion with
near unity slope and minimal offset when compared to reference standard microsphere
perfusion measurements. Specifically, it takes advantage of whole organ CT scanners
to prospectively image the entire heart within a fraction of a second. The extended
coverage allows perfusion measurement of the entire perfusion bed of an arterial tree or
a major branch, eliminating the problem of contrast loss by increasing the transit time
window; a requirement that is not satisfied by most dynamic CT perfusion techniques.
Additionally, measurements in large perfusion beds are much less sensitive to image
noise, making it easier to extract accurate perfusion information from fewer volume

scans.

In the current study, a single, large VOI, which encompassed the entire myocardial
tissue volume, was used for perfusion measurements. However, clinical implementation
of this technique will require vessel-specific VOIs determined from CT angiographic
images*” 3. Such VOIs will be defined as the entire perfusion bed of an artery or major
arterial branch, distal to a stenosis, and will allow for vessel-specific perfusion

measurements to be made.
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Perfusion Measurement Using the FPA Technique

The results of the study indicate that the proposed FPA technique accurately measures
perfusion using CT image data over a range of clinically relevant perfusion rates. FPA
derived perfusion measurements had a standard deviation of 0.08 mL/min/g with an
average RMS error of 0.083 mL/min/g. Maximum slope model derived perfusion
measurements had a standard deviation of 0.03 mL/min/g and an average RMS error of
1.30 mL/min/g. The results indicate that the FPA technique is both accurate and
reproducible (see Table 2.1). The results also indicate that the maximum slope model
greatly underestimates perfusion (see Figure 2.6), which is in agreement with previous
reports®. Overall, the accuracy and reproducibility of the perfusion results validate the
FPA technique and its underlying assumptions. Additionally, the FPA technique has
previously been validated for flow measurement using invasive 2D coronary

angiographic images®®>°, further supporting its potential as a CT perfusion technique.

Dose Reduction

A major limitation of existing dynamic CT perfusion techniques is the high radiation dose
required. Previous reports indicate that the average radiation dose delivered during a
single dynamic CT perfusion stress scan is approximately 9-12 mSy??: 3% 3% 40-42, 50,51, 62,
®4%7 |n the cases where both rest and stress perfusion scans are acquired, the total
radiation dose is further increased and can be as high as 30 mSy?® 3% 42 30. 51, 64,66
Therefore, there is a specific need for dose reduction before dynamic CT perfusion

techniques can be implemented as a routine clinical standard.
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The results from this study indicate that the proposed FPA technique has the potential
to substantially reduce radiation dose in addition to improving the accuracy of perfusion
measurements. The reduction in radiation dose is accomplished by minimizing the
number of volume scans necessary for accurate perfusion measurement. Compared to
current dynamic CT perfusion techniques, which require approximately 15 volume
scans for perfusion measurement ¥, the FPA technique requires as few as two volume
scans for perfusion measurement, resulting in more than a 4-fold reduction in radiation

dose, as well as more accurate perfusion quantification.

The FPA technique also acquires both CT angiography and dynamic CT perfusion data
during the same low-dose protocol, which further reduces the total radiation dose and
contrast loading to the patient. Furthermore, the FPA technique can be used in
conjunction with standard dose reduction methods such as tube voltage optimization,

43, 66

tube current modulation, and iterative reconstruction techniques to further reduce

the radiation dose.

Clinical Application and Study Limitations

While the FPA technique was validated in a static cardiac phantom, there are a few
limitations for in vivo application of this technique. The first limitation is the effect of
potential motion artifacts on perfusion measurement. To address such motion artifacts,
prospective ECG-gating can be used to minimize cardiac motion during data
acquisition. Additionally, image processing techniques, such as deformable image

registration based on mutual information, can be used to further reduce motion artifacts.
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Another potential limitation is beam hardening due to large volumes of contrast pooling
inside the ventricles. The phantom was designed to simulate such hardening artifacts.
However, the associated artifacts can be minimized by applying beam-hardening
corrections available with CT scanners, as well as additional corrections that take into
account the dynamic nature of contrast in the heart ®® ®. A single VOI, which
encompassed the entire myocardial tissue compartment, was also used in the phantom
study. Since the setup was used to develop and validate the FPA technique, less
emphasis was placed on dividing the myocardial tissue compartment into multiple VOIs
of complex shape. However, the accuracy of the FPA technique does not depend on the
shape of a compartment. Hence, in the current phantom study, the shape of the
compartment was chosen to be cylindrical for convenience. That being said, myocardial
segmentation and multiple VOIs need to be used in vivo for relevant perfusion
measurement. CT angiography data can be used to automatically generate vessel-

specific VOIs*" 3

, allowing the perfusion in each coronary artery perfusion bed or major
coronary branch to be determined. Another potential limitation of the study is the time-
to-peak of each arterial input function and the corresponding tissue time attenuation
curve. In vivo, the time-to-peak of these functions is relatively short due to the
hyperemic transit time of blood from coronary artery to coronary sinus®*> ’°. Fortunately,
since the FPA technique only requires a minimum of two volume scans, as long as
those volume scans are acquired during the upslope of the myocardial tissue time
attenuation curve in vivo, and include the peak of the arterial input function, absolute

myocardial perfusion can be measured independent of the time-to-peak. The actual

timing and total number of volume scans will require more investigation and will be
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determined in future in vivo studies. Lastly, full projection data reconstruction was used
in the study, resulting in reduced temporal resolution as compared with partial scan
reconstructions. This was done to avoid the previously reported partial scan artifacts®

that limit the quantitative nature of CT perfusion.

Conclusions

The results of the phantom study indicate the FPA technique can be used to make
accurate dynamic CT perfusion measurements over a range of clinically relevant
perfusion rates using a minimum of two volume scans. This technique has the potential
to substantially reduce the radiation dose as compared with existing dynamic CT
perfusion techniques by reducing the total number of volume scans necessary for

accurate perfusion measurement.
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Appendix 2.1: Original First-Pass Analysis (FPA) Derivation

To measure perfusion through a compartment, it is necessary to determine the volume
(V(t)) of contrast material entering the compartment within a certain time interval, and

this volume can be described as:

V) = [ Q@C®dt— [;  Q,()C,(Ddt (1)

where Qj(t) and Q,(t) are the incoming and outgoing flow rates, and Ci(t) and Cy(t) are
the incoming and outgoing concentrations of contrast agent, respectively. Equation 1
represents the fluid dynamic form of mass conservation indicating that the total amount
of contrast material in the compartment equals the amount that has entered minus the
amount that has exited. The term ty, denotes the minimum transit time of contrast
material through the compartment, from entrance to exit. Hence, if V(t) is calculated
before any contrast material has exited the vascular compartment, att < t,,;,, the
outgoing contrast concentration is zero (i.e. Cy(t) = 0) and the latter integral can be

ignored.

t<tmin

V) = [, "RCx(®)dt ()

The derivative of both sides of equation 2, divided by the input iodine

concentration, C;,, (t), yields:

24



Q(t < tmin) = Ci_nl(t < tmin)%v(t < tmin) (3)

Integrating from t to t + At and dividing by At to give the time-averaged value of
equation 3 over the sampling period, the final form of flow derived via the proposed first-

pass analysis (FPA) technique is:

_1d
Qave = (Cinlav)ave (4)

Where Q,,.is the calculated flow, %V is the rate of change of contrast volume in the

vascular compartment per unit time, and C,,. iS the average input concentration of
incoming contrast material at the time of measurement. The measured flow can be

further simplified as:

.\ 4
"~ (A)(Cave)

Q ()
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Appendix 2.2 Modified First-Pass Analysis Derivation

As previously described in Appendix 2.1, the first-pass flow (Qave) Of iodine volume (V)

into organ compartment of interest is defined as:

_1d
Qave = (Cinlav)ave (4)

or more simply as:

AV
@ = G ®)

Where AV /At corresponds to the integrated change in iodine volume or mass over the
measurement time, while C,,. corresponds to the average incoming concentration of
iodine over the measurement time, respectively. As such, if the tissue mass within the

compartment, M, is also known, the compartmental perfusion is further defined as:

AV
P = (AD)(Cave)(MT) (6)

Given the results of the phantom study, only two volume scans were found to be
necessary for absolute perfusion measurement. However, the impact of the timing of
those volume scans on the accuracy of the FPA technique was not fully assessed.

Hence, additional analysis was performed later on to determine the optimal first-pass
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timing of the volume scans (now denoted as V1 and V2 in Figure 2.8), such that the
accuracy of the FPA technique was maximized. Specifically, different trigger thresholds
were used to specify the temporal location of V1, while the cardiac cycle delay of V2
was incrementally increased (one cardiac cycle at a time) up to a maximum of five
cardiac cycles after the peak. The mean + standard deviation of the percent error for all
FPA perfusion measurements as compared to reference standard ultrasonic perfusion
measurement was then computed for each V1 and V2 combination, with the results
displayed in Figure 2.9. Overall, the results indicate that in order to maximize the
accuracy of FPA perfusion measurement, V2 must be retrospectively selected or
prospectively acquired at or near the peak enhancement of the arterial input function
(AIF). Moreover, the V1 trigger threshold does not dramatically impact the accuracy of
the technique. Thus, the new, two-volume FPA sampling protocol was assessed using
the phantom data, where the first volume scan after triggering at 180 HU was specified
as V1 (180HU was used to prevent false triggering), while the volume scan at or after
the peak enhancement of the AIF was specified as V2. The results of the new, two-
volume FPA sampling protocol are shown in Figure 2.10. Using the new protocol, FPA
perfusion measurements were in better agreement with reference standard ultrasonic-
flow-probe measurements (Prpa = 0.99 Pyira + 0.06, R? = 0.99) than previously
reported. The RMSE was 0.07 mL/min/g while the RMSD was 0.05 mL/min/g, also
indicating improved accuracy and precision. The concordance correlation coefficient
(CCC)* was computed and found to be p = 0.99, indicating excellent agreement with
the reference standard. Given these results, the updated two-volume FPA protocol

was used for the remainder of all validation studies.
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Tables

Table 2.1 Summary of the linear regression analysis between different CT
perfusion methods and known perfusion measurements. The associated radiation
dose is also included.

Method Slope Intercept Pearson’s r SEE (mL/min/g) Dose (mSv)
2 Scans 0.91 0.06 0.98 0.14 2.64
3 Scans 0.91 0.06 0.98 0.14 3.96
5 Scans 0.92 0.05 0.98 0.13 6.60
MSM 0.25 - 0.02 0.97 0.30 11.69-17.51
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Figure 2.1: Single compartment model used in the first-pass analysis technique
showing calibration and perfusion volumes.
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Figure 2.2: (a) A photograph of the cardiac perfusion phantom inside the
anthropomorphic thorax along with the pulsatile pump, (b) a schematic diagram
of the cardiac perfusion phantom.
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Figure 2.3: Myocardial compartment (Myo) around the contrast filled left

ventricle (LV). The VOI (denoted in red) is overlaid before (a) and after (b) contrast
infusion.
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Figure 2.4: Pulsatile flow profile corresponding to an average perfusion rate of
2.49 mL/min/g.
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Figure 2.5: Example arterial input function (AIF) and the corresponding
myocardial tissue time attenuation curve (TAC) showing the five volume scans
(V1-Vs) used for FPA perfusion calculations.
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Figure 2.7: Example arterial input function (AIF) curve from the aorta and
corresponding myocardial tissue enhancement curve (TAC) from the model, with

a 180 HU “trigger” threshold and the new FPA V1 and V2 volume scan selection
protocol displayed.
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Figure 2.8: Temporal optimization of volume scan selection for the FPA
technique. Different trigger thresholds were used to specify the temporal location
of V1, while the cardiac cycle delay of V2 was incrementally increased (one
cardiac cycle at atime) up to a maximum of five cardiac cycles after the peak. The
mean +* standard deviation of the percent error for all FPA perfusion
measurements as compared to reference standard ultrasonic perfusion
measurement was then compared for each V1 trigger and V2 temporal
combination. V1 and V2 indicate the first and second volume scans necessary for
accurate FPA perfusion measurement. CC's indicates cardiac cycles, where FPA
perfusion error is displayed as a function of the cardiac cycle distance of V2 away
from the peak enhancement of the arterial input function (AIF).
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Figure 2.9: FPA perfusion measurement with the new two-volume sampling
scheme as compared to reference standard ultrasonic-flow-probe perfusion
measurement. (a) Regression analysis was performed with the coefficient of
determination (R?), accuracy (RMSE), precision (RMSD), concordance correlation
(CCC), and "simulated" effective radiation dose also determined. (b) Bland-
Altman analysis was also performed, with the limits of agreement displayed
(bottom right).
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CHAPTER 3: ACCURACY OF CORONARY PERFUSION TERRITORY

ASSIGNMENT AS COMPARED TO MYOCARDIAL BLUSH IN SWINE

Abstract

As combined morphological and physiological assessment of coronary artery disease
(CAD) is necessary to reliably resolve CAD severity, the objective of this study was to
validate an automated minimum-cost path assignment (MCP) technique which enables
accurate, vessel-specific assignment of the left (LCA) and right (RCA) coronary
perfusion territories using computed tomography (CT) angiography data for both left and
right ventricles. Six swine were used to validate the MCP technique. In each swine, a
dynamic acquisition comprised of twenty consecutive volume scans was acquired with a
320-slice CT scanner following peripheral injection of contrast material. From this
acquisition the MCP technique was used to automatically assign LCA and RCA
perfusion territories for the left and right ventricles, independently. Each animal
underwent another dynamic CT acquisition following direct injection of contrast material
into the LCA or RCA. Using this acquisition, reference standard LCA and RCA perfusion
territories were isolated from the myocardial blush. The accuracy of the MCP technique
was evaluated by quantitatively comparing the MCP-derived LCA and RCA perfusion
territories to these reference standard territories. All MCP perfusion territory masses
(Massucp) and all reference standard perfusion territory masses (Massgs) in the left
ventricle were related by Massycp=0.99Massgs+0.35¢g (r=1.00). Massycp and Massgs
in the right ventricle were related by Massycp=0.94Massrs+0.39g (r=0.96). The MCP

technique was validated in a swine animal model and has the potential to be used for
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accurate, vessel-specific assignment of LCA and RCA perfusion territories in both the

left and right ventricular myocardium using CT angiography data.

Introduction

Coronary artery disease (CAD) and its resultant ventricular dysfunction are strongly
predictive of future cardiac events. However, when CAD risk is appropriately stratified
and managed, long term outcomes are significantly improved™ .  Appropriate
stratification of CAD requires both morphological and physiological data to reliably
assess the true severity of disease® "*". Such stratification is often accomplished
noninvasively with single-photon emission computed tomography (SPECT), cardiac
magnetic resonance (CMR), positron-emission tomography (PET), or dynamic

computed tomography (CT) perfusion; modalities that provide relevant perfusion data.

To incorporate corresponding morphological information with this perfusion data, the

American Heart Association’s (AHA) 17-segment model®

of the heart is commonly used
in the absence of angiographic data. In the 17-segment model, the left ventricle is
segmented into seventeen virtual perfusion territories that are assigned to the left
anterior descending (LAD), left circumflex (LCx), or right coronary artery (RCA),
respectively. Nevertheless, despite the 17-segment model’s clinical merit, it is unable to
account for coronary morphological variation; thus, coronary perfusion territories are
commonly miss-assigned by the model, leading to misinterpretation of perfusion

77-81

defects Additionally, the 17-segment model does not provide any assessment of

the right ventricular myocardium, yet CAD in the RCA is highly prevalent®. Given these
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limitations, there exists a clinical need for improved vessel-specific morphological and

physiological assessment of CAD in both ventricles”.

With the advent of CT and MR angiography, in addition to hybrid PET/CT and
SPECT/CT imaging methods, morphological data is becoming increasingly accessible.
Several studies have even gone on to illustrate that such morphological data can be

47,8387 Nonetheless,

used to algorithmically assign vessel-specific perfusion territories
most of these reports lack robust quantitative validation of their myocardial assignment
algorithm’s accuracy versus a true reference standard. Additionally, many of these

studies have only validated coronary perfusion territory assignment on the epicardial

surface of the left ventricle.

Hence, the purpose of this study was to thoroughly validate a minimum-cost path
assignment (MCP) technique that enables accurate, vessel-specific assignment of the
left and right coronary arterial perfusion territories throughout the full thickness of the left

and right ventricular myocardium using computed tomography (CT) angiography data.

Materials and Methods

General Methods

The study was approved by the Animal Care Committee and Institutional Review Board
for the Care of Animal Subjects and was performed in agreement with the “Position of
the American Heart Association on Research Animal Use.” All data was prospectively

acquired between 12/2014 and 07/2016. Specifically, the MCP technique was validated
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in six male Yorkshire swine (42 + 9 kg). All swine underwent dynamic CT imaging, once
following peripheral intravenous contrast injection and at least once following
intracoronary contrast injection in the left or right main coronary arteries (LCA and
RCA). A total of six peripheral intravenous contrast injection acquisitions were
acquired, while a total of fifteen reference standard intracoronary injection datasets
were acquired. The peripheral contrast injection acquisitions were used for MCP
perfusion territory quantification, while the intracoronary injection data was used for
extraction of "blushed" and "non-blushed" reference standard perfusion territories. The
LCA and RCA perfusion territories obtained with the MCP technique (LCAmcp and
RCAwcp) Were quantitatively compared to the "blushed” and "non-blushed" reference
standard LCA and RCA perfusion territories (LCArs and RCAgs) obtained from
intracoronary LCA and RCA contrast injections through mass and spatial
correspondence analysis. Overall, MCP territories were independently derived and
validated for the left and ventricular right ventricular myocardium. Additionally, MCP
territories were independently derived and validated for the whole heart myocardium,

which, in turn, included both the left and right ventricular myocardium.

Animal Protocol

Anesthesia was induced via intramuscular injection of Telazol (4.4 mg/kg), Ketamine
(2.2 mg/kg), and Xylazine (2.2 mg/kg), and was maintained after intubation (Covedien,
Mansfield, MA) through ventilation (Highland Medical Equipment, Temecula, CA) with
an oxygen-air-mixture containing 1.5 -2.5% Isoflurane (Baxter, Deerfield, IL).

Electrocardiogram, O, saturation, temperature, blood pressure, and end-tidal CO, were
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monitored and a warming blanket (HTP-1500, Adroit Medical Systems, Loudon, TN)

was used to prevent hypothermia.

Using the modified Seldinger technique under ultrasound guidance (Vivid E9, GE
Healthcare, IL), catheter sheaths (AVANTI®, Cordis Corporation, Miami Lakes, FL)
were placed in both femoral veins and in the right carotid artery. The right femoral vein
was used for drug and fluid administration. The left femoral vein was used for peripheral
contrast injection. The carotid sheath was used for invasive blood pressure monitoring
as well as coronary catheter introduction. Specifically, under fluoroscopic guidance, a
Judkins right guide catheter (Cordis Corporation, Miami Lakes, FL) was used to engage
the left and right coronary ostia. The guide catheter was then used for intracoronary
injection of contrast into the LCA or RCA during dynamic CT imaging, resulting in

myocardial "blush" in each perfusion territory, respectively.

Computed Tomography (CT) Imaging Protocol

To derive MCP perfusion territories (LCAucp and RCApmcp), dynamic CT data was
acquired following peripheral contrast (Isovue 370 mg/mL, 1 mL/kg, 5 mL/s) and saline
(0.5 mL/kg, 5 mL/s) injection via the femoral vein. For the determination of reference
standard perfusion territories (LCArs and RCAgs), dynamic CT data was acquired
following intracoronary contrast (Isovue 50 mg/mL, 15 mL, 2 mL/s) injection via the
guide catheter into the LCA or RCA. For both injection schemes, twenty consecutive
volume scans were prospectively acquired with a multi-detector CT scanner (Aquilion

One, Toshiba American Medical Systems, Tustin, CA) at 100 kVp and 200 mA using
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320 x 0.5 mm detector collimation. Full projection data was used to avoid partial scan
artifacts and all volume scans were reconstructed at 75% of the R-R interval using
standard beam hardening corrections. Image datasets from the same animal were
reconstructed with the same voxel size. Depending on the field-of-view, the
reconstruction voxel size ranged from 0.43 x 0.43 x 0.50 mm to 0.79 x 0.79 x 0.50 mm.
To allow for adequate renal clearance of contrast, each intracoronary contrast injection
acquisition was performed at least 10 minutes after each peripheral intravenous
contrast injection acquisition. Subsequent intracoronary contrast injection acquisitions

were also acquired at least 10 minutes apart.

Minimum-Cost Path (MCP) Image Processing
Based on previous post-mortem swine analysis, it is known that myocardial tissue is

perfused by its nearest coronary artery*® %',

Hence, the MCP technique was designed
to model these prior findings, by determining the minimum distance, bounded within the
heart, between each voxel of myocardium and each coronary artery. To validate the
MCP technique, the peripheral intravenous contrast injection scans and intracoronary
injection volume scans from the same animal were first registered® to a single
maximally enhanced intravenous injection volume. The registered intravenous injection
volume scans were then combined into a single maximum intensity projection (MIP)
volume, from which the left ventricle, right ventricle and whole heart (both left and right

ventricle) myocardium were semi-automatically segmented using a Vitrea workstation

(Vitrea fX version 6.0, Vital Images, Inc., Minnetonka, MN). Semi-automatic extraction of
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the LAD, LCx and RCA centerlines was also performed using the same Vitrea

workstation.

Using a myocardial mask and centerlines of the LAD, LCx, and RCA, MCP was then
performed separately on the left ventricle, right ventricle and whole heart, using the
Insight Segmentation and Registration Toolkit®®. Specifically, the vessel centerlines
were used as seed points to create three separate distance maps through the
myocardium using a Fast-Marching algorithm®. Using these distance maps, the
minimum—cost path from each voxel of myocardium to each coronary centerline was
used to assign each voxel to its closest supplying artery. This resulted in a vessel-
specific perfusion territory for each coronary artery (LADycp, LCxucp @and RCApcp). This
same process was performed three separate times, using the left ventricle, right
ventricle, and whole heart masks, independently. This yielded coronary-specific
assignment of the LADycp, LCXxucp and RCAmcp, for each segmentation. The MCP

technique, performed using the whole heart segmentation, is detailed in Figure 3.1.

Reference Standard (RS) Image Processing

The registered reference standard intracoronary injection volume scans were also
combined into separate LCA injection and RCA injection MIP volumes, from which the
"blushed" and "non-blushed" LCA and RCA perfusion territories were automatically
segmented. As no ventricular blood pool opacification was present in intracoronary
contrast injection acquisition MIPs, the whole heart myocardial mask from the former

semi-automatic segmentation was first used to segment the entire myocardium from
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these MIPs. A median filter was applied to each MIP, followed by automated region
growing segmentation to extract the "blushed" and "non-blushed" LCA and RCA
perfusion territories. For each region growing segmentation, the ostium of the coronary
artery which was cannulated and directly injected with contrast was chosen as a seed
point, and was iteratively grown into the whole heart myocardium, with the median
Hounsfield Unit (HU) between "blushed" and "non-blushed" myocardium used as the
cutoff. As such, each intracoronary injection acquisition resulted in two separate
reference standard perfusion territories, one from the "blushed" myocardium and one
from the "non-blushed"” myocardium. A summary of these image processing steps is

illustrated in Figure 3.2.

After MCP perfusion territories (LADmcp, LCxucp and RCAycp) were determined, and
reference standard perfusion territory (LCAgrs and RCARgs) extraction was complete,
LADycp and LCxucp Were combined into a single left coronary artery MCP perfusion
territory (LCAmcp). All "blushed" and "nonblushed" reference standard perfusion
territories of the same vessel were pooled together. The LCAucp and RCAwcp perfusion
territories were then quantitatively compared to LCArs and RCARgs perfusion territories.
LCAgrs and RCARrs were first determined for the whole heart myocardium, after which
they were segmented for only the left and right ventricle using the previously described
left and right ventricular masks. These whole heart and ventricle-specific
segmentations allowed direct and independent comparison of MCP to the
corresponding reference standard whole heart, left ventricle, and right ventricle

perfusion territories.
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Bull’s Eye Plot Visualization

Two-dimensional bull’'s eye plots were also provided for the right and left ventricles to
further detail the coronary perfusion territories. This was achieved using a previously
reported method®. Both the left and right ventricles were sampled into 100 slabs,
perpendicular to the long axis of the heart through averaging. Within each slab, 360
equidistant samples were then taken radially from the center of the left ventricle. This
was done for both the left and right ventricles, as well as for the rastered coronary

centerlines, to yield bull's eye plots for the entire myocardium.

Myocardium At-Risk Simulation

Myocardium at-risk distal to a stenosis in a single animal was also assessed through
simulation. Specifically, after determining LADmcp, LCxucp and RCAmcp in the left
ventricle, the position of a hypothetical stenosis was designated along the LAD
centerline. MCP assignment was then performed in the LADcp territory alone using the
LAD vessel centerlines proximal and distal to the simulated stenosis, resulting in further
delineation of the LADucp territory into proximal and distal components. In total, three

different LAD stenosis locations were evaluated for myocardium at-risk comparison.

Statistical Approach

In order to rigorously evaluate the accuracy of the MCP technique, MCP and reference
standard perfusion territories for the same coronary artery were directly compared,
using both mass and spatial correspondence. To evaluate mass correspondence, the

myocardial mass of the MCP territories were compared to the myocardial mass of
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reference standard territories via linear regression, root-mean-square error (RMSE),
adjusted R? (Adj. R?) concordance correlation coefficient (CCC) %, Pearson’s r (r), and
Bland-Altman analysis. 95% Confidence intervals for RMSE, Adj. R, CCC and r
provided, as [Cliower, Clupper]. Myocardial mass was estimated by multiplying the volume
of each MCP or RS territory by the average density of myocardium tissue (1.035 g/mL).
To further detail mass correspondence between MCP and reference standard perfusion
territories, mass correspondence was performed on each axial slice of one animal.
Additionally, the mass and mass-percent of LADycp, LCXucp and RCAycp, in the left
ventricle only, was measured and compared to a previously reported study®. To
evaluate spatial correspondence between MCP and reference standard coronary
perfusion territories, Dice’s similarity coefficient and mean minimum Euclidean distance
were computed. Dice’s similarity coefficient is an established method used to
quantitatively compare the overlap between separate volume segmentations® *. Mean
minimum Euclidean distance was used to compute the mean minimum Euclidean
distance between the boundaries of separate volume segmentations. For the
calculation of mean minimum Euclidean distance, only non-overlapping boundary points
were used, to remove possible bias caused by utilizing the same myocardial
segmentation for both MCP and reference standard perfusion datasets. With the
exception of Bland-Altman analysis, reference standard territories of the same coronary
artery and acquired from the same animal were averaged together, yielding a total of 12
measurements for each assessment metric (6 LCAgrs and 6 RCAgrs). Mass and spatial

correspondence between MCP and reference standard perfusion territories was
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performed on the left ventricle, right ventricle and whole heart myocardium,

independently.

Results

Animal Model

A total of six swine (42.0 £ 9.0 kg) were imaged. The average heart rate and mean
arterial pressure during imaging were 84+10 beats per minute and 77+9 mmHg,
respectively. The average mass of the whole heart for all six animals was 81.44+13.91
g. The average masses of the left and right ventricles were 68.42+11.60 g and
13.02+2.58 g, respectively. Seven LCA and eight RCA intracoronary injections were
made, yielding a total of fifteen reference standard perfusion territory pairs (15 LCARrs
and 15 RCAgs). Mass and percent mass correspondence from every intracoronary

contrast injection acquisition are detailed in Table 3.1.

Mass Correspondence of Left and Right Ventricle MCP Perfusion Territories

In the left ventricular myocardium, the average mass of LCAycp was 55.90+9.98 g and
the average mass of LCAgrs was 56.00+10.15 g, while the average mass of RCAycp
was 12.52+2.60 g and the average mass of RCAgrs was 12.42+3.66 g. Left ventricle
MCP mass correspondence is further detailed in Table 3.2a. For the right ventricular
myocardium, the average mass of LCAucp and LCAgrs was 5.11+1.64 g and 5.39+2.03
g, respectively, while the average mass of RCAycp and RCAgrs was 7.90+£2.20 g and
7.63+2.35 g, respectively. Right ventricle myocardial mass correspondence is detailed

in Table 3.2b. From linear regression analysis, the left ventricular mass of LCAycp and
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LCARs were related by Massycp = 0.97 Massgs + 1.48 g, while the RCAycp and RCAgs
were related by Massycp = 0.66 Massgrs + 4.29 g. Combined, the left ventricular mass
of all MCP territories, i.e. both LCAucp and RCAncp, Were related to the mass of all
reference standard territories by Massuycp = 0.99 Massgs + 0.35 g. Comprehensive
linear regression analysis is provided in Table 3.3a and Figure 3.3a. Similar analysis
for right ventricle myocardial perfusion territories are described in Table 3.3b and

Figure 3.3b.

Mass Correspondence of Whole Heart MCP Perfusion Territories

Additionally, mass correspondence analysis was performed on MCP territories derived
for the whole heart by combining both the left and right ventricular masks. For the whole
heart myocardium, the average masses of LCAucp and LCAgrs were 61.02+10.21 g and
61.02+10.21 g, respectively, while the average masses of RCAyucp and RCAgs were
20.60+4.42 g and 20.18+5.69 g, respectively. Mass correspondence in the whole heart
myocardium is further detailed in Table 3.2c. For the whole heart myocardium, the
mass of all MCP territories were related to all reference standard territories by Massycp
= 0.97 Massgs + 1.19 g. Linear regression analysis for the whole heart myocardium is
shown in Table 3.3c and Figure 3.3c. Whole heart mass correspondence in one

animal was also assessed on a per-axial slice basis, as detailed in Figure 3.4.

Spatial Correspondence of Left and Right Ventricle MCP Perfusion Territories
The mean minimum Euclidean distance between the left ventricle myocardium LCApcp

and LCAgrs was 2.56+0.30 mm, while the mean minimum Euclidean distance between
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the left ventricle myocardium RCAycp and RCAgs was 3.60+1.08 mm. Overlap of left
ventricle myocardium LCAycp With LCARgs yielded a mean Dice’s similarity coefficient of
0.97+£0.01. Overlap of left ventricle myocardium RCAucp with RCAgs yielded a mean
Dice’s similarity coefficient of 0.86+0.06. Spatial correspondence of the left ventricle
myocardial perfusion territories is further described in Table 3.4a. The mean minimum
Euclidean distance between right ventricle myocardium LCAycp and LCAgrs was
9.01+2.78 mm, while the mean minimum Euclidean distance between the right ventricle
myocardium RCApmcp and RCAgs was 7.05+3.02 mm. Overlap of right ventricle
myocardium LCAucp Wwith LCAgrs yielded a mean Dice’s similarity coefficient of
0.86+0.04. Overlap of right ventricle myocardium RCAucp With RCAgs yielded a mean
Dice’s similarity coefficient of 0.87+0.05. Spatial correspondence of the right ventricle

myocardial perfusion territories is further described in Table 3.4b.

Spatial Correspondence of Whole Heart MCP Perfusion Territories

Spatial correspondence of MCP to reference standard perfusion territories was
performed on MCP territories derived for the whole heart by combining both left and
right ventricular masks. The mean minimum Euclidean distance between the whole
heart myocardium LCAycp and LCAgrs was 4.10+0.86 mm, while the mean minimum
Euclidean distance between the whole heart myocardium RCApncp and RCAgs was
4.65+1.67 mm. Overlap of LCAycp with LCAgrs yielded a mean Dice’s similarity
coefficient of 0.96+0.01 in the whole heart myocardium. Overlap of RCAycp with RCAgrs
yielded a mean Dice’s similarity coefficient of 0.87+0.05 in the whole heart myocardium.

Whole heart MCP perfusion territory spatial correspondence is detailed in Figure 3.3c.
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LADwcp, LCXmcp, and Myocardium At-Risk

Beyond validation of LCApcp, preliminary analysis of LADycp and LCxucp was also
performed, and compared with previously reported LAD and LCx left ventricle mass
distributions®. Myocardial mass and mass-percent distributions of LADycp, LCXucp and
RCAwcp are provided in Table 3.5. Furthermore, MCP was also used to simulate
assessment of myocardium at-risk, distal to a simulated stenosis in one animal, as
described in Figure 3.5. The figure shows that it is possible to determine myocardial

mass at risk distal to a stenosis.

Discussion
General Discussion

Le et al.*’

initially validated a method to quantify coronary perfusion territories. The
MCP technique improves Le et al.’s method by constraining distance calculations
between myocardial voxels and coronary arteries within the myocardial tissue volume,
rather than through unbound space. In the current study, both LCAyucp and RCAycp
showed excellent correspondence to LCAgrs and RCARgs, respectively, throughout the
whole heart, including the right ventricle. However, as the swine in this study all had an
average heart rate of 80 beats per minute, motion artifacts were common, causing
incomplete segmentation of the right ventricle and RCA, especially with respect to the
septal branch of the posterior descending coronary artery. Hence, higher discordance
was seen between RCAucp and RCARgs, likely due to suboptimal assignment of the

posterior septum. Additionally, the mean minimum Euclidean distance between right

ventricle MCP and reference standard perfusion territories was much higher than that of
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the left ventricle, due to suboptimal right ventricle reference standard territory
segmentation. Overall, however, MCP showed excellent agreement with reference

standard perfusion territories.

Comparison to Previously Reported Methods

Previous studies have proposed several techniques to improve the assessment of

47, 83-87 |76

coronary perfusion territories Currently, the AHA 17-segment model™ is widely

used, but several reports demonstrate its limitations’’ 5.

An improved model-based
approach to determining coronary perfusion territories has been proposed®®, but is still

limited by a predefined model.

Other methods to determine vessel-specific coronary perfusion territories®" # 8’ based
on Seiler et al.*®, have also been proposed, where each voxel of the left ventricular
myocardium is assumed to be perfused by its nearest coronary artery. Faber et al.®’
applied Seiler's method using CT angiography and SPECT for validation (MasSgaper =
0.92Massspect + 10.32 g, R? = 0.59). Kurata et al.®* conducted a study to assess the
accuracy of CTA-derived myocardium at-risk using the Voronoi algorithm and SPECT
for validation (r = 0.81 [0.74, 0.87] and mass error = 10%). Ide et al.® also conducted a
histological validation of CTA-derived perfusion territories for the LAD, LCx and RCA
using the Voronoi algorithm and ex vivo porcine hearts (r = 0.92 for LAD; r = 0.96 for
LCx; r = 0.96 for RCA). Additionally, methods to determine coronary perfusion

territories using coronary magnetic resonance have also been proposed®, but require

invasive cannulation of each coronary artery. However, in nearly all previously reported
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methods, quantification of coronary perfusion territories was only performed on the left

ventricle and only mass correspondence analysis was provided.

In comparison to these prior studies, the MCP technique performs equivalently with
respect to mass correspondence analysis. Furthermore, the MCP technique was also
assessed for spatial correspondence. These spatial correspondence metrics, such as
Dice’s similarity coefficient and mean minimum Euclidean distance, show that the MCP
technique can accurately determine the spatial distribution of the LCA and RCA
perfusion territories in the left ventricle, as well as in the right ventricle and whole heart.
Additionally, while direct validation of LADycp and LCxywcp Was not evaluated in this
study, comparisons to mass distributions of LAD, LCx and RCA perfusion territories in
the left ventricle, as previously reported by Ide et al.®®>, show that MCP has the potential
to provide accurate assessment of the LAD and LCx perfusion territories. Finally,
preliminary evaluation of myocardium at-risk distal to a stenosis using MCP illustrates

that a clinically significant myocardial defect could be discerned.

Study Limitations

There were limitations associated with this study. First, this study utilized a swine
model with high heart rates and significant motion artifact in some cases. The thin right
ventricle wall is especially susceptible to motion artifact, causing difficulties in blush
segmentation and underestimation of right ventricle mass. To amend this, a dedicated
study to further validate the MCP technique in the right ventricle could be implemented,

with systolic phase reconstructions used instead. By reconstructing systolic phase
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datasets, the right ventricular myocardium would be thicker, allowing for more
consistent segmentation of right ventricle myocardial blush. This study also was
performed on a small sample size; further assessment of the MCP technique on a larger
population is still necessary. Additionally, this study utilized healthy swine without CAD.
Further investigation is necessary to fully understand how significant CAD will affect the
performance of the MCP technique. For example, in the case of a complete coronary
occlusion where digital extraction of the coronary artery distal to the occlusion is not
possible, the MCP technique may be limited. Yet, given recent work illustrating reliable
coronary centerline extraction in patients with coronary calcification and stents®, it is
anticipated that the MCP technique will be able to accurately determine vessel-specific
perfusion territories, even in the presence of moderate focal or diffuse CAD. Beyond
CAD, the MCP technique will be limited in assessing collateralization, as they may be

too small to visualize.

It is also important to note that in this study, the left ventricle, right ventricle and whole
heart MCP perfusion territories were derived using a dynamic CT acquisition, rather
than a standard CTA acquisition. However, such an acquisition scheme was used solely
to validate MCP in the right ventricle and whole heart, but is not necessary for MCP in
the left ventricle. Specifically, MCP in the left ventricle can be derived using only a
standard CTA dataset to yield left ventricle, coronary-specific perfusion territories.
Hence, the MCP technique could be integrated with current clinical CTA methods to
provide assessment of coronary perfusion territories in the left ventricle. Nevertheless,

whole heart and right ventricle assessment using the MCP technique require
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simultaneous coronary and biventricular opacification. Fortunately, low-dose clinical
CTA examinations that acquire biventricular and coronary opacification have already
been proposed and implemented using a 64-slice CT system®. Additionally, CT
perfusion conveniently acquires biventricular and coronary opacification, as well as
myocardial perfusion, in a single low dose examination® . While CT was used
exclusively in this study, the MCP technique has the potential to be applied to any

imaging modality that provides an image of the myocardium and coronary arteries.

Conclusions

The MCP technique may provide a means to objectively delimit vessel-specific
perfusion territories in the heart. Using mass correspondence, as well as spatial
correspondence, such as mean minimum Euclidean distance and Dice’s similarity
coefficient, the MCP technique has been robustly validated in the left and right
ventricular myocardium, as well as in the whole heart. Furthermore, it is anticipated that
the MCP technique may have the potential to accurately assign the coronary perfusion
territories of the LAD and LCx, as well as quantify the myocardial mass at-risk distal to a
stenosis, although further validation is necessary. Thus, given the results, the MCP
technique has the potential to improve CAD assessment through accurate and
automatic delineation of vessel-specific myocardial perfusion territories using CT

angiography data.
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Tables:

Table 3.1: Per-animal results for LCA and RCA territories, in the (a) left
ventricle, (b) right ventricle, and (c) whole heart myocardium.

(a) Left Ventricle LCA RCA
|njecti0n Site MMcp(g) MRS(g) MMcp(g) MRS(g)
“Animal 1 "LCA " 54.27[79.53%]  53.60[78.56%]  13.96[20.47%] 14.63[21.44%]
RCA 50.47[74.56%] 17.22[25.44%]
Animal 2 LCA 62.14[82.72%]  61.30[81.59%]  12.98[17.28%] 13.83[18.41%]
RCA 63.75[84.86%] 11.38[15.14%]
Animal 3* LCA 52.70[83.73%]  55.46[88.13%]  10.24[16.27%] 7.47[11.87%]
Animal 4 LCA 40.60[76.88%]  40.75[77.17%]  12.21[23.12%] 12.06[22.83%]
LCA 39.69[75.16%] 13.12[24.84%]
RCA 39.95[75.65%] 12.86[24.35%]
RCA 39.67[75.13%] 13.14[24.87%]
Animal 5 LCA 70.42[81.04%]  71.25[82.01%]  16.47[18.96%] 15.63[17.99%]
LCA 68.90[79.30%] 17.99[20.70%]
RCA 70.15[80.74%] 16.73[19.26%]
RCA 70.36[80.98%] 16.53[19.02%]
Animal 6 LCA 55.57[85.72%]  57.42[88.58%] 9.26[14.28%] 7.40[11.42%)]
RCA 54.23[83.65%] 10.60[16.35%]
(b) Right Ventricle LCA RCA
Injection Site MMcp(g) MRS(g) MMcp(g) MRS(g)
Animal 1 LCA 3.86[31.26%] 3.59[29.04%] 8.49[68.74%] 8.77[70.96%]
RCA 3.64[29.44%] 8.71[70.56%]
Animal 2 LCA 7.20[43.47%] 8.89[53.72%] 9.36[56.53%] 7.66[46.28%]
RCA 6.77[40.92%] 9.78[59.08%]
Animal 3* LCA 5.49[47.43%] 6.92[59.79%] 6.09[52.57%] 4.66[40.21%)]
Animal 4 LCA 6.08[57.34%] 7.40[69.79%] 4.52[42.66%)] 3.20[30.21%]
LCA 5.87[55.36%)] 4.73[44.64%]
RCA 5.35[50.39%] 5.26[49.61%]
RCA 4.86[45.80%] 5.75[54.20%]
Animal 5 LCA 5.45[34.18%)] 7.87[49.38%)] 10.50[65.82%] 8.07[50.62%)]
LCA 5.82([36.52%] 10.12[63.48%]
RCA 4.43[27.80%] 11.51[72.20%]
RCA 4.51[28.29%] 11.43[71.71%)]
Animal 6 LCA 2.61[23.54%] 2.27[20.48%] 8.46[76.46%] 8.80[79.52%]
RCA 2.59[23.37%] 8.48[76.63%]
(c) Whole Heart LCA RCA
Injection Site MMcp(g) MRS(g) MMcp(g) MRS(g)
Animal 1 LCA 58.13[72.13%]  57.10[70.97%]  22.46[27.87%] 23.40[29.03%]
RCA 54.10[67.60%] 25.93[32.40%]
Animal 2 LCA 69.34[75.64%]  70.19[76.56%]  22.34[24.36%] 21.49[23.44%)]
RCA 70.52[76.92%] 21.16[23.08%]
Animal 3* LCA 58.19[78.09%]  62.39[83.72%]  16.33[21.91%] 12.13[16.28%]
Animal 4 LCA 46.68[73.61%]  48.15[75.93%]  16.73[26.39%] 15.26[24.07%]
LCA 45.56[71.85%] 17.85[28.15%]
RCA 45.30[71.42%] 18.12[28.58%]
RCA 44.53[70.22%] 18.89[29.78%]
Animal 5 LCA 75.87[73.77%]  79.13[76.95%]  26.97[26.23%] 23.71[23.05%]
LCA 74.72[72.66%] 28.11[27.34%]
RCA 74.59[72.53%] 28.25[27.47%]
RCA 74.87[72.81%] 27.96[27.19%]
Animal 6 LCA 58.18[76.65%]  59.69[78.65%]  17.72[23.35%] 16.21[21.35%]
RCA 56.81[74.85%] 19.09[25.15%]

*Animal 3 expired after the first LCA intracoronary contrast injection acquisition.

Data expressed as mass [percent mass].(LCA = left coronary artery, Myce = mass of minimum-cost path coronary territory, Mgs

= mass of reference standard coronary territory, RCA = right coronary artery)
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Table 3.2. Mass correspondence of MCP and reference standard coronary
perfusion territories in the (a) left ventricle, (b) right ventricle and (c) whole heart

myocardium.

(a) Left Ventricle

LCA RCA

Massycp (9) Massgs (9) Massyce (9) Massgs (9)
Animal 1 54.00 52.04+2.22 13.96 15.92+1.83
Animal 2 62.14 62.52+1.73 12.98 12.6+1.73
Animal 3* 52.70 55.46 10.24 7.47
Animal 4 40.60 40.02+0.51 12.21 12.79+0.51
Animal 5 70.42 70.17+0.97 16.47 16.72+0.97
Animal 6 55.57 55.82+2.26 9.26 9.00+2.26
MEAN+STD 55.90+9.98 56.00+10.15 12.52+2.60 12.42+3.66
(b) Right Ventricle

LCA RCA

Masswcp (9) Massgs (9) Massyce (9) Massgs (9)
Animal 1 3.86 3.61+0.03 8.49 8.74+0.04
Animal 2 7.20 7.83+1.50 9.36 8.72+1.50
Animal 3* 5.49 6.92 6.09 4.66
Animal 4 6.08 5.87+1.10 4.52 4.74+1.10
Animal 5 5.45 5.66+1.61 10.50 10.29+1.61
Animal 6 2.61 2.43+0.23 8.46 8.64+0.23
MEAN+STD 5.11+1.64 5.39+2.03 7.90+2.20 7.63+2.35
(c) Whole Heart

LCA RCA

Masswcp (9) Massgs (9) Massyce (9) Massgs (9)
Animal 1 57.86 55.65+2.18 22.46 24.67+1.80
Animal 2 69.34 70.35+0.23 22.34 21.32+0.23
Animal 3* 58.19 62.39 16.33 12.13
Animal 4 46.68 45.89+1.57 16.73 17.53+1.58
Animal 5 75.87 75.83+2.20 26.97 27.01+2.20
Animal 6 58.18 58.25+2.03 17.72 17.65+2.04
MEAN+STD 61.02+10.21 61.39+10.70 20.60+4.42 20.1845.69

*Animal 3 expired after only one intracoronary contrast injection acquisition

Data expressed as mass, or mean mass + standard deviation.
(LCA = left coronary artery, Massycp = mass of minimum-cost path coronary

territory, Massrs = mass of reference standard coronary territory, RCA = right
coronary artery)
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Table 3.3: Linear regression analysis of MCP and reference standard perfusion
(b) right ventricle and (c) whole heart

territories in the (a) left ventricle,
myocardium.

(a) Left Ventricle

Linear Regression RMSE (g) Adj. R? CCC r
0.97 0.99 0.99
LCA Massucp = 0.97Massgs + 1.48¢g 171 [0.75,1.00] [0.89, 1.00] [0.89, 1.00]
0.84 0.88 0.93
REA Massyce = 0.66Massrs +4.299 B [0.08,0.98] [0.24,0.99] [0.50, 0.99]
0.99 1.00 1.00
LCA+RCA Massycp = 0.99Massgs + 0.35 g 1.54 [0.98,1.00] [0.99,1.00] [0.99, 1.00]
(b) Right Ventricle
Linear Regression RMSE (g) Ad;. R? CCC r
0.90 0.93 0.96
LCA Massycp = 0.77Massgs + 0.95g  0.53 [0.30,0.99] [0.46,0.99] [0.65, 1.00]
0.90 0.95 0.96
e Massyce = 0.90Massgs + 1.06 g B [0.34,0.99] [0.61,0.99] [0.67,1.00]
0.91 0.96 0.96
LCA+RCA Massycp = 0.94Massgs + 0.39 g 0.71 [0.70,0.97] [0.85,0.99] [0.85, 0.99]
(c) Whole Heart
Linear Regression RMSE (g) Adj. R’ CCC r
0.95 0.98 0.98
LCA Massycp = 0.93Massgs + 3.65 g 2.28 [0.60,0.99] [0.79,1.00] [0.82, 1.00]
0.83 0.90 0.93
RER Massyce = 0.72Massgs +5.940 Ul [0.05,0.98] [0.32,0.99] [0.48, 0.99]
0.99 1.00 1.00
LCA+RCA Massycp =0.97Massgs +1.19g 2.08 [0.97,1.00] [0.98,1.00] [0.99, 1.00]

Bolded row is plotted in Figure 3.3.

For Adj. R CCC and r, 95% confidence intervals (ClI) are expressed as [Cliower,
CIUpper]

(Adj. R? = Adjusted R% CCC = concordance correlation coefficient, LCA = left
coronary artery, Massycp = mass of minimum-cost path coronary territory, Massrs
= mass of reference standard coronary territory, RCA = right coronary artery,
RMSE = root-mean-square error)
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Table 3.4:

myocardium.

(a) Left Ventricle

Spatial correspondence of MCP and reference standard coronary
territories in the (a) left ventricle, (b) right ventricle, and (c) whole heart

LCA RCA
MMD (mm) DSC MMD (mm) DSC
Animal 1 2.37+0.01 0.97+0.01 2.56+0.16 0.90+0.01
Animal 2 2.384+0.04 0.96+0.01 5.65+3.69 0.82+0.03
Animal 3* 3.03 0.97 3.78 0.79
Animal 4 2.4340.23 0.97+0.00 3.10+£1.05 0.91+0.01
Animal 5 2.284+0.25 0.98+0.00 3.45+1.82 0.91+0.02
Animal 6 2.84+0.33 0.97+0.01 3.06+0.23 0.81+0.06
MEANxSTD 2.56+0.30 0.97+0.01 3.60£1.08 0.86+0.06
(b) Right Ventricle
LCA RCA
MMD (mm) DSC MMD (mm) DSC
Animal 1 4.44+0.36 0.92+0.01 4.23+1.24 0.96+0.00
Animal 2 12.23+0.90 0.86+0.07 5.62+1.82 0.88+0.08
Animal 3* 8.30 0.82 10.08 0.80
Animal 4 11.42+2.72 0.87+0.01 11.42+1.79 0.83+0.05
Animal 5 9.54+2.01 0.87+0.06 4.38+0.91 0.92+0.05
Animal 6 8.14+4.85 0.81+0.11 6.55+3.63 0.94+0.03
MEAN£STD 9.01+2.78 0.86+0.04 7.05£3.02 0.89+0.07
(c) Whole Heart
LCA RCA
MMD (mm) DSC MMD (mm) DSC
Animal 1 2.54+0.25 0.97+0.01 3.04+0.32 0.92+0.01
Animal 2 4.98+2.38 0.95+0.02 5.90+3.69 0.85+0.05
Animal 3* 4.33 0.95 5.36 0.79
Animal 4 4.37+0.50 0.96+0.00 5.92+0.61 0.89+0.02
Animal 5 4.62+1.93 0.97+0.01 3.78+0.78 0.92+0.03
Animal 6 3.75+0.83 0.96+0.01 4.53+1.85 0.88+0.04
MEAN£STD 4.10+0.86 0.96+0.01 4.65%1.67 0.87+0.05

*Animal 3 expired after only one intracoronary contrast injection acquisition
Data expressed as mean + standard deviation.

(DSC = Dice’s similarity coefficient, LCA = left coronary artery, MMD = mean
minimum Euclidean distance, myocardium, RCA =right coronary artery)
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Table 3.5: Absolute and relative coronary perfusion distributions for LADwcp,
LCxmcp and RCAycp in the left ventricle myocardium.

LAD LCx RCA
Massucr(9) Massucr(9) Masswcr(9)

Animal 1 36.46[53.65%)] 17.54[25.81%] 13.96[20.54%]

Animal 2 38.35[51.05%)] 23.79[31.67%)] 12.98[17.28%]

Animal 3 31.91[50.71%] 20.78[33.03%)] 10.24[16.27%]

Animal 4 28.79[54.52%)] 11.81[22.36%] 12.21[23.12%]

Animal 5 43.94[50.57%)] 26.48[30.47%)] 16.47[18.96%]

Animal 6 32.03[49.40%)] 23.54[36.32%)] 9.26[14.28%)]
MEAN+STD 35.25+5.47[51.65+1.99%)] 20.66+5.29[29.94+5.06%)] 12.52+2.60[18.41+3.16%

Ide et al.®® 49.8% 32.2% 25.9%

Data expressed as mass [percent mass], or mass + standard deviation [percent
mass * standard deviation].

(LAD = left anterior descending coronary artery, LCx = left circumflex coronary

artery, Mycp = mass of Minimum-Cost Path-derived coronary territory, RCA =right
coronary artery)
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Figures:

(a) Vessel-Specific Distance Maps (b) Minimum-Cost Path Coronary Perfusion Territories
P 3 ‘ . - Anterior 3-D View  Posterior 3-D View Bull’s Eye Plot 2-D View
Anterior 3-D View Posterior 3-D View Bull’s Eye Plot 2-D View - -
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Figure 3.1: Minimum-Cost Path assignment method summary. (a) Distance maps
through a whole heart myocardial mask were generated for the LAD, LCx and
RCA, using the Fast-Marching algorithm and respective vessel centerline as seed
points (red). (b) These distance maps were used to determine the minimum-cost
path of each myocardial voxel to each coronary artery, yielding three discrete
vessel perfusion territories for each coronary artery in the whole heart. (c)
Assessment of mass distribution of LADycp, LCXucp and RCAwcp is also provided,
on a per-axial slice basis in the whole heart. This method was applied using only
the left ventricle and right ventricle masks, independently, in the same manner, to
yield left ventricle and right ventricle MCP territories.

(2-D = Two Dimensional, 3-D = Three-Dimensional, LAD = left anterior descending
coronary artery, LADycp = Minimum-Cost Path assigned LAD myocardial
perfusion territory, LCx = left circumflex coronary artery, LCxycp = Minimum-Cost
Path assigned LCx myocardial perfusion territory, RCA = right coronary artery,
RCAmcp = Minimum-Cost Path assigned RCA myocardial perfusion territory)
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Figure 3.2: Image Processing Methods. (a) First, an intracoronary contrast
injection CT acquisition was registered to the peak enhancement volume from the
intravenous contrast injection CT acquisition from the same animal. (b) MCP
assignment was then performed on the segmented whole heart to yield LCAucp
and RCAwcp, While automated region growing segmentation was performed on
the intracoronary contrast injection MIP, using the same whole heart
segmentation. Panels outlined in blue depict steps performed on intravenous
contrast injection data, while panels outlined in orange depict steps performed on
intracoronary contrast injection data. The images shown were acquired from the
same animal. While processing in the whole heart is depicted, the same steps
were followed, using left and right ventricle masks to derive MCP perfusion
territories.

(LCA = left coronary artery, LCAucp = minimum-cost path assigned LCA
myocardial perfusion territory, LCAgrs = reference standard LCA myocardial
perfusion territory, MCP = minimum-cost path assignment, MIP = maximum
intensity projection image, RCA = right coronary artery, RCAycp =minimum-cost
path assigned RCA myocardial perfusion territory, RCAgs = reference standard
RCA myocardial perfusion territory)
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(a) Left Ventricle
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Figure 3.3: Linear regression and Bland-Altman analysis of mass

correspondence of Mycp and Mgs for LCA and RCA territories, in the (a) left
ventricle, (b) right ventricle, and (c) whole heart myocardium. Linear regression
analysis displayed above was computed using both LCA and RCA
correspondence together.

(CCC =concordance correlation coefficient; LCA = left coronary artery; MasSycp =
mass of minimum-cost path-derived coronary territory; Massgs = mass of
reference standard coronary territory; RCA = right coronary artery; RMSE = root-
mean-square error)
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(a) Qualitative Comparison of MCP and RS Territories
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(b) Slice-by-Slice Comparison of MCP and RS Territories
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Figure 3.4: Whole heart slice-by-slice analysis of mass correspondence of MCP
and reference standard myocardial perfusion territories from a single animal.
Slice-by-slice comparison was performed using the Animal 1 dataset. (a) LCAvcp
and RCAycp (blue panels), and LCArs and RCARgs (orange panels) volumes are
shown. Anterior and posterior 3-D volumetric views of MCP and reference
standard territories are shown. Right and left ventricle 2-D bull’s eye plot
projections of MCP and reference standard territories are also shown. The right
ventricle 2-D bull’s eye plot projection is shown superimposed with the RCA
vessel centerline. The left ventricle 2-D bull’s eye plot projection is shown
superimposed with the LAD, LCx and RCA vessel centerlines. Quantitative, slice-
by-slice analysis is performed by comparing the MasSucp Lca and Massgs (ca, as
well as MaSSMCP_RCA and MaSSRs_RCA.

(2-D = Two Dimensional, 3-D = Three Dimensional, MCP = minimum-cost path
assignment, LCA = left coronary artery, MasSucp Lca = Minimum-cost path
assigned LCA myocardial perfusion territory, Massgs L ca = reference standard
LCA myocardial perfusion territory, RCA = right coronary artery, MasSmcp rca =
minimum-cost path assigned RCA myocardial perfusion territory, Massgrs rca =
reference standard RCA myocardial perfusion territory, RS = reference standard)
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Oblique 3-D View
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Figure 3.5: Evaluation of myocardium at-risk distal of a stenosis in the LAD,
using MCP. An increasingly proximal stenosis was simulated in the LAD. MCP
was then used to determine the myocardial mass at-risk distal of the stenosis, in
each case. Mass of myocardium at-risk distal of each stenosis is reported as
MASS (MASS PERCENT OF TOTAL LEFT VENTRICULAR MYOCARDIUM).

(3-D = Three-Dimensional, LAD = left anterior descending coronary artery, LADycp
= minimum-cost path assigned LAD myocardial perfusion territory, LCx = left
circumflex coronary artery, LCXuycp = minimum-cost path assigned LCx
myocardial perfusion territory, MMARycp = minimum-cost path assigned
myocardial mass at-risk; RCA = right coronary artery, RCAycp = minimum-cost
Path assigned RCA myocardial perfusion territory)
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CHAPTER 4: ACCURACY OF RELATIVE PERFUSION MEASUREMENT
AS COMPARED TO INVASIVE FRACTIONAL FLOW RESERVE

MEASURMENT IN SWINE

Abstract

Computed tomography (CT) angiography is an important tool for evaluation of coronary
artery disease (CAD), but often correlates poorly with myocardial ischemia. Current
dynamic CT perfusion techniques can assess ischemia but have limited accuracy and
deliver high radiation dose. Therefore, an accurate, low-dose, dynamic CT perfusion
technique is needed. A total of 20 contrast enhanced CT volume scans were acquired in
5 swine (40 + 10 kg) to generate CT angiography and perfusion images. Varying
degrees of stenosis were induced using a balloon catheter in the proximal left anterior
descending (LAD) coronary artery and a pressure wire was used for reference fractional
flow reserve (FFR) measurement. Perfusion measurements were made with only two
volume scans using a new first-pass analysis (FPA) techniqgue and with 20 volume
scans using an existing maximum slope model (MSM) technique. Perfusion (P) and
FFR measurements were related by Pgpa = 1.01 FFR - 0.03 (R? = 0.85) and Pysum = 1.03
FFR - 0.03 (R? = 0.80) for FPA and MSM techniques, respectively. Additionally, the
effective radiation doses were calculated to be 2.64 and 26.4 mSv for FPA and MSM
techniques, respectively. A new FPA-based dynamic CT perfusion technique was
validated in a swine animal model. The results indicate that the FPA technique can
potentially be used for improved anatomical and functional assessment of CAD at a

relatively low radiation dose.
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Introduction

Coronary artery disease (CAD) is the leading cause of morbidity and mortality
worldwide, with extensive CAD and its resultant ventricular dysfunction strongly
predictive of future cardiac events. Fortunately, morbidity and mortality are significantly
reduced when patients are risk stratified using computed tomography (CT)
angiography® # and treated appropriately with medical therapy or revascularization® *
However, CT angiography is fundamentally limited in that lesion severity is based solely
on lesion morphology; hence, vessel collateralization, coronary calcification, and image

3, 4, 10

artifacts confound diagnostic results Furthermore, subjective visual grading of

6, 7, 100

lesions results in high intra- and interobserver variability , with poor correlation

between lesion severity and myocardial ischemia, especially for intermediate stenoses

10

(30-70% luminal narrowing)® * Hence, CT angiography alone cannot fully

characterize coronary lesions®

, and functional assessment techniques, in concert
with CT angiography, are needed for more objective indication of coronary lesion
significance® " 190 192104 “ A5 an initial solution, many dynamic CT perfusion techniques,
such as the maximum slope model (MSM), have been developed and implemented
using 64-slice CT technology, with recent reports confirming the value of dynamic CT
perfusion in the functional assessment of CAD®" 3% 3° |n general, these techniques
monitor myocardial uptake of contrast material, i.e., changes in myocardial
enhancement, within a tissue slab of interest over time to derive relevant perfusion data.
Unfortunately, despite positive correlation with single-photon emission computed
05

tomography (SPECT)** and invasive fractional flow reserve (FFR)*: % such

techniques are inaccurate and underestimate absolute perfusion®®. Specifically, most
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dynamic CT perfusion techniques operate under the assumption that contrast material
does not exit the myocardial tissue volume-of-interest (VOI) over the measurement
time. However, due to the limited cranio-caudal coverage of 64-slice CT technology,
such techniques utilize small tissue VOIs to derive perfusion. Thus, when considering
the myocardial transit time of 3-5 seconds from coronary artery to coronary sinus at
maximal hyperemia®, significant contrast material loss from those small VOIs is
unavoidable, resulting in underestimation of perfusion. Furthermore, due to the poor
signal-to-noise ratio (SNR) associated with small volume measurement, such
techniques require image acquisition over many cardiac cycles to generate reliable
perfusion metrics, leading to cumulative radiation doses of up to 10-15 mSv per exam®”
4042 "While some radiation dose reduction is possible through tube voltage (kVp) and

43, 66’ the

photon fluency (mAs) optimization, as well as through iterative reconstruction
fundamental limitations of measurement inaccuracy and large radiation dose have

hampered dynamic CT perfusion's widespread clinical utility.

To overcome such obstacles, this study validated a new CT-based approach to
anatomical and functional assessment of CAD. Specifically, simultaneous acquisition of
CT angiography and dynamic CT perfusion data with a whole-heart CT scanner,
combined with a novel first-pass analysis (FPA) technique, enables reliable assessment
of CAD, with invasive fractional flow reserve (FFR) as the reference standard. Further,
by using a two volume scan acquisition protocol, both the radiation and contrast dose
per exam can be reduced, making comprehensive CT-based evaluation of CAD more

accessible and impactful to patients in need.

68



Materials and Methods

First-Pass Analysis Model
Our low-dose dynamic CT perfusion technique is based on a first-pass analysis (FPA)

model and conservation of contrast material mass®® *°

. Specifically, any coronary
perfusion territory distal to a stenosis may be modeled as a single compartment with a
unique entrance and exit vessel, as described in Figure 4.1. By definition, the
compartmental perfusion (Pgpa) iS proportional to the mass of contrast material that
accumulates in the compartment per unit time (dMc/dt), divided by the incoming contrast
concentration (Cj,) and compartment tissue mass (Mr), prior to significant contrast exit.
Using cardiac CT data, dMc/dt may be derived from the change in integrated Hounsfield

Units (HU) within the compartment, while Cj, may be estimated from the arterial input

function (AIF)*.

1 1 dM,
Pppy = (MTlcinl dt )ave (1)

As previously reported*, only two volume scans, denoted as V1 and V2 in Figure 4.2,
are necessary for perfusion measurement with our FPA technique. V1 is used for
dynamic CT perfusion measurement and is the first volume scan after the AIF exceeds
180 HU, while V2 is used for both dynamic CT perfusion measurement and CT
angiography and is the first volume scan after the AIF reaches its peak. In general, such
volume scans always occur less than five seconds apart and ensure that the maximum
rate of contrast material mass accumulation (dMc/dt) in any perfusion compartment of

interest is always captured for dynamic CT perfusion measurement prior to significant
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contrast exit, while maximal coronary opacification is always achieved for CT

angiography.

Maximum Slope Model

The maximum slope model (MSM) is a dynamic CT perfusion technique that defines
perfusion (Pusw) as the maximum upslope of the tissue time attenuation curve (TAC),
divided by the maximum of the AIF and tissue density (p). In general, the MSM
generates tissue TACs using small volumes-of-interest (VOI), on the order of 1.5 cm?x
0.5 cm each, that are placed in a coronary perfusion territory of interest distal to a
stenosis and assumes no contrast exit from those VOIs over the measurement time.
Unfortunately, given the low SNR of the resulting tissue TACs, the maximum upslope is

difficult to determine, therefore, the average upslope is more often used®” 8, as seen in

Equation 2.
p _ ave(%(TAC)) 1 (2)
MsM — max(AIF) p

Animal Preparation

The study was approved by the animal care committee and institutional review board for
the care of animal subjects and was performed in agreement with the position of the
American Heart Association on research animal use. Specifically, an animal model was
created that allowed several levels of single vessel disease to be induced in the
proximal left anterior descending (LAD) coronary artery. Sex-based differences in

disease were not present; hence, five male Yorkshire swine (weight: 40 £ 10 kg) were
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sufficient for validation of the FPA technique. Anesthesia was induced with Telazol
(4.4mgl/kg), Ketamine (2.2 mg/kg), and Xylazine (2.2 mg/kg). After induction, each
animal was intubated (Covedien, Mansfield, MA) and ventilated (Highland Medical
Equipment, Temecula, CA) with an oxygen-air-mixture containing 1.5 -2.5% Isoflurane
anesthetic (Baxter, Deerfield, IL). ECG, O, saturation, temperature, and end-tidal CO,
were monitored and a warming blanket (HTP-1500, Adroit Medical Systems, Loudon,

TN) was used to prevent hypothermia.

The right carotid artery, right femoral artery, and both femoral veins were cannulated
under ultrasonic guidance (Vivid E9, GE Healthcare). 6 and 7F sheaths (Terumo
Interventional Systems, Somerset, NJ) were placed in the arteries and veins
respectively. Blood pressure was monitored from the carotid sheath, the left femoral
vein was used for contrast injection, and the right femoral vein was used for drug and
fluid administration. Prior to cardiac catheterization, heparin was administered (10,000
unit bolus followed by 1,000 units/hour). A 6F Judkins right guiding catheter (Cordis
Corporation, Miami, FL) was used to engage the left main coronary artery and a 0.014”
intracoronary pressure wire (PrimeWire PRESTIGE® Pressure Guide Wire, Volcano
Corp, Rancho Cordova, CA) was placed into the distal LAD. A balance middleweight
(BMW) 0.014” coronary guide wire (Abbott Vascular, Abbott Park, IL) was also placed in
the distal LAD and a balloon catheter was passed over the BMW wire into the proximal

LAD.
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Prior to stenosis induction, intracoronary adenosine was infused at a rate of 240 pg/min
(Harvard Apparatus, Model 55-2222) to produce maximal hyperemia in the LAD.
Intracoronary adenosine was used rather than intravenous adenosine to prevent reflex-
tachycardia-dependent motion artifact, as swine under anesthesia experience profound
hypotension from intravenous adenosine. Once hyperemia was achieved in the LAD,
the balloon was inflated to induce several different levels of stenosis. Stenosis severity
was assessed via fractional flow reserve (FFR) measurement (ComboMap, Volcano
Corp., Rancho Cordova, CA). Specifically, FFR is defined as the ratio of pressure distal
to a stenosis (Pgy) to the pressure proximal to a stenosis (P,) at maximal hyperemia and
has a normal value of 1.0. FFR is particularly useful in characterizing the functional
significance of intermediate severity stenoses'® '°”: hence, it was used as the
reference standard for validation of the FPA technique. The entire interventional setup is
illustrated in Figure 4.3. Finally, after all equipment was in place, each animal was
positioned in the CT gantry and imaged. At each stenosis level, reference standard FFR

was recorded continuously (MP150, Biopac Systems, Inc., Goleta, CA). Overall, FFRs

from 0.4 to 1.0 were evaluated.

CT Imaging Protocol

At each stenosis level, contrast-enhanced (Isovue 370, Bracco Diagnostics, Princeton,
NJ) whole-heart imaging was performed with a 320-slice CT scanner (Aquilion One,
Toshiba American Medical Systems, Tustin, CA) using 320 x 0.5 mm collimation at 100
kVp and 200 mA. All contrast injections (Empower CTA, Acist Medical Systems, Eden

Prairie, MN) were made peripherally (50 mL at 5 mL/s) and were followed by a saline
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chaser (25 mL at 5 mL/s). Twenty consecutive volume scans were acquired for MSM
implementation. However, only two volume scans less than five seconds apart, denoted
as V1 and V2 in Figure 4.2, were used for FPA perfusion measurement. For all
acquisitions, diastolic-phase images were reconstructed at 75% of the R-R interval
using an FCO3 kernel with standard beam hardening corrections and a voxel size of
0.43 x 0.43 x 0.5 mm. Full projection data was used to avoid partial scan artifacts, but
limited temporal resolution to 0.35 seconds’®. The dose-length product was also
recorded and was converted into effective radiation dose using an adult chest
conversion factor of 0.015. However, given that the kV, mA, and volume scan number
were all fixed, the effective radiation dose per volume scan was the same for all

acquisitions across all animals, independent of animal size.

Image Processing

FPA perfusion was derived in the distal LAD using a novel image processing scheme,
as summarized in Figure 4.4. First, the volume scans of interest were registered® and
combined into a single maximum intensity projection (MIP) volume. Semi-automatic
segmentation of the MIP was performed, yielding a binary myocardial mask. The
coronary vessel centerlines of the LAD, left circumflex coronary artery (LCx), and right
coronary artery (RCA) were then extracted with a Vitrea workstation (Vitrea fX ver6.0,
Minnetonka, MN, USA). From the myocardial mask and coronary centerlines, vessel-
specific myocardial assignment was performed using a minimum-cost-path approach*”
>3 yielding three separate perfusion territories, one for each major coronary vessel, with

the LAD territory further partitioned to isolate the diseased distal tissue compartment.
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Using the compartment mass, the average of the AlF, and the integrated change in
myocardial HU between V1 and V2, FPA perfusion was derived for each acquisition.
Finally, MSM perfusion was derived in the distal LAD using a single VOI, measuring 1.5
cm? x 0.5 cm, placed within the anterior wall of the left ventricle distal to the stenosis.
Given the average rate of dynamic enhancement within that VOI, the maximum of the

AIF, and the myocardial density, MSM perfusion was derived for each acquisition.

Relative Perfusion

The FPA technique can accurately measure absolute perfusion®. However, for the
purposes of this study, absolute perfusion measurement could not be validated against
FFR as FFR is a relative metric. Thus, respective absolute perfusion measurements
(Pepa and Pusy) were normalized into relative perfusion measurements, where relative
perfusion was defined as the ratio of perfusion in the presence of a stenosis to perfusion
in the absence of a stenosis, at maximal hyperemia. Such a ratio corrected for the semi-
guantitative nature of the MSM technique, enabling one-to-one comparison between
FPA and MSM perfusion measurements. Additionally, the ratio enabled validation of
two-volume FPA perfusion measurement against reference standard FFR

measurement.

Statistical Approach
As a wide range of stenotic disease was evaluated in each animal, with no repeat
measurements made per stenosis level, all measurements were assumed to be

independent. Relative FPA and MSM perfusion measurements were compared to
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reference standard FFR measurements using linear regression and Bland-Altman
analysis. The coefficient of determination (R?), root-mean-square error (RMSE), root-
mean-square deviation (RMSD), and concordance correlation coefficient (CCC)* were
also computed. Based on a recent study, a correlation of at least r = 0.76 was expected
between relative perfusion and reference standard FFR measurement'®. However, as

indicated by our previous work*

, the FPA technique improves perfusion measurement
correlation. Therefore, given a significance level of 0.05 and a power of 0.80, a sample
size of 15 independent measurements was projected to adequately power the study.
Finally, the area under the curve (AUC) of the receiver operator characteristic (ROC)
was computed, with reference standard FFR measurement less than or equal to 0.8
classified as functionally significant, in order to determine the diagnostic sensitivity and

specificity of relative FPA and MSM perfusion measurement in detection of functionally

significant stenoses.

Results

The average heart rate and mean arterial pressure (MAP) during imaging were 84 beats
per minute and 77 mmHg, respectively, as shown in Table 4.1. The average radiation
dose of FPA perfusion measurement was 2.64 mSv; much lower than the 26.4 mSv
dose of MSM perfusion measurement. Additionally, as indicated by Table 4.2, the result
of absolute FPA perfusion measurement at baseline and maximal hyperemia agreed
well with corresponding quantitative [*°O] H,O PET perfusion measurement reported by
the literature'®, while MSM perfusion measurement systematically underestimated flow.

As shown in Figure 4.5, the result of relative FPA perfusion measurement was in good
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agreement with reference standard FFR measurement (Pgpa = 1.01 FFR — 0.03 (95% CI
= [0.87 1.14]), R? = 0.85 (95% CI = [0.74 0.92]) , P < 0.001). The RMSE was 0.07, and
Bland-Altman analysis demonstrated negligible systematic measurement bias. The
RMSD was 0.07, and the majority of the data fell within the limits of agreement.
Additionally, the CCC was found to be p = 0.91 (95% CIl = [0.84 0.95]), indicating
excellent agreement between relative FPA perfusion measurement and reference
standard FFR measurement. As shown in Figure 4.6, the result of relative MSM
perfusion measurement was in good agreement with reference standard FFR
measurement (Pusm = 1.03 FFR — 0.03 (95% CI = [0.87 1.18]), R* = 0.80 (95% CI =
[0.67 0.89]), P < 0.001). The RMSE was 0.08, and Bland-Altman analysis demonstrated
negligible systematic measurement bias. The RMSD was 0.08, and the majority of the
data fell within the limits of agreement. Additionally, the CCC was found to be p = 0.89
(95% CI = [0.81 0.94]), indicating good agreement between relative MSM perfusion

measurement and reference standard FFR measurement.

Detection of functionally significant stenoses, classified as having FFRs less than or
equal to 0.80, was also evaluated. For relative FPA perfusion measurement, the
diagnostic sensitivity, specificity, positive predictive value, and negative predictive value
was 93% (95% CI = [78% - 99%)]), 79% (95% CI = [49% - 95%)]), 90% (95% CI = [74% -
98%]), and 85% (95% CI = [55% - 98%)]), respectively, while the diagnostic accuracy
was 94% (95% CI = [88% - 100%)]), as indicated by the AUC of the ROC in Figure 4.7a.
For relative MSM perfusion measurement, the diagnostic sensitivity, specificity, positive

predictive value, and negative predictive value was 87% (95% CI = [69% - 96%]), 79%
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(95% CI = [49% - 95%]), 90% (95% CI = [73% - 98%]), and 73% (95% CI = [45% -
92%), respectively, while the diagnostic accuracy was 91% (95% CI = [82% - 99%)]), as

indicated by the AUC of the ROC in Figure 4.7Db.

Discussion
We have developed a technique to improve anatomical and functional assessment of
CAD using whole-heart CT scanner technology and a novel FPA approach. As

previously described*® **

, our technique assumes that contrast material does not exit
the myocardial tissue VOI over the measurement time. However, by dramatically
increasing the size of that VOI to encompass the entire coronary perfusion territory
distal to a stenosis, while also reducing the time necessary to measure perfusion, the
problem of contrast material loss from the VOI over the measurement time is eliminated,
i.e., the problem of perfusion underestimation® is solved. Isolation of entire coronary
perfusion territories and reduced measurement time is made possible by whole-heart
CT scanner technology** which allows the entire heart to be imaged in a single cardiac
cycle. Furthermore, such technology enables simultaneous acquisition of CT
angiography and dynamic CT perfusion data using a single contrast injection, ultimately
reducing radiation and contrast dose to patients per CAD exam. Moreover, the
improvements in measurement SNR afforded by whole-heart CT scanner technology
and the FPA technique minimizes the number of volume scans necessary for perfusion
measurement, reducing the radiation dose to 2.64 mSv; much lower than the 10-15

mSv dose of current dynamic CT perfusion techniques®” “°*2. Thus, the proposed FPA

technique is novel in its approach to CAD diagnosis and evaluation. By isolating patient-
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specific coronary anatomy from CT angiography, low-dose, vessel-specific dynamic CT

perfusion measurement in the LAD, LCx and RCA perfusion territories is feasible.

Given the results of the study, the FPA technique performed as well as the MSM
technique in characterization of functionally significant lesions, as indicated by the ROC
curve analysis, with additional gains in sensitivity and negative predictive value. While
both techniques agreed well with reference standard FFR measurement, the FPA
technique demonstrated better concordance correlation and tighter limits of agreement,
as compared to the MSM technique. Such findings suggest that large reductions in
radiation dose are possible, without sacrificing measurement reliability, by using the

FPA technigue for noninvasive assessment of CAD.

Despite the apparent advantages of the FPA technique, limitations do exist. Specifically,
for the purposes of this study, absolute perfusion measurements were normalized into
relative perfusion measurements for one-to-one comparison to reference standard FFR,
with relative perfusion defined as the ratio of perfusion in the presence of a stenosis to
perfusion in the absence of a stenosis, at maximal hyperemia. However, since
intracoronary adenosine was used, hyperemic perfusion measurements in the presence
and absence of stenoses were derived solely from the distal LAD. This differs from
clinical practice in that such a ratio is normally computed using perfusion measurements
from diseased and healthy remote perfusion territories. In either case, relative perfusion
is still a valuable metric for assessing the functional severity of single vessel disease.

However, it cannot accurately assess multi-vessel or balanced three-vessel disease.
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Only absolute perfusion (mL/min/g) measurement can overcome such deficiencies®,
enabling evaluation of single vessel, multi-vessel, balanced three-vessel, and even
microvascular disease. Fortunately, the FPA technique can also measure absolute
perfusion, as previously reported® and demonstrated by general comparison to
quantitative [*°0] H,O PET from the literature'®®. Specifically, absolute FPA perfusion
measurement at baseline was found to be slightly higher than corresponding
guantitative PET perfusion measurement. However, such increases in baseline flow are
expected and can be attributed to contrast-induced vasodilation'®. Absolute FPA
perfusion measurement at maximal hyperemia was also found to be higher than
corresponding quantitative PET perfusion measurement. Such increases in hyperemic
flow are also expected, however, as the use of intracoronary adenosine enabled full
coronary vasodilation while maintaining a high mean systemic driving pressure; a
difficult condition to achieve when using intravenous stress agents due to peripheral

vasodilation and systemic pressure drop.

Nevertheless, this study only validated FPA-based assessment of proximal vessel
disease as compared to FFR and did not compute branch-specific measurements.
While evaluation of such major arterial distributions was sufficient for comparison to
FFR, in clinical practice, decision making relies on stress flow mapping of the entire
heart. Fortunately, our minimum-cost-path myocardial assignment algorithm enables
sub-segmental and branch-specific coronary territory assignment, possibly allowing for
more focal FPA perfusion measurement, although further validation is necessary.

Furthermore, simultaneous acquisition of whole-heart CT angiography and dynamic CT
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perfusion data is not possible with 64-slice CT scanners due to limited cranio-caudal
coverage that necessitates helical scanning or step-and-shoot acquisition modes for
whole-heart imaging. Hence, widespread utilization of the FPA technique depends
largely on the availability of whole-heart imaging systems. Fortunately, such systems
are becoming more prevalent. Additionally, 128- and 256-slice CT scanners with eight
centimeters of cranio-caudal coverage are also becoming more prevalent, with a recent

report™°

indicating that it is possible to image the entire heart within eight centimeters of
cranio-caudal coverage if systolic-phase data is acquired during an end-expiratory
breath hold. Hence, the reach of our FPA technique may also be extended to clinical
centers with 128- and 256-slice CT scanner technology, although further validation is

necessary.

The diagnostic performance of the FPA technique is also directly impacted by several
error contributors: physiology, physics, protocol, and processing. Regarding physiology,
when imaging at heart rates above 65 beats per minute, blurring of coronary
vasculature on CT angiography and spatial misalignment of myocardial voxels between
temporally separate dynamic CT perfusion images is bound to occur. Fortunately, the
FPA technique derives perfusion from the integrated change in HU within large tissue
compartments of interest over the measurement time, thus the relative error contributed
by motion artifact is small, as such artifacts generally only affect the voxels along a
compartment's periphery. As a result, the FPA technique is much less affected by heart-
rate-dependent motion artifact, as compared to current dynamic CT perfusion

techniques, which rely on small volume imaging. Nevertheless, to minimize the effects
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of high heart rate on FPA and MSM computation, intracoronary adenosine was used
rather than intravenous adenosine, preventing hypotension and its associated reflex
tachycardia, but was invasive and limited the study to the LAD alone. If intravenous
adenosine were to be used instead, as is the clinical standard, concurrent beta
blockade could help to reduce heart rate, while enabling functional evaluation of all
three major coronary perfusion territories. Moreover, deformable image registration can
be used for additional improvements in voxel alignment. Specifically, a 3D image-based
motion correction algorithm® was already integrated into the FPA technique. Finally,
with respect to physics, highly attenuating contrast material, as well as metal from the
balloon catheter and pressure wire, can generate significant beam hardening artifacts.
While manufacturer-specific beam hardening correction algorithms were already used,

additional image-based correction algorithms®® could be implemented.

Regarding the imaging protocol, 20 volume scans were used for MSM computation, at a
total radiation dose of 26.4 mSv. However, only two volume scans less than five
seconds apart were used for FPA computation, at a total radiation dose of 2.64 mSy,
indicating the potential for substantial dose reduction in dynamic CT perfusion. That
being said, validation of a true, prospective, two-volume FPA acquisition scheme is still
necessary. Fortunately, such a scheme is realizable, with only minor increases in dose,
through the use dynamic bolus tracking. Hence, a three- to four-fold reduction in
radiation dose is achievable with the FPA technique, as compared to the 10-15 mSv

37, 40-42

dose of current dynamic CT perfusion techniques , with additional reduction

possible through mA optimization and iterative reconstruction*® . Finally, with respect
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to image processing, vessel-specific FPA perfusion measurement depends on accurate

minimum-cost-path myocardial assignment*”

While our assignment algorithm
enables the perfusion compartment distal to any coronary stenosis to be isolated,
regardless of stenosis location, the accuracy of assignment depends on the spatial
resolution of the CT angiogram, i.e., the more extensive the angiogram, the better the
result of assignment. While preliminary data suggest that our angiogram quality and

assignment algorithm are sufficient, additional validation to determine the minimum

vessel sparseness necessary for accurate assignment is still needed.

Conclusions

The results of this work indicate the potential for low-dose, vessel-specific, anatomical
and functional assessment of CAD using the FPA technique, as compared to the MSM
technique, with invasive FFR as the reference standard. By validating a combined
approach to anatomical and functional assessment of CAD, the FPA technique could
improve CAD diagnosis and treatment. Furthermore, by reducing the number of volume
scans necessary for reliable perfusion measurement, the FPA technique could
substantially reduce both radiation and contrast dose per CAD imaging exam, making

CT-based assessment of CAD more accessible and impactful to patients in need.
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Tables

Table 4.1: Animal parameters

Parameter Mean £ SD
Weight (kg) 40 £ 10
HR (beats/min) 84+104

MAP (mmHg) 77+9.4
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Table 4.2: Comparison of dynamic CT perfusion to quantiative [*°O] H,O PET

Modality = Baseline Perfusion (mL/min/qg) Hyperemic Perfusion (mL/min/g)
PET 1.00 £ 0.25 3.26+1.04
FPA 1.18 £ 0.58 544 +1.44
MSM 0.54 +£0.12 1.82+0.43
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Figures
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Figure 4.1: Coronary perfusion compartment model used for FPA perfusion
measurement, indicating the aortic (Ao) input (Cin), coronary artery of interest
(CA), distal perfusion territory of interest (Cpt), and coronary sinus (CS). The
compartment tissue mass is defined as My in Equation 1.
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Figure 4.2: Two volume scans, denoted as V1 and V2, are used for FPA perfusion
measurement. The integrated change in myocardial HU is derived from the tissue
time attenuation curve (TAC), while the average input concentration is estimated
from the arterial input function (AIF). The volume scan at maximal enhancement
(V2) is also used for CT angiography.
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Figure 4.3: CT projection (a) and angiographic (b) images of the interventional
setup, with the Judkins right (JR) catheter (blue), pressure wire (yellow), and
balloon catheter (red) displayed.
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Figure 4.4: Image processing scheme for the FPA technique. The myocardium is
segmented and coronary centerlines are extracted (a, b). Myocardial assignment
is performed, with the LAD territory further partitioned to isolate the diseased
distal tissue (c, d: cyan = total LAD territory, green = total LCX territory, yellow =
total RCA territory).
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Figure 4.5: Regression analysis comparing the result of relative FPA perfusion
measurement to reference standard FFR measurement (a). Bland-Altman analysis
was also performed (b).
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Figure 4.6: Regression analysis comparing the result of relative MSM perfusion
measurement to reference standard FFR measurement (a). Bland-Altman analysis
was also performed (b).
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Figure 4.7: Diagnostic performance of relative FPA and relative MSM perfusion
measurement as compared to reference standard FFR measurement (a, b).
Functionally significant stenoses were classified as having FFRs less than or
equal to 0.8.
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CHAPTER 5: ACCURACY OF ABSOLUTE PERFUSION
MEASUREMENT AS COMPARED TO QUANTITATIVE MICROSPHERE

PERFUSION MEASUREMENT IN SWINE

Abstract

The purpose of this study was to retrospectively validate a first-pass analysis (FPA)
technique that combines CT angiography and dynamic CT perfusion measurement for
accurate, low-dose, vessel-specific morphological and physiological assessment of
coronary artery disease (CAD). The study was approved by the Animal Care
Committee. The FPA technique was retrospectively validated in six swine (37.3 £ 7.5
kg) between 04/2015 and 10/2016. Four to five intermediate severity stenoses were
generated in the left anterior descending (LAD) coronary artery of each swine and
twenty contrast-enhanced volume scans were prospectively acquired per stenosis. All
volume scans were retrospectively reconstructed and used for maximum slope model
(MSM) perfusion measurement, but only two first-pass volume scans were used for FPA
perfusion measurement. FPA and MSM perfusion measurements in the LAD, left
circumflex (LXc), right coronary artery (RCA), and in all three coronary arteries
combined were compared to reference standard microsphere perfusion measurements
using regression. The CTDIZZ, and size-specific dose estimate (SSDE) per two-volume
FPA perfusion measurement were also determined. FPA and MSM perfusion
measurements in all three coronary arteries combined were related to reference

standard microsphere perfusion measurements by Pepa comeinep = 1.02 Puicro comsineD

+ 0.11 (r = 096) and PMSM_COMBINED = 0.28 PMICRO_COMBINED + 0.23 (r = 089) The
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CTDIZ% and SSDE per two-volume FPA perfusion measurement were estimated to be
10.8 mGy and 17.8 mGy, respectively. The FPA technique was retrospectively validated
in a swine model and has the potential to be used for accurate, low-dose, vessel-

specific morphological and physiological assessment of CAD.

Introduction

Coronary artery disease (CAD) is a major global health concern. Fortunately, when
CAD is accurately assessed with coronary angiography or CT angiography, long-term

dlll.

outcomes are improve Unfortunately, morphological assessment of CAD often

correlates poorly with the physiological significance of intermediate severity disease

(30-70% luminal narrowing)**?

. Hence, guidelines recommend further physiological
assessment of CAD with fractional flow reserve (FFR)*’, cardiac magnetic resonance
(CMR)*®, single-photon emission computed tomography (SPECT)*, or static positron
emission tomography (PET)*. Nevertheless, up to a 40% discordance exists between
FFR and perfusion®?, while CMR, SPECT, and static PET only estimate relative
perfusion, i.e., they cannot accurately assess multi-vessel, diffuse, and microvascular
disease®® %'. Only quantitative perfusion measurement (mL/min/g) can overcome such

deficiencies, where hyperemic perfusion less than 1.0 mL/min/g indicates significant

disease®®,

Fortunately, quantitative perfusion measurement is possible with both dynamic PET?

-|-31, 32

and dynamic C , with the latter being more clinically convenient and cost-

effective®®.  Nevertheless, despite  correlation with  microsphere  perfusion
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measurement® ** dynamic CT perfusion techniques, such as the maximum slope
model (MSM), underestimate perfusion® > 11°gpecifically, given the limited cranio-
caudal coverage of most CT scanners, such techniques rely on small tissue volumes-of-
interest (VOI) to derive perfusion. Coupled with the rapid 3-5 second hyperemic transit
of contrast material from coronary artery to coronary sinus®, such small VOIs are
subject to contrast material exit over the measurement duration, resulting in perfusion
underestimation®® **> 11 Small VOI measurements also suffer from poor signal-to-noise
ratio (SNR); hence, dynamic CT perfusion techniques acquire data over many cardiac
cycles to improve measurement reliability, leading to estimated effective radiation doses
of up to 10 — 15 mSv®" *2. Furthermore, dynamic CT perfusion techniques cannot
simultaneously acquire angiographic data; thus, additional contrast and radiation dose
are necessary for separate CT angiography. Thus, the purpose of this study was to
retrospectively validate a first-pass analysis (FPA) technique that combines CT
angiography and dynamic CT perfusion measurement for accurate, low-dose, vessel-

specific morphological and physiological assessment of CAD.

Materials and Methods

General Methods

The study was approved by the Animal Care Committee. The FPA technique was
retrospectively validated in six male Yorkshire swine (37.3 £ 7.5 kg) using microsphere
perfusion measurement as the reference standard®® 4 with the MSM technique
implemented for additional comparison. Data was prospectively acquired between

04/2015 and 06/2015 and was retrospectively analyzed between 06/2015 and 10/2016.
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All authors conducted the data acquisition and had control of the data. Five authors (LH,
JL, BZ, SM, BD) conducted the data analysis and generated the information for

publication.

First-Pass Analysis Technique

First-pass analysis (FPA) and conservation of mass*’

state that the average perfusion
(Pave) within a tissue compartment is proportional to the first-pass entry of contrast
material mass into that compartment over time (dMc/dt), normalized by the incoming
contrast material concentration (Cij») and compartment tissue mass (Mr), assuming no
contrast material exits over the measurement duration. Thus, the FPA technique models
the entire myocardium as a single compartment, as described by Figure 5.1, and is
computationally convenient as it lumps the vascular, interstitial, and cellular
compartments together; hence, no assumptions about vascular permeability, interstitial
drainage, or cellular composition are needed. From this compartment, dMc/dt is derived
from the integrated change in myocardial Hounsfield Units (HU) over time, while Cj, is

97, 98

approximated from the aortic input function (AIF) , as described by Equation 1.

—1p,-1 nd
Pap = |M7p Cyy, “dt 1)
AVE
Finally, as the average perfusion (Pave) is also proportional to the rate of contrast
material concentration change in the compartment; i.e., the average change in
myocardial Hounsfield Units (AHUavg), over time, the voxel-by-voxel concentration

change (AHU) is used to derive voxel-by-voxel perfusion (Prpa), as described by
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Equation 2.

AHU
Prpa = Pyyg AH—UAVE (2)

Such perfusion measurement is feasible using only two first-pass volume scans, labeled
V1 and V2 in Figure 5.2, simulating a low-dose prospective acquisition protocol. V1 is
the first volume scan after the AIF exceeds 180 HU, while V2 is the first volume scan
after the AIF reaches its peak. V1 and V2 are used for perfusion measurement, while

V2 is also used for CT angiography®” .

Maximum Slope Model Technique

The MSM technique uses small tissue VOIs (~1.0 cm®) to generate myocardial time
attenuation curves (TACs), and assumes no contrast material exits those VOIs over the
measurement duration. Perfusion (Pusw) is defined as the maximum upslope of those
TACs (dTAC/dtyax), divided by the maximum of the AIF (AlFyax) and tissue density (pr).
However, due to poor measurement SNR, the average upslope (dTAC/dtave) is more

commonly used 3" % as described by Equation 3.

dTAC )
AVE

Pysu = prrAIFix ( PTH
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Animal Model

Anesthesia was induced with Telazol (4.4 mg/kg), Ketamine (2.2 mg/kg), and Xylazine
(2.2 mg/kg), and was maintained through ventilation (Highland Medical Equipment,
Temecula, CA) with 1.5-2.5% Isoflurane (Baxter, Deerfield, IL). Catheter sheaths were
placed (AVANTI®, Cordis Corporation, Miami Lakes, FL) in the femoral arteries and
veins, the right jugular vein, and the right carotid artery. Using the femoral artery
sheaths, a pigtail catheter was passed into the left ventricle for microsphere injection
and a multipurpose catheter was passed into the aorta for blood sample withdrawal.
The femoral vein sheaths were used for drug and fluid administration, while the jugular

sheath was used for contrast material injection.

Using the carotid sheath, the left coronary ostium was engaged with a Judkins right
catheter (Cordis Corporation, Miami Lakes, FL) and a pressure wire (PrimeWire
PRESTIGE® Pressure Guide Wire, Volcano Corp, Rancho Cordova, CA) was advanced
into the distal left anterior descending (LAD) coronary artery. A balloon was passed over
the wire into the proximal LAD and was used to generate four to five different
intermediate severity stenoses (30 — 70% luminal narrowing) during maximal
intracoronary hyperemia (240 pg adenosine/min, Harvard Apparatus, Model 55-2222).
Stenosis severity was monitored with fractional flow reserve (FFR) measurement
(ComboMap, Volcano Corp., Rancho Cordova, CA). The interventional setup is shown

in Figure 5.3.
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CT Imaging Protocol

For each stenosis, contrast material (1 mL/kg, Isovue 370, Bracco Diagnostics,
Princeton, NJ) and saline (0.5 mL/kg) were injected (7 mL/s, Empower CTA, Acist
Medical Systems, Eden Prairie, MN) and twenty whole-heart volume scans were
prospectively acquired (Aquilion One, Toshiba America Medical Systems, Tustin, CA) at
100 kVp and 200 mA with 320 x 0.5 mm collimation and 16 cm of cranio-caudal
coverage. All twenty volume scans were retrospectively reconstructed from full
projection data at 75% of the R-R interval and were used for MSM perfusion
measurement, but only two first-pass volume scans were used for FPA perfusion
measurement, simulating a low-dose prospective acquisition protocol. Additionally, the
CTDI3Z per two-volume FPA perfusion measurement was recorded, and a size-specific
dose estimate (SSDE) was also computed to account for the small ~22 cm effective

chest diameter of the swine!*®,

Microsphere Perfusion Measurement

NuFlow Hydro-Coat™ fluorescent microspheres (15.5 pm diameter, IMT Laboratories,
Irvine, CA) were used as the reference standard for perfusion measurement®: ***. For
each stenosis, microspheres were injected into the left ventricle and blood samples
were withdrawn from the aorta at 10 mL/min over two minutes (GenieTouch, Kent
Scientific, Torrington, CT). Each animal was then euthanized, and tissue samples were
excised from the distal LAD, left circumflex (LCx), and right coronary artery (RCA)
perfusion territories. All tissue and blood samples were analyzed independently (IMT

Laboratories, Irvine, CA).
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FPA Image Processing

The two first-pass volume scans were registered, combined into a maximum intensity
projection (MIP) volume, and segmented semi-automatically to produce a myocardial
mask, i.e., a whole-heart perfusion compartment. Given the compartment mass, the
average of the AIF, and the integrated and average change in myocardial HU between
the two volume scans, voxel-by-voxel perfusion measurement was computed. The
centerlines of the LAD, LCx, and RCA were then extracted from the MIP (Vitrea fX
version 6.0, Vital Images, Inc., Minnetonka, MN) and were used, along with the mask,

for minimum-cost-path (MCP) myocardial assignment *’

, yielding three separate
coronary perfusion territories, with the LAD territory further partitioned past the stenosis.
Voxel-by-voxel perfusion measurements were then averaged within each territory and

compared to the microsphere perfusion measurements. The FPA image processing

scheme is summarized in Figure 5.4.

MSM Image Processing

VOIs measuring 1.0 cm® were placed in the anterior wall of the left ventricle, the lateral
wall of the left ventricle, and the inferior septal wall between ventricles. Given the
dynamic enhancement within each VOI, the maximum of the AIF, and the myocardial
tissue density, vessel-specific perfusion measurements were derived and compared to

microsphere perfusion measurements.
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Statistical Approach

To appropriately demonstrate improved agreement of FPA over MSM perfusion
measurement, as compared to microsphere perfusion measurement, power analysis
was performed'®. In a similar study?®, a slope of 0.25 and a correlation of 0.67 was
found between MSM perfusion measurement and microsphere perfusion measurement,
with a microsphere standard deviation of 1.25 mL/min/g. However, the FPA technique
has been shown to improve the slope with comparable correlation as compared to the
MSM technique®” 8. Hence, twenty independent microsphere perfusion measurements
were deemed necessary to reject the null hypothesis of equal slopes, assuming a
conservative FPA slope improvement of at least 0.25 over the MSM slope, a
microsphere standard deviation of 1.25 mL/min/g, a type 1 error probability of 0.05, and
a power of 0.80. The combined variance of microsphere perfusion measurements (LAD,
LCx, and RCA for all stenoses) within each animal was also compared to the combined
variance of microsphere perfusion measurements between each animal using intra-
cluster correlation (ICC)*?°. The ICC was found to be p = 0.12, indicating negligible
correlation between intra-animal measurements; hence, all measurements were
assumed to be independent. For the primary outcome measure, the accuracy and
precision of FPA and MSM perfusion measurement in the LAD, LCx, RCA, and in all
three coronary arteries combined was assessed using regression, root-mean-square-
error (RMSE), and root-mean-square deviation (RMSD). Lin’s concordance correlation
coefficient (CCC)% was also computed as a measure of true agreement with the
reference standard. For the secondary outcome measure, the performance of FPA- and

MSM-based detection of significant stenoses in the LAD was assessed. The sensitivity,
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specificity, positive predictive value, negative predictive value, and area under the curve
(AUC) of the receiver operator characteristic (ROC) were computed, with LAD
microsphere perfusion measurements less than 1.0 mL/min/g at maximal hyperemia
classified as physiologically significant'*. Statistical software was used for all analysis
(PS, Version 3.0, Vanderbilt University, Nashville, TN, and SPSS, Version 22, IBM

Corporation, Armonk, NY).

Results

The average heart rate and mean arterial pressure were 78.6 + 5.3 beats per minute
and 73.4 + 9.9 mmHg, respectively. The CTDI3? and SSDE per two-volume FPA
perfusion measurement were 10.8 mGy and 17.8 mGy, respectively. Based on the
result of MCP assignment, the LAD, LCx, and RCA perfused 43.0 + 3.4%, 38.2 + 2.2%,
and 18.8 *+ 5.3% of the left ventricular mass, respectively, and perfused 39.9 + 8.8%,
0.1 £ 0.3%, and 60.0 £ 8.7% of the right ventricular mass, respectively. Additionally,
combined angiography and perfusion maps were generated by the FPA technique for
baseline, hyperemic, and stenotic perfusion conditions in the LAD and are shown in

Figure 5.5.

FPA perfusion measurement in all three coronary arteries combined was related to
microsphere perfusion measurement by Pepa comeinep = 1.02 Pwmicro comeinen + 0.11,
with a Pearson's correlation of r = 0.96, a CCC of p = 0.95, a RMSE of 0.54 mL/min/g,
and a RMSD of 0.52 mL/min/g, as shown in Figure 5.6a, with the individual LAD, LCX,

and RCA perfusion measurements shown in Table 5.1. MSM perfusion measurement in
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all three coronary arteries combined was related to microsphere perfusion
measurement by Pusm comeinep = 0.28 Pwmicro comsinep + 0.23, with a Pearson's
correlation of r = 0.89, a CCC of p = 0.35, a RMSE of 1.69 mL/min/g, and a RMSD of
0.24 mL/min/g, as shown in Figure 5.6b, with the individual LAD, LCx, and RCA

measurements also shown in Table 5.1.

For FPA-based detection of significant stenoses, the area under the curve (AUC) of the
receiver operator characteristic (ROC) was 0.96, as shown in Table 5.2 and Figure
5.7a. For MSM-based detection of significant stenoses, the AUC of the ROC was 0.91,
as shown in Table 5.2 and Figure 5.7b. The diagnostic sensitivity, specificity, positive
predictive value, and negative predictive value of both techniques is also shown in
Table 5.2. A general comparison between FPA, MSM, microsphere, and dynamic PET

perfusion measurement as previously reported® is shown in Table 5.3.

Discussion

The FPA technique performed better than the MSM technique in vessel-specific
perfusion measurement, demonstrating higher slope of agreement and higher
concordance correlation®® as compared to microsphere perfusion measurement. The
FPA technique also performed better than the MSM technique in detection of significant
stenoses, with additional gains in accuracy, specificity, and positive predictive value,
although the MSM technique demonstrated higher sensitivity and negative predictive

value. However, such high sensitivity and negative predictive value can be attributed to
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a high false positive rate, as indicated by the poor specificity, low positive predictive

value, and underestimation of perfusion by the MSM technique®® *** ¢,

Baseline and hyperemic perfusion measurement with the FPA technique also agreed
with dynamic PET as previously reported®®, while the MSM technique underestimated
perfusion. That being said, perfusion measured with the FPA technique was slightly
higher than that of dynamic PET?® due to contrast-induced vasodilation’® and due to
intracoronary adenosine use. Specifically, intracoronary adenosine reduced
hypotension and reflex-tachycardia ***, but permitted full coronary vasodilation with high
mean systemic pressure; a difficult condition to achieve under intravenous stress due to
mean systemic pressure drop. Hence, if intravenous adenosine were used instead,
hyperemic perfusion measured with the FPA technique would likely be more
comparable to that of dynamic PET?. Regardless, the combined angiography and
perfusion maps generated by the FPA technique agreed well with baseline, hyperemic,

and stenotic perfusion conditions in the LAD.

Nevertheless, the clinical feasibility of the FPA technique depends on proper
prospective volume scan acquisition. Specifically, only two first-pass volume scans were
retrospectively selected for FPA perfusion measurement, simulating a low-dose
prospective acquisition protocol, and corresponding to a CTDIZZ, and SSDE of 10.8 mGy
and 17.8 mGy, respectively. While such a first-pass protocol ensured that bi-ventricular
enhancement was present for myocardial segmentation, that the maximum rate of

contrast material mass entry (dMc/dt) was captured for dynamic CT perfusion
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measurement, and that maximal coronary opacification was achieved for CT
angiography, validation of a true prospective, two-volume FPA acquisition protocol is
still necessary. Fortunately, such a protocol is realizable through the use of dynamic
bolus tracking'?, where V1 can be triggered and acquired after the AIF exceeds 180
HU, while V2 can be acquired 4-5 seconds later following the AIF peak. Nevertheless,
the accuracy of such a protocol depends on proper dynamic bolus tracking-based
triggering; hence, inaccurate triggering may lead to inaccurate FPA perfusion
measurement. That being said, such dependency can be circumvented by instead using
a low-dose test contrast bolus acquisition to determine the timing of the V1 and V2
volume scans prior to low-dose prospective FPA perfusion measurement. Given that
timing, the V1 and V2 volume scans can be acquired a fixed amount of time after
contrast injection, eliminating the need for dynamic bolus tracking, while guaranteeing
measurement accuracy with only minor increases in contrast and radiation dose.
Hence, if using an adult chest conversion factor of k = 0.014, prospective clinical
implementation of the FPA technique at 100 kVp and 200 — 500 mA may ultimately yield
an estimated effective radiation dose of 2.4 — 6.0 mSv for combined CT angiography
and dynamic CT perfusion measurement, which is comparable to that of current CT
angiography techniques, but is much lower than that of current dynamic CT perfusion
techniques (10 — 15 mSv)*" 2. Nevertheless, the clinical feasibility of the FPA technique
also depends on the accessibility of 320-slice CT technology with 16 cm of cranio-
caudal coverage™, as simultaneous acquisition of whole-heart CT angiography and
dynamic CT perfusion data is not possible with 64-slice CT scanners. Fortunately, such

110

technology is becoming more prevalent. A recent report also suggests that whole-
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heart imaging is possible with 128- and 256-slice CT technology if systolic-phase data is
acquired at end-expiration. Hence, the FPA technique could be implemented with 128-

and 256-slice CT technology, but further validation is necessary.

Regarding the limitations of the study, only proximal vessel disease was assessed in
the LAD, i.e., multivessel disease, distal or branch disease, diffuse disease, and
microvascular disease were not considered. Fortunately, the FPA technique can
spatially resolve perfusion on a voxel-by-voxel and vessel-specific basis; hence,
detection of focal, gradient, and global perfusion deficits is still feasible. Nevertheless,
the accuracy of voxel-by-voxel perfusion measurement depends on image noise.
Fortunately, as a clinically relevant volume of ischemic myocardium is on the order of 1
cm®, moderate binning of voxel-by-voxel perfusion measurements can be used to
suppress image noise while maintaining adequate spatial perfusion resolution. Accurate
vessel-specific perfusion measurement also depends on the accuracy of MCP
assignment %’ Fortunately, the preliminary results of this study indicate adequate
assignment performance. However, the minimum vessel sparseness needed for

accurate MCP assignment still requires validation.

Conclusions

The FPA technique enables CT angiography data and dynamic CT perfusion data to be
acquired simultaneously using only two first-pass volume scans and a single contrast
injection. Specifically, the FPA technique defines the entire myocardium as a single VOI

while also making measurements prior to hyperemic transit; hence, contrast material
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loss from the measurement VOI over the measurement time is circumvented and the

38,115,116 j5 solved. Isolation of whole-heart VOIs in

problem of perfusion underestimation
a single cardiac cycle and improved measurement SNR is enabled by whole-heart CT
technology; thus, reducing the number of volume scans necessary for accurate
perfusion measurement. Such a reduction in volume scan number also results in a
lower radiation exposure. Hence, by using only two volume scans for combined CT
angiography and dynamic CT perfusion measurement, prospective clinical
implementation of the FPA technique has the potential to substantially reduce the
radiation and contrast dose associated with noninvasive CAD workup, making
comprehensive CT-based assessment of CAD more accessible and impactful to
patients in need. In summary, the FPA technique was retrospectively validated in a

swine model and has the potential to be used for accurate, low-dose, vessel-specific

morphological and physiological assessment of CAD.
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Tables

Table 5.1: FPA and MSM perfusion compared to reference standard
microsphere perfusion

Technique Slope Intercept Pearson'sr Lin’s CCC FmML?riin/g) ?mML?rain/g)
FPA (N)
LAD (27) [16.0915f 1.13] ﬁbl.gs, 0.62] (;69.;3, 0.99] ?d?:ff 0.0 063 0.58
LCx (27) ([36?59; 1.4] ?-61.27, 0.63] %67.24, 0.85] (Ebégs, 081 o4 0.41
RCA (27) ([36?67; 1.10] ?—blgs, 0.60] ?6%8, 0.92] (Ebg.g;, 0927 096 0.55
Combined (81) [16%2:1.09] ?-'01.%)7, 0.29] ?6?96:0.97] ?6?520.97] 054 0.52
MSM (N)
LAD (27) Fd.2271, 0.33] ?6?052, 0.47] ?6?797, 0.95] ﬁ'oz.iz, 059] 203 030
LCx (27) Fd.3142, 0.56] golil, 0.37] ?6.5240, 0.76] ﬁ'oz.is, 055 08 021
Ren ) Fd.2179, 0.35] ?6.2184, 0.42] ([36?636, 0.92] ([3-5%)8, e o
Conilelre (i) Fd.2284, 0.31] ?6.254, 0.31] ?6?53, 0.93] ?6?154, 053 19 Bhz

Brackets indicate 95% confidence intervals. FPA indicates first-pass analysis; MSM, maximum
slope model perfusion; LAD, left anterior descending; LCx, left circumflex; RCA, right coronary
artery; N, number of perfusion measurements; Lin’s CCC, Lin’s concordance correlation
coefficient; RMSE, root-mean-square error; RMSD, root-mean-square deviation. **Indicates non-
overlap of the 95% confidence intervals, i.e., significant differences between corresponding FPA
and MSM parameters.
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Table 5.2: FPA- and MSM-based detection of physiologically significant
LAD stenosis

Technique SN (%) SP (%) PPV (%) NPV (%) AUC of ROC
FPA 60 (3/5) 95 (21/22) 75 (3/4) 91 (21/23) 0.96

[15, 95] [77,100] [19, 99] [72, 99] [0.90, 1.00]
MSM 100 (5/5) 64 (14/22) 38 (5/13) 100 (14/14) 0.91

[48,100] [41, 83] [14, 68] [77, 100] [0.80, 1.00]

Parentheses indicate the fractional representation of measurements; Brackets indicate 95%
confidence intervals; LAD indicates left anterior descending; SN, sensitivity; SP, specificity; PPV,
positive predictive value; NPV, negative predictive value; AUC of ROC, area under the curve of the
receiver operator characteristic.
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Table 5.3: FPA, MSM, and microsphere perfusion in the LAD compared to
dynamic PET ?°

Method Baseline Perfusion (mL/min/g) Hyperemic Perfusion (mL/min/g)
FPA 0.94 + 0.55 5.22 £1.61*
MSM 0.41 +0.29 1.61 = 0.47**
MICRO 0.81+0.35 4.95 + 1.49*
PET 0.85+0.19 3.89 + 1.01%

Unless otherwise stated, all perfusion data are MEAN + STD; FPA indicates first-pass analysis;
MSM, maximum slope model; MICRO, reference standard microspheres; PET, dynamic positron
emission tomography; LAD, left anterior descending; **Indicates hyperemia induced by an
intracoronary stress agent; H|ndicates hyperemia induced by an intravenous stress agent.
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Figures
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Figure 5.1: Myocardial perfusion compartment model used for quantitative first-
pass analysis (FPA) perfusion measurement, indicating the aortic input (Ao) and
input concentration (Ci,), coronary arterial input (CA), whole-heart myocardial
tissue compartment (Cnyo), and coronary sinus (CS). The compartment tissue
mass is defined as Mrin Equation 1.
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Figure 5.2: Two first-pass volume scans, denoted as V1 and V2, are used for FPA
perfusion measurement, simulating a low-dose prospective acquisition protocol
based on dynamic bolus tracking. The integrated change in myocardial
Hounsfield units (dMc/dt) is derived from the tissue time attenuation curve (TAC)
and the average input concentration (Ci,) is estimated from the aortic input
function (AIF). Both first-pass volume scans (V1 and V2) are used for dynamic
computed tomography perfusion (CTP) measurement, while the volume scan
after maximal enhancement (V2) is also used for computed tomography
angiography (CTA).
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Figure 5.3: Contrast-enhanced (a) CT projection and (b) angiographic images of
the interventional setup in the swine model, with the Judkins right (JR) catheter
(blue), balloon (red), pressure wire (yellow), and Pigtail catheter (green)
displayed.
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(b) Voxel Perfusion

Myocardial VOI [_]
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RCA Territory

(c) MCP Assignment

Figure 5.4: Image processing scheme for FPA perfusion measurement. (a) The
entire heart is segmented from the V1 and V2 maximum-intensity projection
image (MIP) resulting in a whole-heart VOI (axial view: light blue outline = whole-
heart VOI), (b) voxel-by-voxel perfusion is computed within that whole-heart VOI,
(c) minimum-cost-path (MCP) myocardial assignment is performed yielding three
vessel-specific sub-VOIs (red = LAD sub-VOI; green = LCx sub-VOI; blue = RCA
sub-VvOl), and (d-f) vessel-specific perfusion is derived by averaging the voxel-by-
voxel perfusion within each sub-VOI.
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Figure 5.5: Combined angiography and perfusion maps generated by the FPA
technique. Several perfusion conditions were induced in the LAD, including (left
column) baseline perfusion with no stenosis, (middle column) hyperemic
perfusion with no stenosis, and (right column) hyperemic perfusion in the
presence of a physiologically significant stenosis. (Top row) Anterior volumetric
views of the left ventricle (LV) are shown for 3D visualization of the balloon
stenosis position (red arrow) and distal perfusion deficit (red dashed line).
(Middle row) Axial and (bottom row) coronal views of both ventricles are also
displayed. The color bar indicates quantitative perfusion in mL/min/g.
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(a) FPA Perfusion Regression
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Figure 5.6: (a) Regression of FPA perfusion measurement in all three coronary
arteries combined (Pepa_comeinep) @s compared to reference standard microsphere
perfusion measurement (Pmicro comeinen). (P) Regression of MSM perfusion
measurement in all three coronary arteries combined (Pusm_comeinep) @S compared
to reference standard microsphere perfusion measurement (Pwicro comeinen). CCC
indicates Lin's concordance correlation coefficient; RMSD, root-mean-square

deviation; RMSE, root-mean-square error.
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(a) FPA LAD Perfusion ROC
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Figure 5.7: (a) FPA-based detection of physiologically significant stenoses in the
LAD at
significant stenoses in the LAD at maximal hyperemia. Physiologically significant
stenoses in the LAD were classified as having reference standard microsphere
perfusion values less than 1.0 mL/min/g. ROC indicates receiver operator
characteristic; AUC, area under the curve; Cl, confidence interval.

maximal hyperemia,

116

(b) MSM-based detection of physiologically



CHAPTER 6: LOW-DOSE PROSPECTIVE GLOBAL STRESS
PERFUSION MEASUREMENT AS COMPARED TO RETROSPECTIVE

PERFUSION MEASUREMENT IN SWINE

Abstract

The purpose of this study was to evaluate a low-dose prospective first-pass analysis
(FPA) dynamic CT perfusion technique for accurate submillisievert stress myocardial
perfusion measurement. The low-dose FPA technique was evaluated in ten swine (42
12 kg) by direct comparison to a previously validated retrospective FPA technique. For
the first two swine, the minimum tube current necessary for accurate FPA perfusion
measurement was determined. The remaining eight swine were prospectively assessed
at that minimum tube current, with three of those swine having intermediate stenoses
with fractional flow reserve severities of 0.70 - 0.90. Specifically, contrast and saline
were injected peripherally (370 mgl/mL contrast: 1 mL/kg at 5 mL/s; saline: 0.5 mL/kg at
5 mL/s) followed by dynamic volume scan acquisition with a 320-slice CT scanner. Only
two volume scans were acquired for the low-dose prospective FPA technique, while 20
volume scans were acquired for the reference standard retrospective FPA technique. All
low-dose prospective stress perfusion measurements were then compared to

corresponding reference standard retrospective stress perfusion measurements through

2

regression analysis. The CTDI32

1 and size-specific dose estimate of the low-dose
prospective FPA technique were also determined and were used to estimate effective
dose. For the first two swine, accurate perfusion measurement was found to be feasible

at a tube current as low as 50 mA. For the remaining eight swine, low-dose prospective
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stress perfusion measurements (PLow) at 50 mA were in good agreement with reference
standard retrospective stress perfusion measurements (Prgg) at 200 mA (Pow = 1.07
Prer - 0.09, r = 0.94, RMSE = 0.30 mL/min/g). The CTDI3% and size-specific dose
estimate of the low-dose prospective FPA technique were 2.3 and 3.7 mGQGy,
corresponding to an effective dose of 0.52 and 0.83 mSv, respectively. Accurate
submillisievert stress myocardial perfusion measurement is feasible using a low-dose

prospective FPA dynamic CT perfusion technique.

Introduction

Coronary artery disease (CAD) is a major global health concern. While computed
tomography (CT) angiography is a powerful tool for non-invasive assessment of CAD, it
is an imperfect guide for percutaneous coronary intervention (PCIl) as downstream PCI
and optimal medical therapy outcomes are often equivalent®. Such discrepancies stem
from the fact that CT angiography alone can only assess the morphological severity of
segmental stenosis, i.e., it cannot resolve the physiological severity of concurrent multi-

1114 recommend

vessel, diffuse, and microvascular disease. Hence, guidelines
additional physiological assessment of CAD to appropriately stratify patient risk and
guide downstream intervention. Nevertheless, the primary modalities used for
physiological assessment of CAD, i.e., single-photon emission computed tomography
(SPECT), stress echocardiography, cardiac magnetic resonance, static positron
emission tomography (PET), and static CT only provide metrics of relative perfusion®

16,1821 'As a result, they cannot resolve the true physiological severity of multiform CAD.

Only absolute stress perfusion measurement in mL/min/g can overcome these
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limitations, where the spatial distribution of stress perfusion combined with physiologic

23, 24

cutoff thresholds may be used to more reliably stratify patient risk and more

properly guide downstream intervention.

Absolute stress perfusion is most commonly measured with dynamic PET* 2 2°,
However, limited radiotracer access and high cost preclude its routine clinical use®’.
Fortunately, recent research suggests that absolute stress perfusion measurement is
also feasible with dynamic CT** ?%3° and can be used in conjunction with CT
angiography for improved comprehensive workup of multiform CAD?® 34, Nevertheless,
the known measurement inaccuracy®® **® and high effective dose (~10 mSv)*® 37 42
associated with current dynamic CT techniques also preclude its routine clinical use.

Hence, there is a need for an improved low-dose dynamic CT perfusion technique.

The purpose of this study was to validate a low-dose prospective first-pass analysis
(FPA) dynamic CT perfusion technique against a previously reported retrospective FPA
dynamic CT perfusion technique®” °® 2 The central hypothesis was that accurate
submillisievert stress myocardial perfusion measurement is feasible using only two

whole-heart volume scans that were prospectively acquired at reduced tube current.

Materials and Methods
FPA Dynamic CT Perfusion Theory
7

As previously described®” % 123 first-pass analysis (FPA) and conservation of mass™

state that the average perfusion (Pave) within the entire myocardium is proportional to
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the first-pass entry of contrast material mass into the myocardium (dMc/dt), normalized
by the incoming contrast material concentration (Ci,) and myocardial tissue mass (M),
prior to contrast material outflow. By extension, the average perfusion (Pave) is also
proportional to the first-pass contrast material concentration change within the
myocardium; i.e., the average change in myocardial enhancement (AHUave) over time.
Hence, the integrated change in myocardial enhancement (dMc/dt), the average change
in myocardial enhancement (AHUave), the average aortic blood pool enhancement (Ci,),
the voxel-by-voxel change in myocardial enhancement (AHU), and the total myocardial
mass (M) may be used in combination to derive voxel-by-voxel perfusion (Pgpa), as
described by Equation 1 and Figure 6.1a and 6.1b. Given such a theory, only two
whole-heart volume scans, labeled V1 and V2 in Figure 6.1b, are mathematically
necessary for low-dose FPA dynamic CT perfusion measurement, as previously
validated versus invasive fractional flow reserve (FFR) measurement, quantitative
microsphere perfusion, and ultrasonic flow probe measurement®” %8 123 gpecifically, V1
is defined as the first volume scan after the aortic enhancement exceeds 180 HU, while

V2 is defined as the first volume scan at or after the peak of aortic enhancement.

p _ <M‘IC"1 dMC) AHU
FPA — T in dt AVE AHUAVE

1)

General Methods

The study was approved by the Animal Care Committee, was performed on ten male
Yorkshire swine (42 £ 12 kg), and had two different experimental aims that were both

successfully completed. For the first aim, the accuracy of retrospective FPA perfusion
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measurement at several reduced tube currents under rest conditions was assessed in
two animals. Specifically, retrospective perfusion measurements were made at 100 kVp
and 100, 50, 25, and 10 mA and were compared to corresponding reference standard
retrospective FPA perfusion measurements made at 100 kVp and 200 mA®" %8 123 The
findings of the first aim were then utilized for the second aim, where the accuracy of
low-dose prospective FPA perfusion measurement was assessed in eight animals
under stress conditions, with three of the eight animals also having intermediate
stenoses with FFR severities of 0.7 - 0.9. Specifically, low-dose prospective perfusion
measurements were made at 100 kVp and 50 mA and were compared to corresponding
reference standard retrospective FPA perfusion measurements at 100 kVp and 200
mA%" 98123 Al the data was acquired by authors LH, ShM, YZ, PA, and JK between
02/15/2017 and 12/13/2017, and was analyzed by authors LH and ShM between
01/01/2018 and 03/30/2018. LH and YZ were research associates with more than three
years of medical imaging research experience and ShM was a research assistant with
more than three years of medical imaging research experience. JK was a vascular
surgeon with more than ten years of clinical experience and PA was a radiologist with

more than fifteen years of clinical experience.

Animal Model Preparation

Anesthesia was induced with Telazol (4.4 mg/kg), Ketamine (2.2 mg/kg), and Xylazine
(2.2 mg/kg), and was maintained with 1.5-2.5% Isoflurane (Highland Medical
Equipment, Temecula, CA and Baxter, Deerfield, IL). Sheaths were placed (AVANTI®,

Cordis Corporation, Miami Lakes, FL) in both femoral veins and were used for 1V fluid,
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adenosine, and contrast material administration. Additionally, in the last three animals,
another sheath was placed in the right carotid artery and was used to pass a Judkins
Right (JR) catheter (Cordis Corporation, Miami Lakes, FL) into the left coronary ostium.
A pressure wire (PrimeWire PRESTIGE® Pressure Guide Wire, Volcano Corp, Rancho
Cordova, CA) was then advanced through the JR catheter into the distal left anterior
descending (LAD) coronary artery, and a balloon was passed over the wire into the mid
LAD. The balloon was used to generate several sub-occlusive stenoses with fractional
flow reserve (FFR) (ComboMap, Volcano Corp., Rancho Cordova, CA) severities of 0.7
— 0.9 at maximal IV stress (240 pg adenosine/kg/min, Model 55-2222, Harvard

Apparatus, Holliston, MA).

Aim 1: Tube Current Reduction Methods

Reference Standard Retrospective FPA Dynamic CT Perfusion Protocol: Contrast

material (1 mL/kg, Isovue 370, Bracco Diagnostics, Princeton, NJ) was injected (5 mL/s,
Empower CTA, Acist Medical Systems, Eden Prairie, MN) followed by a saline chaser
(0.5 mL/kg) at the same rate. Whole-heart volume scans were then acquired
dynamically at 100 kVp and 200 mA (Aquilion One, Canon Medical Systems, Tustin,
CA) over fifteen to twenty seconds to completely capture the aortic enhancement curve,
where all volume scans were ECG-gated with a 0.35 second rotation time with 320 x 0.5
mm collimation. After each acquisition, two volume scans (V1 and V2) were selected
systematically for reference standard retrospective FPA perfusion measurement, as
previously validated versus invasive FFR, quantitative microsphere perfusion, and

ultrasonic flow probe measurement®” % 123,
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Reduced Tube Current Retrospective FPA Dynamic CT Perfusion Protocol: A ten-

minute delay was first employed after each reference standard acquisition to allow for
adequate renal clearance of contrast material from the blood pool prior to each reduced
tube current acquisition. After each delay, 1 mL/kg of contrast material was again
injected (5 mL/s) followed by a saline chaser (0.5 mL/kg) at the same rate. Whole-heart
volume scans were then acquired dynamically at 100 kVp and 100, 50, 25, and 10 mA
(Aquilion One, Canon Medical Systems, Tustin, CA) over fifteen to twenty seconds to
completely capture the aortic enhancement curve, where again, all volume scans were
ECG-gated with a 0.35 second rotation time with 320 x 0.5 mm collimation. After each
97, 98, 123 for

acquisition, two volume scans (V1 and V2) were selected systematically

retrospective perfusion measurement at reduced tube current.

Aim 2: Low-Dose Prospective Acquisition Methods

Reference Standard Retrospective FPA Dynamic CT Perfusion Protocol: For all stress

and stenotic conditions, contrast material (1 mL/kg, Isovue 370, Bracco Diagnostics,
Princeton, NJ) was injected (5 mL/s, Empower CTA, Acist Medical Systems, Eden
Prairie, MN) followed by a saline chaser (0.5 mL/kg) at the same rate. Whole-heart
volume scans were then acquired dynamically at 100 kVp and 200 mA (Aquilion One,
Canon Medical Systems, Tustin, CA) over fifteen to twenty seconds to completely
capture the aortic enhancement curve. All volume scans were ECG-gated with a 0.35
second rotation time with 320 x 0.5 mm collimation. After each acquisition, two volume
scans (V1 and V2) were then selected systematically for reference standard

retrospective FPA perfusion measurement, as previously validated versus invasive FFR
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and quantitative microsphere perfusion measurement®” *® 12 Finally, the time delay
(At) between V1 and V2 was estimated for each acquisition using automatic time-
density-curve analysis (Acquilion One, Canon Medical Systems, Tustin, CA) and was
used, in place of a test bolus'*, for proper timing of subsequent low-dose prospective
FPA perfusion acquisitions. The entire reference standard retrospective FPA perfusion

protocol is shown in Figure 6.1c.

Low-Dose Prospective FPA Dynamic CT Perfusion Protocol: A ten-minute delay was

first employed after each reference standard acquisition to allow for adequate renal
clearance of contrast material from the blood pool prior to each low-dose prospective
acquisition. After each delay, 1 mL/kg of contrast material was again injected (5 mL/s)
followed by a saline chaser (0.5 mL/kg) at the same rate. Low-dose, 2-mm slab,
dynamic bolus tracking at 100 kVp and 50 mA (SureStart, Aquilion One, Canon Medical
Systems, Tustin, CA) was then used, with V1 acquired after the aortic enhancement
exceeded 180 HU and V2 acquired after V1 using the previously estimated time delay,
At. For each acquisition, V1 and V2 were prospectively acquired at 100 kVp and 50 mA
and were ECG-gated with a 0.35 second rotation time with 320 x 0.5 mm collimation.
After each acquisition, V1 and V2 were used for low-dose prospective FPA perfusion
measurement. Finally, the CTDI3? for all low-dose prospective stress perfusion
measurements was recorded, with a size-specific dose estimate (SSDE) also
determined™® to account for the effective diameter of each swine used in the study. The
CTDI3? and SSDE were then used, along with a standard chest conversion coefficient

of 0.014 mSv/mGy'®® and the 16 cm cranio-caudal coverage, to estimate the effective
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dose of low-dose prospective stress perfusion measurement. The entire low-dose

prospective FPA perfusion protocol is shown in Figure 6.1d.

FPA Dynamic CT Perfusion Image Processing

For both experimental aims, all volume scans were first reconstructed from full
projection data at 75% of the R-R interval using AIDR 3D reconstruction'®® and a voxel
size of 0.43 x 0.43 x 0.50 mm. The volume scans of interest, i.e. V1 and V2, from each
acquisition were then registered and combined into maximum intensity projection (MIP)
image volumes. Each MIP was then segmented semi-automatically (Vitrea fX version
6.0, Vital Images, Inc., Minnetonka, MN), yielding the entire myocardium. Voxel-by-
voxel perfusion measurements were then computed according to Equation 1 and were
averaged within the entire myocardium to yield global perfusion measurements. All
global perfusion measurements for both experimental aims were then quantitatively
compared to their corresponding reference standard retrospective perfusion
measurements. Additionally, a case-study was performed in a single animal to assess
the clinical utility of low-dose prospective stress perfusion measurements in the
presence of intermediate severity stenoses with FFR severities of 0.7 - 0.9. Specifically,
the stress perfusion maps for the animal were automatically clustered using predefined
physiologic cutoff thresholds to yield the amount of myocardial tissue with normal stress
perfusion (>2.39 mL/min/g), minimal stress perfusion reduction (1.76 — 2.39 mL/min/g),
mild stress perfusion reduction (1.20 — 1.76 mL/min/g), moderate stress perfusion

reduction (0.91 — 1.20 mL/min/g), and definite ischemia (0.00 — 0.91 mL/min/g)®*.
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Statistical Approach

For the first aim, the retrospective perfusion measurements at reduced tube current
were graphically compared to the corresponding reference standard retrospective
perfusion measurements at 200 mA. Student’'s T-tests were also performed to
determine if the retrospective perfusion measurements at reduced tube current were
significantly different from the corresponding reference standard retrospective perfusion
measurements at 200 mA. For the second aim, the low-dose prospective stress
perfusion measurements were quantitatively compared to the corresponding reference
standard retrospective perfusion measurements through regression, Bland-Altman, root-
mean-square-error (RMSE), root-mean-square deviation (RMSD), and Lin’s
concordance correlation coefficient (CCC)%. Student’s T-tests were again performed to
determine if low-dose prospective stress perfusion measurements were significantly
different from corresponding reference standard retrospective stress perfusion
measurements. All fit parameter data are reported with 95% confidence intervals
displayed in brackets. All other data are reported as mean * standard deviation. P-
values less than 0.05 indicate significant differences. Statistical software was used for
all analyses (MatLab 2013a, MathWorks, Natick, MA; PS, Version 3.0, Vanderbilt

University, Nashville, TN; SPSS, Version 22, IBM Corporation, Armonk, NY).

Results

General Results:
The heart rate and mean arterial pressure of the ten swine were 94 + 9 beats per

minute and 74 + 9 mmHg, respectively. For the first experimental aim, rest perfusion at
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100, 50, 25, and 10 mA was 0.79 + 0.37 mL/min/g, 0.69 + 0.25 mL/min/g, 0.43 + 0.31
mL/min/g, and 0.27 = 0.22 mL/min/g, respectively, while reference standard rest
perfusion was 0.71 + 0.33 mL/min/g. The CTDIZ% of rest perfusion at 100, 50, 25, and
10 mA was 4.60, 2.30, 1.15, and 0.46 mGy, while the CTDI32, of reference standard rest
perfusion measurement was 9.20 mGy. All other mA reduction data are reported in
Table 6.1 and Figure 6.2. For the second experimental aim, low-dose prospective
stress perfusion was 2.01 + 0.88 mL/min/g, while reference standard stress perfusion
was 1.96 + 0.77 mL/min/g. The CTDI32, and SSDE for each low-dose prospective stress
perfusion acquisition were estimated to be 2.3 and 3.7 + 0.43 mGy, corresponding to an

estimated effective dose of 0.52 and 0.84 * 0.10 mSv, respectively. All other

comparison and dose data are also reported in Table 6.2.

Accuracy and Precision Results

For the first experimental aim, rest perfusion measurements at 100 and 50 mA were not
significantly different from reference standard rest perfusion measurements (p = 0.33
and p = 0.43), while rest perfusion measurements at 25 and 10 mA were significantly
different from reference standard rest perfusion measurements (p = 0.04 and p = 0.00).
All other tube current reduction mean comparisons data are reported in Table 6.1. For
the second experimental aim, low-dose prospective stress perfusion (PLow) and
reference standard stress perfusion (Prer) measurements were related by P ow = 1.07
Prer - 0.09, with a Pearson's correlation of r = 0.94, a concordance correlation of p =

0.93, a root-mean-square-error of 0.30 mL/min/g, and a root-mean-square deviation of
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0.29 mL/min/g, as shown in Figure 6.3 and Table 6.3. The 95% confidence intervals for

all fit parameter data are shown in Table 6.3.

Case-Study Results

For one animal, low-dose prospective stress perfusion maps are displayed for stress
perfusion measurement in the absence and presence of a significant LAD stenosis, as
shown in Figure 6.4. In each case, the amount of myocardial tissue with normal flow
(>2.39 mL/min/g), no ischemia but minimal flow reduction (1.76 — 2.39 mL/min/g), no
ischemia but mild flow reduction (1.20 — 1.76 mL/min/g), moderate flow reduction (0.91
— 1.20 mL/min/g), and definite ischemia (0.00 — 0.91 mL/min/g)** is also reported in

Table 6.4.

Discussion

Indication of Results

The results of rest perfusion measurement at 100 and 50 mA were in good agreement
with reference standard rest perfusion measurement at 200 mA, while rest perfusion
measurement at 25 and 10 mA significantly underestimated reference standard rest
perfusion measurement. Hence, the results of the first experimental aim suggest that
accurate FPA perfusion measurement is feasible at a tube current as low as 50 mA, i.e.,
at one-quarter of the dose of the previously validated reference standard retrospective
FPA technique. Moreover, the results of the second aim go on to demonstrate that
accurate low-dose prospective FPA perfusion measurement at 100 kVp and 50 mA is

also feasible, as compared to the previously validated reference standard retrospective
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FPA technique. First, there were no significant differences between average low-dose
prospective stress perfusion measurement and average reference standard
retrospective stress perfusion measurement. Second, low-dose prospective stress
perfusion measurements agreed with reference standard stress perfusion
measurements, demonstrating near unity slope, minimal offset, negligible bias, good
concordance correlation, and small RMSE and RMSD. Third, the spatial distribution of
low-dose prospective stress perfusion also agreed with the induced flow conditions,
where stress perfusion without a stenosis was shown to be normal, while stress
perfusion distal to an LAD stenosis with FFR severity of 0.7 was shown to be markedly
reduced. The fractional breakdown of stress perfusion throughout the myocardium was
also in agreement in each case. In combination, these findings suggest that stress
perfusion measurement with the low-dose prospective FPA technique is feasible at a
CTDI3Z and SSDE of 2.3 and 3.7 + 0.43 mGy, corresponding to an estimated effective

dose of 0.52 and 0.84 + 0.10 mSv, respectively.

Limitations

This study is not without limitations. For both experimental aims, the perfusion between
the reduced tube current or low-dose prospective acquisitions and their corresponding
reference standard acquisitions was assumed to be unchanged. However, fluctuations
in the animals’ vitals between paired acquisitions may have contributed to measurement
variance. Hence, considerable effort was made to tightly control ventilation, anesthesia,
IV fluid administration, and hemodynamics such that perfusion measurement variance

was minimized between acquisitions. Alternatively for the first aim, artificial noise could
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have been added to the raw data projections of the reference standard retrospective
acquisitions to simulate reduced tube current acquisitions™®’, but raw data projection

access was not possible; hence, the same validation approach was used for both aims.

Regarding the second experimental aim, the main limitation was the prospective timing
of V2. Specifically, given the two-volume acquisition scheme that is central to the FPA
technique, V2 must be acquired at or within one cardiac cycle of the peak of the aortic

97, 98, 123

enhancement for perfusion measurements to be accurate . Unfortunately,

hemodynamic variability and differences in injection volume negate the use of a fixed

time delay between V1 and V22813

Hence, for the purposes of this study, the time
delay (At) between V1 and V2 was estimated from each reference standard
retrospective FPA perfusion acquisition prior to each subsequent low-dose prospective
FPA perfusion acquisition. Clinically, such a time delay prediction can be addressed
through the preemptive use of a low-dose diluted test bolus acquisition*?*. Specifically,
the geometry of a diluted test bolus emulates that of a true bolus*?*; hence, the correct

time-delay can be predicted in advance and used for accurate, prospective acquisition

of V2, with negligible increases in contrast and radiation dose per exam.

Another limitation of the study was the small 25 cm effective diameter of the animals
used as compared to the average 34 cm effective diameter of patients with CAD**. More
specifically, when using a fixed tube current, a patient with a large effective diameter will
have lower photon flux as compared to a patient with a small effective diameter. Such a

relation is problematic at very low tube currents, as photon starvation can lead to
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attenuation bias which can lead to perfusion measurement inaccuracy*?’. Fortunately,
work by Mirsadraee et al. suggests that a tube current as low as 50 mA can be used
over a large range of effective diameters with minimal attenuation bias?’, although
measurement noise still increases with effective diameter. Alternatively, exposure
control techniques (SureExposure, Acquilion One, Canon Medical Systems, Tustin, CA)
may provide a more optimal solution through automatic adjustment of the tube current
to maintain the same level of measurement noise at any effective diameter. Given such
an approach, a CAD patient with an average effective diameter of 34 cm* would
receive an effective dose of approximately 1.69 mSy, as estimated by water phantom
tests and displayed in Figure 6.5. More importantly, the cranial-caudal coverage used in
this study was 16 cm, whereas the cranial-caudal coverage necessary for most whole-
heart cardiac imaging is only 12 cm**. Hence, careful collimation of the cardiac window
may also provide 25% more reduction in effective dose, i.e., a CAD patient with an
average effective diameter of 34 cm** would receive an effective dose of only 1.27 mSy,
again as displayed in Figure 6.5. Additional dose reduction may also be achievable
through larger reductions in tube current combined with better model-based iterative
reconstruction algorithms such as FIRST**2. Thus, the effective dose of the low-dose
prospective FPA technique will still be much lower than the 10 mSv average effective
dose of existing dynamic CT perfusion techniques'®, even for large effective diameter
patients, owing to the fact that only two prospective whole-heart volume scans are

necessary for accurate FPA perfusion measurement in mL/min/g.
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One final limitation of the study was that global perfusion measurements were used for
validation of both experimental aims. Specifically, the spatial distribution of stress

3. 24 is necessary for reliable risk

perfusion combined with physiologic cutoff thresholds
stratification and proper downstream intervention; hence, the value of global perfusion
measurement is limited. Fortunately, the FPA technique can spatially resolve perfusion
on a voxel-by-voxel basis. Nevertheless, voxel-by-voxel perfusion measurement
variance depends on image noise which depends on tube current. Hence, at reduced
tube currents, spatial perfusion measurement variance is increased. Fortunately, local
binning can be used to suppress measurement variance while maintaining sufficient
spatial perfusion resolution. More importantly, if low-dose prospective FPA perfusion

123

data is acquired in combination with a CT angiogram®” '#* minimum-cost-path

myocardial assignment*” 133

can be used to generate coronary vessel-specific
territories, i.e., voxel-by-voxel perfusion measurements can be averaged within each
territory to vyield vessel-specific perfusion measurement, while also suppressing

measurement variance®” 23,

Conclusion

The low-dose prospective FPA technique enables accurate submillisievert
measurement of stress myocardial perfusion using only two whole-heart volume scans
that are prospectively acquired at reduced tube current. Specifically, the results of the
first experimental aim indicate that tube current can be reduced to as low as 50 mA,
while maintaining FPA perfusion measurement accuracy — allowing for a 75% reduction

in effective dose as compared to the previously validated retrospective FPA technique®”
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9. 123 Moreover, the results of the second experimental aim indicate that low-dose
prospective FPA perfusion measurement is also feasible, i.e., only two volume scans
need to be acquired for accurate low-dose prospective FPA perfusion measurement as
compared to the previously validated retrospective FPA technique®” %% 2. Hence, the
low-dose prospective FPA techniqgue can dramatically reduce the radiation dose
associated with dynamic CT-based assessment of stress perfusion. In summary, the
low-dose prospective FPA technique was validated in a swine model and has the
potential to be used for accurate submillisievert stress myocardial perfusion

measurement.
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Tables

Table 6.1. Rest perfusion measurement at reduced tube current and reference
standard rest perfusion measurement mean comparison with corresponding dose
metrics

Perfusion Metric 200 mA Reference 100 mA 50 mA 25 mA 10 mA

REST (N = 4)
. 0.79+0.37 069025 043+0.31 0.27+ 0.22
GLOBAL (mL/min/g) 0.71 +0.33 (02033 (0-043) (o004 (p<0.00)

CTDIZ% (mGy) 9.20 4.60 2.30 1.15 0.46

P-values less than 0.05 indicate significant mean differences in rest perfusion. mA indicates the tube
current setting; N, the number of perfusion measurements at each tube current setting; GLOBAL, the
entire myocardium; CTDI3Z, CT dose index per perfusion measurement.
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Table 6.2. Low-dose prospective stress perfusion measurement and reference
standard retrospective stress perfusion measurement mean comparison with
corresponding low-dose prospective stress perfusion dose metrics.

Low-Dose Reference 22
Perfusion Perfusion L alue CTDI;; SSDE ED SSED

(mL/min/g) (mL/minig) (@ <0:05) (mGy) (mGy) (MSv)  (mSv)

Perfusion
Condition

STRESS (N = 18)
GLOBAL 2.01+0.88 1.96+0.77 055 230 3.74+0.43 052 0.84 + 0.10

P-values less than 0.05 indicate significant mean differences. N indicates the number of perfusion
measurements; GLOBAL, the entire myocardium; CTDI, CT dose index; SSDE, size-specific dose
estimate; ED, effective dose; SSED, size-specific effective dose.
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Table 6.3. Low-dose prospective stress perfusion measurement and
reference standard retrospective stress perfusion measurement accuracy
and precision analysis

Perfusion . ., RMSE RMSD
Condition Slope Intercept Pearson's r Lin’s CCC (mL/min/g) (mL/min/g)
STRESS (N = 18)
1.07 -0.09 0.94 0.93
GLOBAL [0.86, 1.27] [-0.52, 0.35] [0.84, 0.98] [0.82, 0.97] 030 029

Brackets indicate 95% confidence intervals. N indicates the number of perfusion measurements;
GLOBAL, the entire myocardium; Lin’s CCC, Lin’s concordance correlation coefficient; RMSE, root-mean-
square error; RMSD, root-mean-square deviation.

136



Table 6.4. Low-dose prospective stress perfusion distribution in the left ventricle
of a single animal in the absence and presence of physiologically significant LAD
stenosis®

Stress Perfusion FFR=1.0 FFR =0.90 FFR =0.80 FFR =0.70
Cutoff Thresholds (mL/min/g) LV Mass (%) LV Mass (%) LV Mass (%) LV Mass (%)
0.00 - 0.91 Definite ischemia 5.98 8.98 19.89 25.45

0.91 - 1.20 Moderate reduction 4.60 3.45 3.51 5.69

1.20 - 1.76 Mild reduction 11.67 11.02 9.10 12.47

1.76 - 2.39 Minimal reduction 10.86 19.78 8.87 16.72

2.39< Normal flow 66.88 56.77 58.64 39.66

All stress perfusion cutoff thresholds are outlined by Johnson and Gould™. LAD indicates the left anterior
descending coronary artery; FFR, fractional flow reserve; LV, left ventricle.
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Figures
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Figure 6.1: First-pass analysis theory and implementation. (a) Whole-heart myocardial perfusion
compartment (Cyyo) used for first-pass-analysis dynamic CT perfusion measurement. The input
concentration (Cy) is derived from the lumen of the aorta. The myocardial mass, Mt in Equation 1,
is derived from the whole-heart myocardial perfusion compartment (Cyvo). (b) The first-pass
enhancement within the aorta and myocardium following contrast and saline injection are shown
in red and black, respectively. Two first-pass volume scans, V1 and V2 denoted in green, are used
for both reference standard retrospective and low-dose prospective perfusion measurement,
respectively. Specifically, the integrated change in myocardial enhancement (dMc/dt), the average
change in myocardial enhancement (AHU,.g), the average aortic enhancement (Cy), and the voxel-
by-voxel change in myocardial enhancement (AHU) between V1 and V2 are used in combination
with the total myocardial mass (M) to derive voxel-by-voxel perfusion (Pgpa). () The reference
standard retrospective FPA dynamic CT perfusion protocol is comprised of contrast injection
followed by dynamic volume scan acquisition at 100 kVp and 200 mA over fifteen to twenty
seconds (d) The low-dose prospective FPA dynamic CT perfusion protocol is comprised of
contrast injection followed by 2-mm slab dynamic bolus tracking at 100 kVp and 50 mA, threshold-
based triggering at 180 HU, then dynamic volume scan acquisition of two volume scans, V1 and
V2, at 100 kVp and 50 mA.
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Figure 6.2: Reduced tube current rest perfusion measurement analysis. The
graphical analysis compares rest perfusion measurements at several reduced
tube current to corresponding reference standard retrospective rest perfusion
measurements at 200 mA. mA indicates the tube current in milliamperes.
**Indicates a significant difference in rest perfusion measurement.
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Figure 6.3: Low-dose prospective stress perfusion measurement analysis. The
regression analysis compares low-dose prospective stress perfusion
measurements at 50 mA (P_ow) to corresponding reference standard retrospective
stress perfusion measurements at 200 mA (Prer ). RMSE indicates root-mean-
square-error; RMSD, root-mean-square-deviation; CCC, Lin's concordance
correlation.
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Figure 6.4: Low-dose prospective stress perfusion measurement distribution in
the absence and presence of a physiologically significant left anterior descending
(LAD) coronary artery stenosis. The perfusion deficit displayed in the short axis
view (top row) and anterior 3D view of the left ventricle (bottom row) had an FFR
severity of 0.70. The red arrow in the short axis and anterior 3D view of the left
ventricle indicates the perfusion defect in the LAD territory. The colorbar
indicates low-dose prospective stress perfusion measurement in mL/min/g.
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Figure 6.5: Effective dose of the low-dose prospective FPA technique using
automatic exposure control. The automatic exposure settings (SureExposure,
Acquilion One, Canon Medical Systems, Tustin, CA) were first tuned to match the
image noise characteristics that were validated in the 25 cm effective diameter
swine. Water phantoms with effective diameters of 24 cm, 34 cm, and 42.5 cm
were then used to estimate the effective dose of stress perfusion measurement
with the low-dose FPA technique over a range of effective diameters. The
effective dose of low-dose stress perfusion measurement in an average 34 cm
effective diameter patient is also displayed. All effective dose estimates are
shown for a cranio-caudal coverage of 12 cm (z = 12) and 16 cm (z = 16),
respectively.
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CHAPTER 7: LOW-DOSE PROSPECTIVE VESSEL-SPECIFIC REST
PERFUSION, STRESS PERFUSION, CORONARY FLOW RESERVE,
AND ANGIOGRAPHY AS COMPARED TO RETROSPECTIVE

PERFUSION MEASUREMENT IN SWINE

Abstract

The purpose of this study was to evaluate a low-dose comprehensive cardiac CT
technique for combined morphological and physiological assessment of coronary artery
disease. The low-dose comprehensive cardiac CT technique, which consists of first-
pass analysis (FPA) dynamic CT perfusion, CT angiography, and coronary flow reserve
(CFR), was evaluated in twelve swine (43 = 11 kg) under rest and stress conditions by
direct comparison to a previously validated FPA technique. In three of the swine,
intermediate stenoses with fractional flow reserve severities of 0.70 - 0.90 were also
assessed. Contrast and saline were injected peripherally (370 mgl/mL contrast: 1 mL/kg
at 5 mL/s; saline: 0.5 mL/kg at 5 mL/s) followed by dynamic volume scan acquisition
with a 320-slice CT scanner. For each perfusion condition, only two volume scans were
acquired for the low-dose comprehensive cardiac CT technique, while 20 volume scans
were acquired for the reference standard retrospective technique. All of the
comprehensive cardiac CT perfusion measurements were then compared to
corresponding reference standard perfusion measurements through regression
analysis. The CTDI3Z, and size-specific dose estimate of the comprehensive cardiac CT
technigue were also computed and used to estimate effective dose.Low-dose

comprehensive cardiac CT perfusion measurements (P_ow) were in good agreement
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with reference standard perfusion measurements (Prer) (PLow = 1.04 Pgrer - 0.08, 1 =
0.94, RMSE = 0.32 mL/min/g). The CTDI3 of rest perfusion, stress perfusion, CFR, rest
perfusion combined with CT angiography, and CFR combined with CT angiography
were 2.30, 2.30, 4.60, 5.75, and 8.05 mGy, respectively, with corresponding size-
specific dose estimates of 3.66, 3.66, 7.31, 9.14, and 12.80 mGy. In combination, the
maximum effective dose and size-specific effective dose of the comprehensive cardiac
CT technique were 1.8 and 2.87 mSv, respectively. Accurate morphological and
physiological assessment of coronary artery disease is feasible with a low-dose

comprehensive cardiac CT technique based on first-pass analysis.

Introduction

Coronary artery disease (CAD) is the leading cause of morbidity and mortality
worldwide. As a risk factor, CAD and its resultant ischemic cardiomyopathy are strongly
predicative of future cardiac events. While coronary computed tomography (CT)
angiography is a powerful tool for assessing CAD risk, it is fundamentally limited in that
it can only assess the morphological severity of segmental CAD, but cannot define the
physiological severity of concurrent mutli-vessel, diffuse, and microvascular disease.
Hence, guidelines recommend additional physiological assessment of CAD, in
conjunction with CT angiography*” ?° for more objective indication of patient risk**™**.
The primary modalities used for physiological assessment are single-photon emission
computed tomography (SPECT), stress echocardiography, cardiac magnetic resonance
(CMR), static positron emission tomography (PET), and static CT. However, such
modalities only provide metrics of relative perfusion; hence, they still cannot appreciate

the true physiological severity of multiform CAD® ® 82! Fortunately, absolute
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4 1719 \where

perfusion measurement with dynamic CT can overcome these limitations
the spatial distribution of absolute rest and stress perfusion in mL/min/g combined with
physiological cutoff thresholds can be used to reliably stratify patient risk and properly
guide intervention®® ?*. Nevertheless, current dynamic CT perfusion techniques are

known to be quantitatively inaccurate® 1> ¢

and deliver unacceptably high effective
radiation doses per imaging exam (~10 mSv)*® 3" %2 precluding their widespread clinical
use. Thus, given the limitations of CT angiography and dynamic CT perfusion, there is a

major unmet clinical need for an accurate, low-dose CT technique for combined

morphological and physiological assessment of multiform CAD.

The purpose of this study was to address that unmet clinical need through the
development and validation of an accurate, low-dose, comprehensive cardiac CT
technique based on first-pass analysis (FPA). The central hypothesis was that accurate,
low-dose, vessel-specific rest and stress perfusion measurement is feasible while
simultaneously providing CT angiography and coronary flow reserve (CFR) using only

four volume scans and two contrast injections, respectively.

Materials and Methods
Low-Dose Comprehensive Cardiac CT Theory

First-pass analysis (FPA) and conservation of mass™*’

state that the average perfusion
(Pave) within the entire myocardium is proportional to the first-pass accumulation of
contrast material mass into the myocardium (dMc/dt), normalized by the incoming

contrast material concentration (Cj,) and myocardial tissue mass (My), prior to contrast
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material outflow via the coronary sinus. Moreover, given that the volume of the
myocardium is fixed, the average perfusion (Pave) is also proportional to the first-pass
change in contrast material concentration within the myocardium over time (AHUavg).
As such, the integrated change in myocardial enhancement (dMc/dt), the average
change in myocardial enhancement (AHUave), the average aortic blood pool
enhancement (Ci,), the voxel-by-voxel change in myocardial enhancement (AHU), and
the total myocardial mass (My) may be used in combination to derive voxel-by-voxel
perfusion (Prpa), as described by Equation 7.1 and Figure 7.1a and 7.1b. Based on
this derivation, only two whole-heart volume scans, labeled V1 and V2 in Figure 7.1b,
are mathematically necessary for low-dose FPA perfusion measurement, as previously
validated versus invasive fractional flow reserve (FFR), quantitative microsphere

9798123 'where V1 is defined as the

perfusion, and ultrasonic flow probe measurement
first volume scan after the aortic enhancement exceeds 180 HU, while V2 is defined as
the first volume scan at or within one cardiac cycle of the peak of aortic enhancement.
More importantly, given the temporal location of V2 in relation to the peak of the aortic
enhancement, V2 may also be used as a diagnostic quality CT angiogram if the tube
current of that volume scan is increased®” ®. Thus, low-dose FPA perfusion and CT
angiography can be combined into a single exam under rest perfusion conditions using
a single contrast injection, as previously described®” *23. Additionally, if low-dose FPA
stress perfusion measurements are also acquired following the rest exam, co-registered
stress perfusion, rest perfusion, coronary flow reserve (CFR), and CT angiography data
can all be obtained. Moreover, given the CT angiogram, minimum-cost-path myocardial

47, 97, 123, 133

assignment can also be used to generate coronary vessel-specific territories
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such that all stress perfusion, rest perfusion, and CFR data can be assessed in the left

anterior descending (LAD), left circumflex (LCx), and right coronary artery (RCA)®" 1%

individually® %°.

p _ (M‘IC_l dMC) AHU

1)

General Methods

The study was approved by the Animal Care Committee and was performed on twelve
male Yorkshire swine (43 = 11 kg). Each animal was imaged with the low-dose
comprehensive cardiac CT technique, which consisted of simultaneous FPA perfusion
and CT angiography under rest conditions followed by FPA perfusion under stress
conditions ten minutes later. Given the CT angiogram, minimum-cost-path myocardial

assignment47, 97, 123, 133

was then performed to generate coronary vessel-specific
territories, such that all stress perfusion, rest perfusion data could be assessed in the
LAD, LCx, and RCA individually*® %. The ratio of stress to rest perfusion in each vessel
was then used to compute CFR. All low-dose, vessel-specific rest and stress perfusion
and CFR measurements were then compared to the corresponding reference standard
retrospective FPA perfusion and CFR measurements®” % 12 Of important note, the
reference standard retrospective FPA perfusion technique was previously validated
versus invasive FFR, quantitative microsphere perfusion, and ultrasonic flow probe
measurement®” %8 122 A|| of the data was acquired by authors LH, ShM, YZ, PA, and JK

between 02/15/2017 and 12/13/2017, and was analyzed by authors LH and ShM

between 01/01/2018 and 04/20/2018. LH and YZ were research associates with more
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than three years of medical imaging research experience and ShM was a research
assistant with more than three years of medical imaging research experience. JK was a
vascular surgeon with more than ten years of clinical experience and PA was a

radiologist with more than fifteen years of clinical experience.

Animal Model Preparation

Anesthesia was induced in twelve animals with Telazol (4.4 mg/kg), Ketamine (2.2
mg/kg), and Xylazine (2.2 mg/kg), and was maintained with 1.5-2.5% Isoflurane
(Highland Medical Equipment, Temecula, CA and Baxter, Deerfield, IL). Sheaths were
placed (AVANTI®, Cordis Corporation, Miami Lakes, FL) in both femoral veins and were
used for IV adenosine and contrast material administration. Additionally, in three of the
animals, another sheath was placed in the right carotid artery and was used to pass a
Judkins Right (JR) catheter (Cordis Corporation, Miami Lakes, FL) into the left coronary
ostium. A pressure wire (PrimeWire PRESTIGE® Pressure Guide Wire, Volcano Corp,
Rancho Cordova, CA) was then advanced through the JR catheter into the distal left
anterior descending (LAD) coronary artery and a balloon was passed over the wire into
the mid LAD. The balloon was then used to generate several sub-occlusive stenoses
with fractional flow reserve (FFR, ComboMap, Volcano Corp., Rancho Cordova, CA)
severities of 0.7 — 0.9 under maximal IV stress (240 pg adenosine/kg/min, Model 55-

2222, Harvard Apparatus, Holliston, MA).
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FPA Rest Perfusion and CT Angiography Acquisition Methodology

Reference Standard FPA Rest Perfusion and CT Angiography Protocol: For all rest

perfusion conditions, contrast material (1 mL/kg, Isovue 370, Bracco Diagnostics,
Princeton, NJ) was injected (5 mL/s, Empower CTA, Acist Medical Systems, Eden
Prairie, MN) followed by a saline chaser (0.5 mL/kg) at the same rate. Whole-heart
volume scans were then acquired dynamically at 100 kVp and 200 mA (Aquilion One,
Canon Medical Systems, Tustin, CA) over fifteen to twenty seconds to completely
capture the aortic enhancement curve. Additionally, all volume scans were ECG-gated
with a 0.35 second rotation time with 320 x 0.5 mm collimation. After each acquisition,
V1 and V2 were selected systematically for reference standard FPA rest perfusion
measurement while V2 was also used for CT angiography, as previously validated
versus invasive FFR, quantitative microsphere perfusion, and ultrasonic flow probe
measurement”” %% 123 Reference standard vessel-specific rest perfusion measurements
in the LAD, LCx, and RCA were then derived using the CT angiogram and minimum-
cost-path myocardial assignment*” 97 123 133 Finally, the time delay (ATg) between V1
and V2 was estimated for each acquisition using automatic time-density-curve analysis
(Acquilion One, Canon Medical Systems, Tustin, CA) and was used, in place of a test
bolus'®*, for proper timing of the subsequent low-dose FPA rest perfusion and CT
angiography protocol. The entire reference standard FPA rest perfusion and CT

angiography protocol is shown in Figure 7.1c.
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Low-Dose FPA Rest Perfusion and CT Angiography Protocol: A 10-minute delay was

first employed after each reference standard rest acquisition to allow for adequate renal
clearance of contrast material from the blood pool prior to each low-dose rest
acquisition. After each delay, 1 mL/kg of contrast material was again injected (5 mL/s)
followed by a saline chaser (0.5 mL/kg) at the same rate. Low-dose, 2-mm slab,
dynamic bolus tracking at 100 kVp and 50 mA (SureStart, Aquilion One, Canon Medical
Systems, Tustin, CA) was then used, with V1 acquired after the aortic enhancement
exceeded 180 HU while V2 was acquired after V1 using the previously estimated time
delay, ATgr. Of important note, V1 was acquired at 100 kVp and 50 mA while V2 was
acquired at 100 kVp and 200 mA. Additionally, both volume scans were ECG-gated with
a 0.35 second rotation time with 320 x 0.5 mm collimation. After each acquisition, V1
and V2 were used for low-dose FPA rest perfusion measurement, while V2 was also
used for CT angiography. Low-dose vessel-specific rest perfusion measurements in the
LAD, LCx, and RCA were then derived using the CT angiogram and minimum-cost-path
myocardial assignment*” " 123 133 Finally, the CTDI3? for the low-dose FPA rest
perfusion and CT angiography protocol was recorded, with a size-specific dose estimate
(SSDE) also determined**® to account for the effective diameter of each swine used in

the study. The CTDI3% and SSDE were then used, along with a standard chest

o

conversion coefficient of 0.014 mSv/mGy*?®

and the 16 cm cranio-caudal coverage, to
estimate the effective dose of the low-dose FPA rest perfusion and CT angiography
protocol. The entire low-dose FPA rest perfusion and CT angiography protocol is shown

in Figure 1c.
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FPA Stress Perfusion Acquisition Methodology

Reference Standard FPA Stress Perfusion Protocol: For all stress perfusion conditions,

contrast material (1 mL/kg, Isovue 370, Bracco Diagnostics, Princeton, NJ) was injected
(5 mL/s, Empower CTA, Acist Medical Systems, Eden Prairie, MN) followed by a saline
chaser (0.5 mL/kg) at the same rate. Whole-heart volume scans were then acquired
dynamically at 100 kVp and 200 mA (Aquilion One, Canon Medical Systems, Tustin,
CA) over fifteen to twenty seconds to completely capture the aortic enhancement curve.
Additionally, all volume scans were ECG-gated with a 0.35 second rotation time with
320 x 0.5 mm collimation. After each acquisition, V1 and V2 were selected
systematically for reference standard FPA stress perfusion measurement, as previously
validated versus invasive FFR, quantitative microsphere perfusion, and ultrasonic flow

probe measurement®” % 123

Reference standard vessel-specific stress perfusion
measurements in the LAD, LCx, and RCA were then derived using the previously
acquired, co-registered, reference standard CT angiogram and minimum-cost-path
myocardial assignment®” 9" 123 133 Finally, the time delay (ATs) between V1 and V2
was estimated for each acquisition using automatic time-density-curve analysis
(Acquilion One, Canon Medical Systems, Tustin, CA) and was used, in place of a test

bolus'?*, for proper timing of the subsequent low-dose FPA stress perfusion protocol.

The entire reference standard FPA stress perfusion protocol is shown in Figure 7.1d.

Low-Dose FPA Stress Perfusion Protocol: A 10-minute delay was first employed after

each reference standard stress acquisition to allow for adequate renal clearance of

contrast material from the blood pool prior to each low-dose stress acquisition. After
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each delay, 1 mL/kg of contrast material was again injected (5 mL/s) followed by a
saline chaser (0.5 mL/kg) at the same rate. Low-dose, 2-mm slab, dynamic bolus
tracking at 100 kVp and 50 mA (SureStart, Aquilion One, Canon Medical Systems,
Tustin, CA) was then used, with V1 acquired after the aortic enhancement exceeded
180 HU while V2 was acquired after V1 using the previously estimated time delay, ATs.
Both V1 and V2 were acquired at 100 kVp and 50 mA and were ECG-gated with a 0.35
second rotation time with 320 x 0.5 mm collimation. After each acquisition, V1 and V2
were used for low-dose FPA stress perfusion measurement. Low-dose vessel-specific
stress perfusion measurements in the LAD, LCx, and RCA were then derived using the
previously acquired, co-registered CT angiogram and minimum-cost-path myocardial
assignment*” 9" 123 133 Einally, the CTDIZ? for the low-dose FPA stress perfusion
protocol was recorded, with a size-specific dose estimate (SSDE) also determined**® to
account for the effective diameter of each swine used in the study. The CTDI? and
SSDE were then used, along with a standard chest conversion coefficient of 0.014

mSv/mGy*?°

and the 16 cm cranio-caudal coverage, to estimate the effective dose of
the low-dose FPA stress perfusion protocol. The entire low-dose FPA stress perfusion

protocol is shown in Figure 7.1d.

Low-Dose Comprehensive Cardiac CT Image Processing

For both the rest and stress data, all volume scans were first reconstructed from full
projection data at 75% of the R-R interval using AIDR 3D reconstruction*?® and a voxel
size of 0.43 x 0.43 x 0.5 mm. The four volume scans of interest, i.e., V1rest, V2ResT,

Vlstress, and V2stress, from each acquisition were then registered and combined into
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maximum intensity projection (MIP) image volumes. Each MIP was then segmented
semi-automatically (Vitrea fX version 6.0, Vital Images, Inc., Minnetonka, MN), yielding
the entire myocardium and voxel-by-voxel rest and stress perfusion measurements
were computed according to Equation 1. The ratio of stress to rest perfusion was then
used to derive CFR. Furthermore, in order assess low-dose rest perfusion, stress
perfusion, and CFR measurements on a vessel-specific basis, as well as distal to
intermediate severity stenoses, the centerlines of the LAD, LCx, and RCA were semi-
automatically extracted (Vitrea fX version 6.0, Vital Images, Inc., Minnetonka, MN) from
each corresponding CT angiogram, and were used, along with the myocardial
segmentations, for minimum-cost-path (MCP) myocardial assignment, yielding three
separate coronary perfusion territories, with the LAD territory further partitioned distal to
each stenoses, as previously described*” % 123 133 All voxel-by-voxel rest perfusion,
stress perfusion, and CFR measurements were then averaged within each coronary
perfusion territory, yielding vessel-specific measurements. All vessel-specific rest
perfusion, stress perfusion, and CFR measurements were then quantitatively compared
to their corresponding reference standard retrospective measurements. Additionally, a
case-study was performed in a single animal to assess the clinical utility of the low-dose
comprehensive cardiac CT technique in the presence of intermediate severity stenoses
with FFR severities of 0.7 - 0.9. Specifically, the low-dose stress perfusion data, CFR
data, vessel-specific perfusion territory data, and predefined physiological cutoff
thresholds®* were used in combination to yield the mass percent distribution of stress
perfusion and CFR in the LAD, LCx, and RCA. The stress perfusion cutoff thresholds

were defined as follows: normal (>2.39 mL/min/g), minimal reduction (1.76 — 2.39
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mL/min/g), mild reduction (1.20 — 1.76 mL/min/g), moderate reduction (0.91 — 1.20
mL/min/g), and definite ischemia (0.00 — 0.91 mL/min/g)®*. The CFR cutoff thresholds
were defined as follows: normal (>3.37), minimal reduction (2.70 — 3.37), mild reduction
(2.03 — 2.70 mL/min/g), moderate reduction (1.74 — 2.03 mL/min/g), definite ischemia
(1.00 — 1.74), and myocardial steal (0.00 - 1.00)**. The entire low-dose comprehensive

cardiac CT image processing scheme is summarized in Figure 7.2.

Statistical Approach

Low-dose rest and stress perfusion measurements in the LAD, LCx, and RCA were
guantitatively compared to corresponding reference standard perfusion measurements
through regression, Bland-Altman, root-mean-square-error (RMSE), root-mean-square
deviation (RMSD), and Lin’s concordance correlation coefficient (CCC)%. Student’s T-
tests were also performed to determine if low-dose perfusion and CFR measurements
in the LAD, LCx, and RCA were significantly different from corresponding reference
standard perfusion and CFR measurements. All fit parameter data are reported with
95% confidence intervals displayed in brackets. All other data are reported as mean +
standard deviation. P-values less than 0.5 indicate significant differences. Statistical
software was used for all analyses (MatLab 2013a, MathWorks, Natick, MA; PS,
Version 3.0, Vanderbilt University, Nashville, TN; SPSS, Version 22, IBM Corporation,

Armonk, NY).
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Results

General Results

The heart rate and mean arterial pressure of the swine were 93 £ 10 beats per minute
and 71 + 9 mmHg, respectively. On average, low-dose rest perfusion in all three
coronary arteries combined was 0.50 + 0.22 mL/min/g, while corresponding reference
standard rest perfusion was 0.58 + 0.21 mL/min/g. Low-dose stress perfusion in all
three coronary arteries combined was 1.93 + 0.84 mL/min/g, while corresponding
reference standard stress perfusion was 1.92 + 0.73 mL/min/g. Furthermore, for the
intermediate severity stenoses, low-dose stress perfusion was 2.07 mL/min/g in the
proximal LAD and 1.20 + 0.32 mL/min/g in the distal LAD, while corresponding
reference standard stress perfusion was 2.04 mL/min/g and 1.40 + 0.40 mL/min/g,
respectively. Taken in ratio, low-dose CFR in all three coronary arteries combined was
3.81, while corresponding reference standard CFR was 3.31. Furthermore, for the
intermediate severity stenoses, low-dose CFR was 3.56 in the proximal LAD and 2.06 in
the distal LAD, while corresponding reference standard CFR was 3.19 and 2.18,
respectively. Average low-dose vessel-specific perfusion and CFR measurements in the
LAD, LCx, and RCA as compared to average reference standard perfusion and CFR
measurements are also shown in Table 7.1. Finally, the CTDI32, of rest perfusion, stress
perfusion, CFR, rest perfusion combined with CT angiography, and CFR combined with
CT angiography were 2.30, 2.30, 4.60, 5.75, and 8.05 mGy, respectively, with
corresponding size-specific dose estimates of 3.66, 3.66, 7.31, 9.14, and 12.80 mGy. In

combination, the maximum effective dose and size-specific effective dose of the
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comprehensive cardiac CT technique were 1.8 and 2.87 mSyv, respectively. All other

dose data are also reported in Table 7.2.

Accuracy and Precision

All low-dose perfusion (P_ow) and reference standard perfusion (Prgr) measurements in
all three coronary arteries combined under stress and rest perfusion conditions were
related by P ow = 1.04 Pgrgr - 0.08, with a Pearson's correlation of r = 0.94, a
concordance correlation of p = 0.94, a root-mean-square-error of 0.32 mL/min/g, and a
root-mean-square deviation of of 0.32 mL/min/g, as shown in Figure 7.3a and Table
7.3, with corresponding Bland-Altman analysis shown in Figure 7.3b. All low-dose
perfusion (PLow) and reference standard perfusion (Prer) measurements in all three
coronary arteries combined under stress perfusion conditions alone were related by
PLow = 1.04 Pgrer - 0.07, with a Pearson's correlation of r = 0.90, a concordance
correlation of of p = 0.89, a root-mean-square-error of 0.36 mL/min/g, and a root-mean-
square deviation of 0.36 mL/min/g, as shown in Figure 7.3c and Table 7.3, with
corresponding Bland-Altman analysis shown in Figure 7.3d. All low-dose vessel-
specific perfusion measurements in the LAD, LCx, and RCA individually as compared to
corresponding reference standard perfusion measurements are also shown in Table

7.3.

Application
For one animal with stenoses of FFR severities ranging from 0.9 - 0.7, the low-dose

stress perfusion data, CFR data, vessel-specific perfusion territory data, and predefined
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physiological cutoff thresholds* were used in combination to yield the mass percent
distribution of stress perfusion and CFR in the LAD, LCx, and RCA, as displayed in
Figure 7.4. Low-dose stress perfusion maps and co-registered angiography (V2gresr)
are also displayed for stress perfusion measurement in the absence and presence of a

physiologically significant LAD stenosis (FFR = 0.70), are shown in Figure 7.5.

Discussion

Indication of Results

The results of low-dose, vessel-specific rest and stress perfusion measurement, as well
as CFR measurement, were in agreement with corresponding reference standard
measurement. Specifically, there were no significant differences between the average,
low-dose, vessel-specific rest and stress perfusion measurements and the
corresponding average reference standard perfusion measurements. Moreover, the
low-dose rest and stress perfusion measurements also agreed with the corresponding
reference standard stress perfusion measurements, demonstrating near unity slope,
minimal offset, negligible bias, good concordance correlation, and small RMSE and
RMSD. With respect to the case study, the fractional breakdown of stress perfusion and
CFR in the LAD, LCX, and RCA also agreed with the physiological severity of the
induced stenosis. More specifically, the stress perfusion and CFR in the LAD decreased
proportionally as FFR decreased, while the stress perfusion and CFR in the LCx and
RCA, i.e., vessels without stenosis, remained normal. Visually, the spatial distribution of
low-dose stress perfusion also agreed with the induced flow conditions, where stress
perfusion without a stenosis was shown to be normal, while stress perfusion distal to an
physiologically significant LAD stenosis with FFR severity of 0.70 was shown to be
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markedly reduced. Additionally, the CTDI3% and SSDE of rest perfusion combined with
CT angiography, stress perfusion, and CFR were only 8.05 and 12.80 mGy,
respectively, corresponding to a maximum effective dose and size-specific effective

dose of 1.8 and 2.87 mSv for the comprehensive cardiac CT technique, respectively.

Comparison to Others

Reductions in stress dynamic CT perfusion have been shown to correlate well with
reductions in invasive fractional flow reserve®" **. However, there are a wide range of
stress perfusion cutoff thresholds that are used to classify the presence or absence of
significant multiform CAD*. Such variability in stress perfusion can be attributed to
natural heterogeneity in microvascular resistance that exists amongst patients'®. As
such, standardized stress perfusion cutoff threshold may be difficult to implement in
clinical practice. Fortunately, coronary flow reserve (CFR) used in combination with
stress perfusion can account for measurement variability and improve the accuracy of
physiological assessment of CAD**. Nevertheless, CFR measurement requires baseline
perfusion assessment in addition to stress perfusion assessment, increasing the
contrast and radiation dose per exam. Moreover, these is a growing body of evidence
that supports the need for CT angiography in addition to CT perfusion for improved
diagnostic sensitivity and specificity in noninvasive multiform CAD workup3® 7.
However, the cumulative radiation and contrast dose required to provide rest perfusion,

stress perfusion, CFR, and CT angiography together is currently too high to be clinically

useful. Several groups have shown that radiation dose can be reduced through tube
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voltage and tube current reduction™® **°, but such reductions remain incremental in that

a large number of volume scans are still necessary for perfusion measurement.

Fortunately, the work presented in this study differs from the current state of the field in
that the comprehensive cardiac CT technique enables accurate, low-dose, vessel-
specific rest and stress perfusion measurement while simultaneously providing CT
angiography and coronary flow reserve (CFR) using only four volume scans and two
contrast injections, respectively. As a result, the cumulative radiation and contrast dose
of CT-based comprehensive morphological and functional assessment of multiform
CAD can be dramatically reduced. More importantly, the technique can also provide

voxel-by-voxel and vessel specific*” 1%

stress perfusion and CFR measurements in
combination, further reducing variability in physiological assessment of CAD. Finally,
given the first-pass timing of the V2 volume scan during the low-dose, stress perfusion
acquisition, the comprehensive cardiac CT technique can easily be extended by adding
cardiac functional analysis (CFA). Specifically, if the stress V2 exposure time is
increased, the entire cardiac cycle can be captured, enabling added assessment of

cardiac output, ejection fraction, wall motion, and myocardial strain*% 4!,

Limitations

This study is not without limitations. First, the perfusion between the low-dose
acquisitions and their corresponding reference standard acquisitions was assumed to
be unchanged. However, fluctuations in the animals’ vitals between paired acquisitions

may have contributed to measurement variance. Hence, considerable effort was made
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to tightly control ventilation, anesthesia, 1V fluid administration, and hemodynamics such
that perfusion measurement variance was minimized between acquisitions. Second,
true prospective timing of V2 was not addressed. More specifically, V2 must be acquired
at or within one cardiac cycle of the peak of the aortic enhancement for FPA perfusion
measurements to be accurate, as well as for CT angiography to be acquired®” % 123,
Unfortunately, hemodynamic variability and differences in injection volume negate the

use of a fixed time delay between V1 and V228131,

Hence, the time delay (AT and
ATR) between V1 and V2 for both rest and stress was estimated from the corresponding
reference standard perfusion acquisitions, which is not clinically viable. However, such a
time delay can also be determined through the preemptive use of a low-dose diluted

test bolus acquisition'?*. Hence, proper timing of V2 can be predicted in advance, with

negligible increases in contrast and radiation dose per exam.

Third, the swine used in the study had a small effective diameter (23 cm) as compared
to the average 34 cm effective diameter of patients with CAD*. More specifically, at any
given tube current, measurement noise increases with effective diameter. As all of the
perfusion and CT angiography volume scans in this study were acquired at tube
currents of 50 and 200 mA, respectively, the performance of the comprehensive
cardiac CT technique may degrade in larger patients due to increased photon starvation
and attenuation bias'?’. Fortunately, exposure control techniques (SureExposure,
Acquilion One, Canon Medical Systems, Tustin, CA) enable automatic adjustment of the
tube current such that measurement noise is maintained for larger effective diameters,

although effective dose will increase proportionally. Using such an approach, a CAD

160



patient with an average effective diameter of 34 cm* will receive a maximum effective
dose of approximately 5.20 mSy, for combined rest perfusion, stress perfusion, CFR,
and CT angiography, as estimated by water phantom tests. Nevertheless, the cranial-
caudal coverage used in this study was 16 cm, whereas the cranial-caudal coverage
necessary for most whole-heart cardiac imaging is only 12 cm®. Hence, careful
collimation of the cardiac window will provide 25% more reduction in effective dose, i.e.,
a CAD patient with an average effective diameter of 34 cm** would receive a maximum
effective dose of only 3.90 mSv from comprehensive cardiac CT. Thus, the effective
dose of the comprehensive cardiac CT technique will still be substantially lower than the
10 mSv average effective dose of stress perfusion alone with current dynamic CT

perfusion techniques®®, even for large effective diameter patients.

One final limitation of the study was that only segmental disease in the LAD was
assessed, i.e., multi-vessel, diffuse, and microvascular disease were not considered.
Fortunately, the low-dose comprehensive cardiac CT technique can spatially resolve
perfusion and CFR on a voxel-by-voxel and vessel-specific basis; hence, detection of
focal, gradient, and global perfusion deficits is still feasible. Nevertheless, the accuracy
of voxel-by-voxel perfusion and CFR measurement depends on image noise.
Fortunately, local binning of voxel-by-voxel measurements can be used to suppress
image noise while still maintaining adequate spatial perfusion and CFR resolution. More

47, 133

importantly, minimum-cost-path myocardial assignment can be used to generate

coronary vessel-specific territories, i.e., voxel-by-voxel perfusion and CFR
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measurements can be averaged within each territory to yield vessel-specific perfusion

and CFR measurement, while also suppressing measurement variance®” %,

Conclusion

The low-dose comprehensive cardiac CT technique enables accurate, low-dose, vessel-
specific rest and stress perfusion measurement while simultaneously providing CT
angiography and coronary flow reserve (CFR) using only four volume scans and two
contrast injections, respectively. As a result, the total combined radiation and contrast
dose of CT-based CAD workup can be dramatically reduced, while also optimizing
clinical throughput. Moreover, if the exposure time of the stress V2 volume scan is
increased such that the entire cardiac cycle is captured, added assessment of cardiac
output, ejection fraction, wall motion, and myocardial strain is also feasible. Hence, the
comprehensive cardiac CT technique is unique in that can be tailed to a patient's
specific needs, i.e., a patient with a prior history of segmental CAD would benefit from
the stress perfusion and CFA arm of the technique, whereas a patient with intermediate
risk of CAD would benefit from the full workup, without CFA. Thus, 'one-stop-shop’
morphological and physiological assessment of CAD is feasible at a low radiation and
contrast dose, making comprehensive CT-based assessment of multiform CAD more
accurate, accessible, and impactful to patients in need. In summary, the low-dose
comprehensive cardiac CT technique was retrospectively validated in a swine model
and has the potential to be used for accurate, low-dose, vessel-specific morphological

and physiological assessment of coronary artery disease.
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Tables

Table 7.1. Low-dose perfusion and CFR measurement and reference standard

perfusion and CFR measurement mean comparison.

Condition Low-Dose Reference P-value
Measurements Measurements (a <0.05)
REST (N) (mL/min/g) (mL/min/g)

LAD (11) 0.58 £0.18 0.64 £ 0.20 0.37

LCx (8) 0.53+0.23 0.62 £ 0.17 0.23

RCA (8) 0.37+0.24 0.46 £ 0.23 0.32

ALL (27) 0.50 £ 0.22 0.58 £ 0.21 0.06

STRESS (N) (mL/min/g) (mL/min/g)

LAD (27) 1.88 + 0.83 1.90+0.72 0.76
Normal 2.07 £0.83 2.04£0.73 0.64
Stenosis 1.20+0.32 1.40 £ 0.40 0.12

LCx (18) 2.15+0.96 2.14 £ 0.90 0.92

RCA (18) 1.79+0.74 1.76 £ 0.54 0.73

ALL (63) 1.93+0.84 1.92 +0.73 0.92

CFR (*)

LAD 3.24 2.97 *
Normal 3.56 3.19 *x
Stenosis 2.06 2.18 *x

LCx 4.05 3.45 o

RCA 4.83 3.83 i

ALL 3.83 3.31 **

P-values less than 0.05 indicate significant mean perfusion differences. *Coronary flow reserve
(CFR) was computed as the ratio of mean stress to mean rest perfusion; hence, P-values were not
computed. N indicates the number of measurements; LAD, left anterior descending perfusion
territory; LCx, left circumflex perfusion territory; RCA, right coronary artery perfusion.
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Table 7.2. Low-dose comprehensive cardiac CT dose metrics.

Protocol Total CTDI SSDE ED SSED
(mGy) (mGy) (mSv) (mSv)
REST 2.30 3.66 + 0.43 0.52 0.82 +0.10
STRESS 2.30 3.66 + 0.43 0.52 0.82 +0.10
REST, STRESS, CFR 4.60 7.31+0.87 1.03 1.64 +0.19
REST + CTA 5.75 9.14 +1.08 1.29 2.05+0.24
COMPREHENSIVE CARDIAC CT: 8.05 12.80 + 3.04 1.80 2.87 +0.68

REST + CTA, STRESS, CFR

REST indicates rest perfusion measurement; STRESS, stress perfusion measurement; CFR,
coronary flow reserve measurement; REST + CTA, rest perfusion measurement combined with CT
angiography; CT dose index in mGy; SSDE, size-specific dose estimate in mGy; ED, effective dose
in mSv; SSED, size-specific effective dose is mSv.

164



Table 7.3. Low-dose perfusion measurement and reference standard
perfusion measurement accuracy and precision analysis

Condition Slope Intercept Pearson's r Lin’s CCC (RmML?rEin/g) E{mML?rain/g)

STRESS+REST (N)
1.04 10.09 0.95 0.95

LAD (38) [0.92,1.15] [-0.29,011] [0.91,097] [0.90,097] ©28 0.28
1.01 0.0 0.96 0.95

LCx (26) [0.87,1.16] [-0.33,022] [0.90,0.98]  [0.90,0.98] ©-32 0.32
1.09 013 0.92 0.90

RCA (26) [0.89,1.30] [-0.45 0.18] [0.82,0.96]  [0.79,0.96] ©°7 0.36
1.04 20.08 0.94 0.94

ALL (90) 10.96,1.12] [-0.22,0.05] [0.92,0.96]  [0.91,096] °°2 032

STRESS (N)
1.06 -0.14 0.92 0.91

D ) [0.88,1.25] [-0.51,023] [0.84,097] [0.82 096 31 e
0.98 0.04 0.92 0.92

= [0.76,1.20] [-0.47,055] [0.80,0.97] [0.79,0.97] ©°° Brels
113 20.20 0.83 0.79

R ) [0.73,1.54] [-0.94,054] [0.59,0.93] [0.51,092] O B
1.04 -0.07 0.90 0.89

AEE () [0.91,1.16] [-0.33,0.19] [0.85,0.94]  [0.83,004] ©°°36 URels

Brackets indicate 95% confidence intervals. FPA indicates first-pass analysis; kVp, tube voltage;
mA, tube current; N, number of perfusion measurements; LAD, left anterior descending perfusion
territory; LCx, left circumflex perfusion territory; RCA, right coronary artery perfusion territory;
ALL, all coronary perfusion territories combined; Lin’s CCC, Lin’s concordance correlation
coefficient; RMSE, root-mean-square error; RMSD, root-mean-square deviation.
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Figure 7.1: Low-dose comprehensive cardiac CT theory and implementation. (a) Whole-heart
myocardial compartment (Cyyo) used for first-pass-analysis dynamic CT perfusion measurement.
The input concentration (Cy) is derived from the lumen of the aorta. The myocardial mass, My in
Equation 1, is derived from the whole-heart myocardial compartment (Cyyo). (b) Following
contrast and saline injection, the first-pass enhancement within the aorta and myocardium are
shown in red and black, respectively. Two first-pass volume scans, V1 and V2 denoted in green,
are then acquired. Both V1 and V2 are used for dynamic CT perfusion (CTP), while V2 may also be
used for CT angiography (CTA) acquisition if the tube current of that volume scan is increased. (c)
The reference standard FPA rest perfusion and CT angiography protocol is comprised of dynamic
volume scan acquisition at 100 kVp and 200 mA over fifteen to twenty seconds. The low dose FPA
rest perfusion and CT angiography protocol is comprised of 2-mm slab dynamic bolus tracking at
100 kVp and 50 mA, threshold-based triggering at 180, and acquisition of two volume scans. V1is
acquired at 100 kVp and 50 mA, while V2 is acquired at 100 kVp and 200mA and is used for
additional CT angiography. (d) The reference standard FPA stress perfusion protocol is
comprised of dynamic volume scan acquisition at 100 kVp and 200 mA over fifteen to twenty
seconds. The low dose FPA stress perfusion and protocol is comprised of contrast injection
followed by 2-mm slab dynamic bolus tracking at 100 kVp and 50 mA, threshold-based triggering
at 180, and acquisition of two volume scans. Both V1 and V2 are acquired at 100 kVp and 50 mA.
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Figure 7.2: Low-dose comprehensive cardiac CT image processing scheme. For each
comprehensive cardiac CT assessment, the volume scans of interest (V1gest, V2gest, V1stress, and
V2stress) Were registered and combined into a maximum intensity projection (MIP) image volume.
The MIP was segmented and voxel-by-voxel rest and stress perfusion measurements were
computed. The centerlines of the LAD, LCx, and RCA were extracted from the CT angiogram
(V2rest), and were used for minimum-cost-path (MCP) myocardial assignment, yielding the LAD,
LCX, and RCA perfusion territories with the LAD territory further partitioned distal to each
stenoses (when present). All voxel-by-voxel rest and stress perfusion measurements were then
averaged within each coronary perfusion territory, vyielding vessel-specific perfusion
measurements. Finally, CFR was computed at the ratio of stress to rest perfusion.
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Figure 7.3: Low-dose vessel-specific perfusion measurement analysis. (a)
Regression analysis comparing low-dose vessel-specific stress and rest
perfusion measurements (P_ow) to corresponding reference standard stress and
rest perfusion measurements (Prer). (b) Corresponding low-dose vessel-specific
stress and rest perfusion Bland-Altman analysis. (c) Regression analysis
comparing low-dose vessel-specific stress only perfusion measurements (PLow)
to corresponding reference standard stress only perfusion measurements (Prgr).
(d) Corresponding low-dose vessel-specific stress only perfusion Bland-Altman
analysis. LAD indicates left anterior descending coronary artery; LCx, left
circumflex coronary artery; RCA, right coronary artery; RMSE, root-mean-square-
error; RMSD, root-mean-square-deviation; CCC, Lin's concordance correlation;
LOA, limits of agreement.
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Figure 7.4: Low-dose vessel-specific coronary flow reserve (CFR) versus stress
perfusion in the absence and presence of increasing severity LAD stenosis in a
single swine. LAD stenoses with fractional flow reserve (FFR) severities of 0.90 -
0.70 are displayed. LAD indicates perfusion and CFR in the left anterior
descending territory; LCX, perfusion and CFR in the left circumflex territory; RCA,
perfusion and CFR in the right coronary artery territory. Graphical Color Scheme:
Red = Normal flow, Orange = No ischemia but minimally reduced; Yellow = No
ischemia but mildly reduced; Green = moderately reduced flow capacity; Blue =
definite ischemia and/or myocardial steal; Black = predominantly scar.
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Figure 7.5: Application of the of the low-dose comprehensive cardiac CT
technique. Low-dose stress perfusion with co-registered CT angiography is
displayed. Stress perfusion measurement is displayed in the absence and
presence of a physiologically significant left anterior descending (LAD) coronary
artery stenosis. The perfusion deficit displayed in the short axis view (top row)
and anterior 3D view of the left ventricle (bottom row) had an FFR severity of 0.70.
The red arrow in the short axis and anterior 3D view of the left ventricle indicates
the perfusion defect in the LAD territory. The colorbar indicates low-dose stress
perfusion measurement in mL/min/g.
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CHAPTER 8: PROSPECTIVE ACQUISTION TIMING USING A DILUTED

TEST BOLUS AS COMPARED TO AN IDEAL BOLUS IN SWINE

Abstract

The accuracy of coronary computed tomography (CT) angiography depends upon the
degree of coronary enhancement as compared to the background noise. Unfortunately,
coronary contrast-to-noise ratio (CNR) optimization is difficult on a patient-specific
basis. Hence, the objective of this study was to validate a new combined diluted test
bolus and CT angiography protocol for improved coronary enhancement and CNR. The
combined diluted test bolus and CT angiography protocol was validated in six swine
(28.9 = 2.7 kg). Specifically, the aortic and coronary enhancement and CNR of a
standard CT angiography protocol and a new combined diluted test bolus and CT
angiography protocol were compared to a reference retrospective CT angiography
protocol. Comparisons for all data were made using box-plots, t-tests, regression,
Bland-Altman, root-mean-square error and deviation, as well as Lin's concordance
correlation. The combined diluted test bolus and CT angiography protocol was found to
improve aortic and coronary enhancement by 26% and 13%, respectively, as compared
to the standard CT angiography protocol. More importantly, the combined protocol was
found to improve aortic and coronary CNR by 29% and 20%, respectively, as compared
to the standard protocol. A new combined diluted test bolus and CT angiography
protocol was shown to improve coronary enhancement and CNR as compared to an

existing standard CT angiography protocol.
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Introduction

Coronary computed tomography (CT) angiography is a powerful tool for noninvasive
diagnosis of coronary artery disease. However, the accuracy of CT angiography
depends upon the degree of coronary enhancement and contrast-to-noise ratio
(CNR)¥2 %3 Fortunately, automatic exposure control can be used to optimize image

144, 145

noise , While dynamic bolus tracking can be used to trigger CT angiography

acquisition*** 1%°_ Unfortunately, patient-specific hemodynamic variability renders
dynamic bolus tracking unreliable in coronary enhancement optimization*?® 2% 147,
Hence, small volume test bolus injections (10-15 mL) are often used prior to CT
angiography acquisition to predict the time-to-peak enhancement**" **¢, However, the
time-to-peak predictions of such test bolus techniques are also known to be highly

variable!****!: hence, the problem of patient-specific coronary enhancement and CNR

optimization remains largely unsolved!?® 147 149. 152-154

Fortunately, recent work suggests that the peak enhancement of large volume diluted
test bolus injections is highly predictive of CT angiography peak enhancement™**.
Moreover, additional work suggests that bolus injection volume is most predictive of

h'3%- 131 where the time-to-peak enhancement occurs at one-half the bolus

bolus widt
width. Hence, a diluted test bolus of equivalent volume to that of a CT angiography
bolus has the potential to accurately predict the time-to-peak enhancement necessary
for patient-specific CT angiography optimization. Therefore, the purpose of this study

was to validate a new combined diluted test bolus and CT angiography protocol for

improved coronary enhancement and CNR. The central hypothesis was that a diluted

172



test bolus can be used prior to CT angiography acquisition to accurately predict the

time-to-peak necessary for optimal coronary enhancement and CNR.

Materials and Methods

General Methods

The study was approved by the Animal Care Committee and was performed in
agreement with the “Position of the American Heart Association on Research Animal
Use.” Six male Yorkshire swine (28.9 + 2.7 kg) were used, with two experimental aims
of interest. When possible, repeat measurements were made, with both experimental
aims successfully completed. All image data was acquired between 05/2017 and

07/2017 and was retrospectively analyzed between 07/2017 and 11/2017

Animal Preparation

Anesthesia was induced with Telazol (4.4 mg/kg), Ketamine (2.2 mg/kg), and Xylazine
(2.2 mg/kg), and was maintained with 1.5-2.5% Isoflurane (Highland Medical
Equipment, Temecula, CA and Baxter, Deerfield, IL). Sheaths were placed (5Fr,
AVANTI®, Cordis Corporation, Miami Lakes, FL) in each femoral vein and were used for

drug, fluid, and contrast material administration.

Prediction of Time-To-Peak Enhancement
For each animal, standard un-dilute and diluted test bolus injection protocols were
performed followed by dynamic imaging and analysis to determine which test bolus was

most predictive of a reference CT angiography bolus time-to-peak enhancement. When
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possible, repeat measurements were also made in the six swine, yielding a total of
fourteen measurements for the standard test bolus protocol analysis, and a total of

twelve measurements for the diluted test bolus protocol analysis.

Standard Test Bolus Protocol: 10 mL of contrast material (Isovue 370, Bracco

Diagnostics, Princeton, NJ) was injected (5 mL/s, Empower CTA, Acist Medical
Systems, Eden Prairie, MN) followed by saline chaser (0.5 mL/kg) at the same rate.
Volume scans were then acquired (Aquilion One, Toshiba America Medical Systems,
Tustin, CA) over twenty seconds to capture the time-attenuation-curve, as shown in

Figure 8.1a.

Diluted Test Bolus Protocol: 10 mL of contrast material was diluted in saline (1 mL/kg)

and was injected (5 mL/s) followed by a saline chaser (0.5 mL/kg) at the same rate.
Volume scans were then acquired over twenty seconds to capture the time-attenuation-

curve, as shown in Figure 8.1b.

Reference CT Angiography Bolus Protocol: 1 mL/kg of contrast material was injected (5

mL/s) followed by a saline chaser (0.5 mL/kg) at the same rate. Volume scans were
then acquired over twenty seconds to capture the reference CT angiography bolus time-

attenuation-curve, as shown in Figure 8.1c.

CT Imaging: All dynamic imaging protocols were ECG-gated and were performed at 100

kVp and 200 mA with 320 x 0.5 mm collimation and 16 cm of cranio-caudal coverage.
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Additionally, a 10-minute delay was employed after each protocol to allow for adequate
clearance of contrast material from the blood pool prior to initiating the next protocol.
After imaging was complete, all volume scans were retrospectively reconstructed from
full projection data at 75% of the R-R interval using an FCO03 kernel and a reconstruction

voxel size of 0.43 x 0.43 x 0.50 mm.

Image Processing: For each series of acquisitions, the volume scan with peak aortic

enhancement was selected from the reference bolus volumes scans and all test bolus
and reference bolus volume scans were deformably registered to that peak
enhancement volume scan to minimize motion artifacts®. The aorta was then
segmented semi-automatically through threshold-based region-growing (Vitrea fX
version 6.0, Vital Images, Inc., Minnetonka, MN), producing a vascular volume-of-
interest. The vascular volume-of-interest was then radially eroded by two voxels to
eliminate partial volume artifact, yielding the central luminal volume of the aorta. Using
that central luminal volume, time-attenuation-curves for the test bolus and reference
bolus data were produced by computing the average Hounsfield Unit within that luminal
volume over time. Time-to-peak enhancement data for each protocol were then
extracted with a gamma variate fit function (MatLab 2013a, MathWorks, Natick, MA).

The image processing scheme is summarized in Figure 8.2a.

Optimization of Enhancement and CNR
For each animal, a standard CT angiography protocol was performed along with a

combined diluted test bolus and CT angiography protocol. In each case, the CT dose
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index (CTDI33,) and dose-length-product (DLP) was also recorded. The peak
enhancement and CNR for the left anterior descending (LAD), left circumflex (LCx), and
right coronary artery (RCA) for the standard and combined protocols were then
compared to corresponding data from a reference retrospective CT angiography
protocol. When possible, repeat measurements were also made in the six swine,

yielding a total of ten measurements for the peak enhancement and CNR analysis.

Standard CT Angiography Protocol: 1 mL/kg of contrast material was injected (5 mL/s)

followed by a saline chaser (0.5 mL/kg) at the same rate. Dynamic bolus tracking was
used (SureStart, Aquilion One, Toshiba America Medical Systems, Tustin, CA), and a
CT angiogram was acquired automatically using a standard clinical protocol with a fixed
time delay of four seconds after threshold-based triggering at 180 Hounsfield Units in

the aorta, as shown in Figure 8.3a.

Combined Diluted Test Bolus and CT Angiography Protocol: 10 mL of contrast material

was diluted in saline (1 mL/kg) and was injected (5 mL/s) followed by a saline chaser
(0.5 mL/kg) at the same rate. 2-mm slab CINE scanning was then performed in 1.5
second intervals over 20 seconds, and the time-to-peak aortic enhancement was
derived. The CT angiography protocol was then manually updated to incorporate the
measured time-to-peak. 1 mL/kg of contrast material was then injected (5 mL/s)
followed by a saline chaser (0.5 mL/kg) at the same rate. Dynamic bolus tracking was

again used, but this time the CT angiogram was acquired using the new time-to-peak
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delay after threshold-based triggering at 180 Hounsfield Units in the aorta, as shown in

Figure 8.3b.

Reference Retrospective CT Angiography Protocol: 1 mL/kg of contrast material was

injected (5 mL/s) followed by a saline chaser (0.5 mL/kg) at the same rate. Volume
scans were then acquired over twenty seconds to capture the reference retrospective

CT angiography time-attenuation-curve, as shown in Figure 8.3c.

CT Imaging: All dynamic imaging protocols were ECG-gated and were performed at 100
kVp and 200 mA, where all bolus tracking images had a collimation of 1 x 2.0 mm and
all volume scans had a collimation of 320 x 0.50 mm. Additionally, a 10-minute delay
was employed after each protocol to allow for adequate clearance of contrast material
from the blood pool prior to initiating the next protocol. After imaging was complete, all
bolus tracking images and volume scans were retrospectively reconstructed from full
projection data at 75% of the R-R interval using an FC03 kernel and a reconstruction

voxel size of 0.43 x 0.43 x 2.0 mm and 0.43 x 0.43 x 0.50 mm, respectively.

Image Processing: For each series of acquisitions, the volume scan with peak aortic

enhancement was selected from the reference retrospective volumes scans and all CT
angiograms and reference retrospective volume scans were deformably registered to
that peak enhancement volume scan to minimize motion artifacts®®. The aorta, LAD,
LCx, and RCA were then segmented semi-automatically through threshold-based

region-growing (Vitrea fX version 6.0, Vital Images, Inc., Minnetonka, MN), producing
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four separate vascular volumes-of-interest. Each vascular volume-of-interest was then
radially eroded by two voxels to eliminate partial volume artifact, yielding the central
luminal volume of the aorta, LAD, LCx, and RCA. Peak enhancement and CNR data
were then computed within each central luminal volume for each protocol, where CNR
was defined as the attenuation difference between each central luminal volume and the
left ventricular myocardium, divided by the image noise. The image processing scheme

is summarized in Figure 8.2b.

Statistical Approach

First, the accuracy and precision of both test bolus protocols in prediction of reference
bolus time-to-peak aortic enhancement was assessed using regression, Bland-Altman,
root-mean-square-error, root-mean-square deviation, and Lin’s concordance correlation
coefficient®. Box-plots were generated, and paired sample t-tests were performed to
determine if the time-to-peak enhancement of each protocol was significantly different
from the reference protocol (p < 0.05). , Next, the accuracy and precision of both CT
angiography protocols in prediction of a reference retrospective CT angiography
protocol’s peak enhancement and CNR was assessed using regression, Bland-Altman,
root-mean-square-error, root-mean-square-deviation, and Lin’s concordance correlation
coefficient®. Box-plots were again generated, and paired sample t-tests were again
performed to determine if the peak enhancement and CNR of each protocol was
significantly different from the reference protocol (p < 0.05). Statistical software was
used for all analysis (MatLab 2013a, MathWorks, Natick, MA; PS, Version 3.0,

Vanderbilt University, Nashville, TN; SPSS, Version 22, IBM Corporation, Armonk, NY).
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Results

Prediction of Time-To-Peak Enhancement

The heart rate and mean arterial pressure of the swine were 88 + 13 beats per minute
and 75 + 19 mmHg, respectively. The test bolus and reference CT angiography bolus
enhancement curves are displayed in Figure 8.4a, while the test bolus and reference
CT angiography bolus time-to-peak data box-plots are shown in Figure 8.4b. On
average, the time-to-peak data for the standard test bolus and diluted test bolus were
49+15(p=0.00and 6.4 £ 1.6 (p = 0.9) seconds, respectively, while the time-to-peak
data for the reference CT angiography bolus was 6.2 + 1.6 seconds. Furthermore, the
time-to-peak data for the standard test bolus (TTPstg) and reference CT angiography
bolus (TTPrer) were related with a Pearson's correlation of r = 0.8 and a concordance
correlation of p = 0.6, as shown in Figure 8.4c, with corresponding Bland-Altman
analysis displayed in Figure 8.4d. Finally, the time-to-peak data for the diluted test
bolus (TTPptg) and reference CT angiography bolus (TTPgrgr) were related with a
Pearson's correlation of r = 1.0 and a concordance correlation of p = 1.0, as shown in

Figure 8.4e, with corresponding Bland-Altman analysis displayed in Figure 8.4f.

Optimization of Enhancement and CNR

The CTDI33, and DLP of the standard CT angiography protocol were 4.6 mGy and 73.6
mGy-cm, respectively. The CTDI33, and DLP of the diluted test bolus alone were 59.8
mGy and 12.0 mGy-cm, respectively. In combination, the CTDI33, and DLP of the
combined diluted test bolus and CT angiography protocol were and 64.4 mGy and 85.6

mGy-cm, respectively. Box-plots for the standard, combined, and reference
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retrospective CT angiography protocol peak enhancement and CNR data are shown in
Figure 8.5a and 8.5b, respectively, with corresponding paired sample t-test data also
shown in Table 8.1. Furthermore, for the standard CT angiography protocol, the peak
enhancement data (PEAKstan) in both the aorta and coronaries were related to the
reference retrospective CT angiography peak enhancement data with a Pearson's
correlation of r = 0.8 and a concordance correlation of p = 0.8, as shown in Figure 8.6a
and Table 8.2, with corresponding Bland-Altman analysis displayed in Figure 8.6b. The
CNR data (CNRsTan) in both the aorta and coronaries were also related to the reference
retrospective CT angiography CNR data (CNRgrgr) with a Pearson's correlation of r =
0.9 and a concordance correlation of p = 0.8, as shown in Figure 8.7a and Table 8.2,

with corresponding Bland-Altman analysis also displayed in Figure 8.7b.

Finally, for the combined diluted test bolus and CT angiography protocol, the peak
enhancement data (PEAKcowmg) in both the aorta and coronaries were related to the
reference retrospective CT angiography peak enhancement data (PEAKggr) with a
Pearson's correlation of r = 1.0 and a concordance correlation of p = 1.0, as shown in
Figure 8.6¢c and Table 8.2, with corresponding Bland-Altman analysis displayed in
Figure 8.6d. The CNR data (CNRcowmg) in both the aorta and coronaries were also
related to the reference retrospective CT angiography CNR data (CNRggr) with a
Pearson's correlation of r = 1.0 and a concordance correlation of p = 1.0, as shown in
Figure 8.7c and Table 8.2, with corresponding Bland-Altman analysis displayed in

Figure 8.7d. Qualitative multiplanar reformations (MPRs) of the LAD for the standard,
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combined, and reference retrospective CT angiography protocols are shown in Figure

8.5c.

Discussion

In this study, standard un-dilute and diluted test bolus injection protocols were first
performed followed by dynamic imaging and analysis to determine which test bolus was
most predictive of reference CT angiography bolus time-to-peak enhancement. A
standard CT angiography protocol was then performed along with a combined diluted
test bolus and CT angiography protocol, and the peak enhancement and CNR of the
LAD, LCx, and RCA for both protocols were then compared to a reference retrospective

CT angiography protocol.

The results indicate that a diluted test bolus can be used to accurately predict the time-
to-peak enhancement of a CT angiography bolus. However, a standard test bolus was
shown to underestimate the time-to-peak enhancement by more than 20%.
Furthermore, the diluted test bolus performed better than the standard test bolus in
time-to-peak enhancement prediction, demonstrating higher concordance correlation®?
and negligible bias, as compared to the reference CT angiography bolus. Such findings
indicate that the enhancement of a diluted test bolus does, in fact, parallel that of a CT

angiography bolus, independent of cardiac output.

Moreover, the combined diluted test bolus and CT angiography protocol was found to

improve peak aortic and coronary enhancement and CNR by 26%, 13%, 29% and 20%,
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respectively, as compared to the standard CT angiography protocol, while only
increasing the DLP by 12 mGy-cm. Additionally, the combined diluted test bolus and CT
angiography protocol demonstrated better concordance correlation®? and less bias than
the standard CT angiography protocol, as compared to the reference retrospective CT
angiography protocol. Such findings indicate that a diluted test bolus can, in fact, be
used to significantly improve peak enhancement and CNR through accurate prediction

of the time-to-peak necessary for optimal acquisition of the CT angiogram.

Overall, the findings of this study agree with the findings of others regarding
optimization of CT angiography. Specifically, the limitations of the standard test bolus in
prediction of time-to-peak enhancement agree well with the findings of van Hoe et al.
and Kaatee et al., where poor to moderate correlation was found with the actual time-to-
peak of the CT angiography bolus™® !, Additionally, with respect to using a test bolus
versus dynamic bolus tracking for CT angiography, Nakajima et al. and Rodrigues et al.
also found better peak enhancement and CNR when using a test bolus with a patient-
specific time delay as compared to dynamic bolus tracking with a fixed time delay**® *°.
Nevertheless, Nakaura et al. and Platt et al. found no such improvements**” 2 but this

difference is likely attributed to the fact that a standard test bolus has a different time-

attenuation-curve as compared to a CT angiography bolus.

To improve test bolus reliability, Masuda et al. evaluated the performance of a diluted
and standard test bolus in prediction of peak enhancement of CT angiography in the

aorta'®. Interestingly, they found that peak enhancement for a diluted test bolus was
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strongly predictive of peak enhancement for CT angiography, while peak enhancement
for a standard test bolus was not (r = 0.7 vs. r = 0.4). Such findings are further explained
by work done by Garcia et al. and Han et al., where injection volume was found to be
most predictive of bolus width'*® 3!, That being said, the work of Masuda et al.
remained limited to aortic peak enhancement prediction alone. Hence, our study
focuses instead on the ability of a diluted test bolus to accurately predict the time-to-
peak enhancement of a CT angiography bolus. Moreover, we use those time-to-peak
predictions to improve the peak enhancement and CNR of CT angiography in the aorta,

LAD, LCx, and RCA.

However, this study is not without limitations. First off, the study was performed on a
small number of healthy swine, reducing the power of the study while also limiting
assessment of CT angiography quality to coronary enhancement and CNR alone.
Hence, validation in a human cohort using CT angiography quality assessment metrics
such as CNR, coronary length and number of side branches, stenosis severity, and
plaque volume is still necessary™®. Additionally, while the standard, combined, and
reference retrospective CT angiography protocols did employ a mass-adjusted contrast
volume (1 mL/kg), the test bolus protocols did not (10 mL). Consequently, the test bolus
peak enhancement was higher than the 100-200 Hounsfield Unit enhancement normally

seen in human subjects®?* 14’

, as central blood volume scales proportionally with
mass™* **’. However, given the analogous relation between the diluted test bolus and
standard CT angiography bolus geometries, variations in central blood volume should

not impact the diluted test bolus’s ability to predict the time-to-peak enhancement for CT
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angiography. Hence, 10 mL of contrast was used for the test bolus protocols, as 10-15

mL test bolus injections are used clinically**°.

That being said, the inability of the standard CT angiography protocol to compensate for
large variations in cardiac output was likely compounded by the high heart rate and
significant heart rate variability of the swine used within this study. However, as cardiac
output is the product of both heart rate and stroke volume, coronary artery disease
patients will still display variations in cardiac output, time-to-peak, and peak
enhancement, regardless of beta blockade, due to known variations in stroke work*?®
129 Hence, it is expected that a combined diluted test bolus and CT angiography
protocol will still provide more clinical value than a standard CT angiography protocol

alone, although further validation is necessary.

Despite the advantages of the combined diluted test bolus and CT angiography
protocol, implementation of such a protocol may be clinically complex. Specifically, the
combined protocol requires diluted contrast to be made, injected, and imaged prior to
CT angiography; thus, adding time, contrast dose, and effective radiation dose per
exam. That being said, exam time can be reduced using injector technology that is
capable of co-injection of contrast and saline, i.e., dilution, prior to serial injection of
contrast and saline™®. Moreover, given the time-to-peak, peak enhancement, and CNR
gains afforded by using a diluted test bolus, it may be possible to reduce the total
volume of contrast necessary for patient-specific CT angiography, while still maintaining

adequate image quality. Finally, with respect to effective radiation dose, the advent of
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dynamic bolus tracking and iterative reconstruction techniques*® ensure that the dose
of a diluted test bolus is very small (DLP = 12 mGy-cm), as compared to the dose of CT
angiography (DLP = 73.6 mGy-cm). Furthermore, there is additional potential to improve
dynamic bolus tracking techniques, such that time-to-peak enhancement prediction may
be performed without the need for a diluted test bolus, although further validation is

necessary.

Conclusion

The combined diluted test bolus and CT angiography protocol uses a low-dose diluted
test bolus for time-to-peak enhancement prediction prior to CT angiography. Given the
analogous relation between the diluted test bolus and CT angiography bolus, the
combined protocol ensures that peak enhancement and CNR are always achieved,
independent of central blood volume or cardiac output. In summary, the combined
diluted test bolus and CT angiography protocol was retrospectively validated in a swine
model and has the potential to improve enhancement and CNR for CT angiography

through optimal image acquisition timing.
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Tables

Table 8.1: Standard, combined, and reference retrospective CT angiogram peak

enhancement and CNR mean comparison

PROTOCOL CT ANGIOGRAM REFERENCE P < 0.05
STANDARD (N)
AORTA (10)
Enhancement (HU) 656.4 + 232.7 824.4 +161.4 0.0**
CNR 125+5.2 159+5.38 0.0**
LAD (10)
Enhancement (HU) 3485 +77.3 433.8 +53.7 0.0**
CNR 50+27 7.1+£31 0.0**
LCx (10)
Enhancement (HU) 347.3+82.4 391.8+73.2 0.2
CNR 49+28 59+20 0.2
RCA (10)
Enhancement (HU) 3145+77.1 347.6 £ 68.4 0.1
CNR 43+3.2 53+33 0.1
LAD+LCx+RCA (30)
Enhancement (HU) 336.8+77.8 391.0+72.7 0.0**
CNR 48+28 6.1+2.9 0.0**
COMBINED (N)
AORTA (10)
Enhancement (HU) 828.0 £122.5 824.4 +161.4 0.9
CNR 16.1+5.4 15.9+5.8 0.6
LAD (10)
Enhancement (HU) 395.5+94.2 433.8 +53.7 0.1
CNR 6.6 +3.4 71+3.1 0.2
LCx (10)
Enhancement (HU) 391.1 +89.8 391.8+73.1 1.0
CNR 55+27 59+20 0.4
RCA (10)
Enhancement (HU) 354.2+74.4 347.6 +68.4 0.9
CNR 51+33 53+33 0.7
LAD + LCx + RCA (30)
Enhancement (HU) 380.3£85.9 391.0+£72.7 0.2
CNR 57+3.1 6.11+29 0.1

CT indicates computed tomography; CNR, contrast-to-noise ratio; N, number of
measurements; HU, Hounsfield Units; LAD, left anterior descending; LCx, left

circumflex; RCA, right coronary artery; DTB, diluted test bolus. Unless otherwise

stated, all peak enhancement and CNR data are MEAN + STD. **Indicates a p-
value less than 0.05, i.e., a significant peak enhancement or CNR difference as

compared to the reference.
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Table 8.2. Standard, combined, and reference retrospective CT angiogram peak
enhancement and CNR regression analysis

PROTOCOL SLOPE INTERCEPT r cce RMSE __ RMSD
STANDARD (N)
AORTA (10)
0.9 -119.7 0.7 05
Enhancement (HU) (0.1, 1.8] [-866.1, 626.6] [0.0, 0.9] [0.3, 0.8] 237.2 167.2
0.7 12 0.8 0.7
CNR (0.3, 1.2] [-6.2, 8.6] 0.3, 1.0] [0.1,0.9] 47 3.0
LAD (10)
05 136.6 0.3 0.2
Enhancement (HU) [-0.6, 1.6] [-345.7, 618.8] (0.4, 0.8] [0.5.0.7] 112.7 69.0
0.7 0.2 0.8 0.7
CNR (0.3, 1.1] [-3.3, 2.8] [0.4, 1.0] [0.0, 0.9] 2.1 1.4
LCx (10)
0.0 340.5 0.0 0.0
Enhancement (HU) [-0.9, 0.9] [-24.6, 705.7] [-0.6, 0.6] [-0.6, 0.6] 112.9 78.2
0.9 0.2 0.6 05
CNR 0.0, 1.8] [5.8, 5.4] [0.0, 0.9] [-0.1, 0.9] 2.3 21
RCA (10)
0.9 19.9 0.8 0.7
Enhancement (HU) [02,1.5] [194.4, 234.2] [0.2,0.9] [0.1, 0.9] 593 48.2
0.9 03 0.9 0.9
CNR [0.5, 1.2] [-2.4, 1.8] [0.6,1.0] [0.5, 1.0] L7 13
LAD+LCx+RCA (30)
0.4 173.8 0.4 0.3
Enhancement (HU) [0.0, 0.8] [22.0, 325.5] [0.0, 0.7] [-0.1, 0.6] 98.3 70.5
0.8 0.0 0.8 0.7
CNR [0.6, 1.0] [-1.6, 1.6] [0.6, 0.9] [0.5, 0.9] 2.3 L7
COMBINED (N)
AORTA (10)
0.7 245.7 0.9 0.9
S rEmERmE (1) 0.4, 1.0] [7.8, 483.5] [0.6. 1.0] [0.5, 1.0] e S0
0.9 2.0 10 10
Sl (0.7, 1.1] [-2.0, 5.9] [0.8, 1.0] [0.8, 1.0] e e
LAD (10)
14 -196.8 0.8 0.6
EATEREREE (L) [0.5, 2.2] [-580.3, 186.6] [0.3, 0.9] [-0.1, 0.9] ks 283
10 0.6 0.9 0.9
G (0.7, 1.3] [-3.2,1.9] 0.7, 1.0] 0.7, 1.0] e 2
LCx (10)
1.0 -15.9 0.8 0.8
EATEREREE (L) 0.5, 1.6] [-242.8, 211.1] [0.4. 1.0] 0.3, 0.9] e e
12 13 0.9 0.8
SR [0.6, 1.7] [-4.8, 2.3] [0.5, 1.0] [0.4, 1.0] e ot
RCA (10)
0.8 75.8 0.7 0.7
S rEEEmE (1) (0.2, 1.3] [-120.5, 272.1] 0.3, 0.9] [0.2, 0.9] =t il
0.9 0.4 0.9 0.9
I3 [0.6, 1.2] [-1.8, 2.5] [0.6, 1.0] [0.6, 1.0] L4 =
LAD+LCx+RCA (30)
0.9 305 0.7 0.7
Enhancement (HU) 0.6, 1.1] [-88.8, 149.7] 0.5, 0.9] 0.5, 0.9] 59.5 57.1
1.0 0.2 0.9 0.9
Gl (0.8, 1.2] [-1.4, 1.0] 0.8, 1.0] 0.8, 1.0] e o2

CT indicates computed tomography; CNR, contrast-to-noise ratio; r, Pearson’s
correlation coefficient; CCC, Lin’s concordance correlation coefficient; RMSE,
root-mean-square error; RMSD, root-mean-square deviation; N, number of
measurements; HU, Hounsfield Units; LAD, left anterior descending; LCx, left
circumflex; RCA, right coronary artery; DTB, diluted test bolus. Brackets indicate
95% confidence intervals.
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Figures

Contrast
Injection
Standard
(a)
Test Bolus .
[l 10 cc Undiluted Contrast
[ 1cc/kg Diluted Contrast
Diluted - 1 cc/kg Undiluted Contrast
Test Bolus

D 0.5 cc/kg Saline Chaser

Reference CT . Dynamic Volume Scanning

(c) Angiography
Bolus

0 t=20s

Figure 8.1: Standard, diluted, and reference CT angiography bolus injection
protocol comparison. (a) Standard test bolus (STB) injection protocol, (b) diluted
test bolus (DTB) injection protocol, (c) reference CT angiography bolus (REF)
injection protocol. All bolus injection protocols were followed by the same 20
second dynamic imaging protocol to completely capture each time-attenuation-
curve of interest for analysis.

188



Dynamic Reference Outcome
Acquisition CT Angiogram Measure #1

Aortic VOI

Aortic VOI LAD VOI LCx VOI RCAVOI

Outcome
Measure #2

Peak Enhancement and CNR

Figure 8.2: Image processing scheme. The peak enhancement volume scan was
first selected from the reference computed tomography (CT) angiography bolus
protocol data for vascular volume-of-interest (VOI) segmentation and post-
processing. (a) The aortic VOI was used to generate time-attenuation-curves for
the standard test bolus, diluted test bolus, and reference CT angiography bolus
protocol data, and time-to-peak (TTP) enhancement data was then extracted in
each case through automatic gamma variate fitting. (b) The aortic VOI, left
anterior descending (LAD) VOI, left circumflex (LCx) VOI, and right coronary
artery (RCA) VOI were used to compute peak enhancement and contrast-to-noise
(CNR) for both standard and combined CT angiography protocols, and all data
were then compared to the reference retrospective CT angiography protocol data.

189



Contrast Triggering at cT
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D 0.5 cc/kg Saline Chaser . Dynamic Volume Scanning

Figure 8.3. Standard, combined, and reference CT angiography acquisition
protocol comparison. (a) Standard CT angiography protocol, (b) combined diluted
test bolus (DTB) and CT angiography protocol, and (c) reference retrospective CT
angiography protocol, where 20 seconds of ECG-gated dynamic imaging was
performed to capture peak aortic and coronary enhancement and contrast-to-
noise ratio (CNR).
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Figure 8.4: Test bolus and reference CT angiography bolus time-to-peak enhancement
comparison. (a) Bolus time-attenuation-curve geometry comparison. (b) Bolus time-to-peak (TTP)
enhancement box-plot comparison. STB indicates standard test bolus; DTB, diluted test bolus;
REF, reference CT angiography bolus. **Indicates a p-value less than 0.05, i.e., a significant time-
to-peak difference with the reference CT angiography bolus. (c) Regression analysis comparing
the standard test bolus time-to-peak data (TTPsyg) to the reference CT angiography bolus time-to-
peak data (TTPgrgr), with (d) corresponding Bland-Altman analysis displayed. (e) Regression
analysis comparing the diluted test bolus time-to-peak data (TTPp) to the reference CT
angiography bolus time-to-peak data (TTPggr), with (f) corresponding Bland-Altman analysis
displayed. RMSE indicates root-mean-square error; RMSD, root-mean-square deviation, CCC,
Lin’s concordance correlation coefficient; LOA, limit of agreement.
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Figure 8.5: Standard, combined, and reference CT angiography peak
enhancement and CNR comparison. (a) Aortic and coronary peak enhancement
box-plot comparison for the standard and combined CT angiography protocols as
compared to areference retrospective CT angiography protocol. (b) Aortic and
coronary CNR box-plot comparison for the standard and combined CT
angiography protocols as compared to a reference retrospective CT angiography
protocol. (c) Long axis and cross sectional multiplanar reformations (MPRS) of
the left anterior descending (LAD) coronary artery for the standard and combined
CT angiography protocols as compared to the reference retrospective CT
angiography protocol. HU indicates Hounsfield Units; LAD, left anterior
descending; LCx, left circumflex; RCA, right coronary artery; **Indicates a p-value
less than 0.05, i.e., a significant peak enhancement or CNR difference with the
reference retrospective CT angiography data.
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Figure 8.6: Standard, combined, and reference CT angiography peak
enhancement regression analysis. (a) Regression analysis comparing the aortic
and coronary peak enhancement data from the standard CT angiography protocol
(PEAKsTaN) to corresponding aortic and coronary peak enhancement data from
the reference retrospective CT angiography protocol (PEAKgeg), with (b) Bland-
Altman analysis also displayed. (c) Regression analysis comparing the aortic and
coronary peak enhancement data from the combined diluted test bolus (DTB) and
CT angiography protocol (PEAKcoms) to corresponding aortic and coronary peak
enhancement data from the reference retrospective CT angiography protocol
(PEAKRer), with (d) Bland-Altman analysis also displayed. RMSE indicates root-
mean-square error; RMSD, root-mean-square deviation; CCC, Lin’s concordance
correlation coefficient; LAD indicates left anterior descending; LCx, left
circumflex; RCA, right coronary artery; LOA, limit of agreement.
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Figure 8.7: Standard, combined, and reference CT angiography CNR regression
analysis. (a) Regression analysis comparing the aortic and coronary CNR data
from the standard CT angiography protocol (CNRstan) to corresponding aortic
and coronary CNR data from the reference retrospective CT angiography protocol
(CNRRgegr), with (b) Bland-Altman analysis also displayed. (c) Regression analysis
comparing the aortic and coronary CNR data from a combined diluted test bolus
(DTB) and CT angiography protocol (CNRcowms) to corresponding aortic and
coronary CNR data from the reference retrospective CT angiography protocol
(CNRggr), with (d) Bland-Altman analysis also displayed. RMSE indicates root-
mean-square error; RMSD, root-mean-square deviation; CCC, Lin’s concordance
correlation coefficient; LAD indicates left anterior descending; LCx, left
circumflex; RCA, right coronary artery; LOA, limit of agreement.
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CHAPTER 9: PROSPECTIVE ACQUISTION TIMING USING AN
OPTIMAL BOLUS TIMING THEORY AS COMPARED TO AN IDEAL

BOLUS IN SWINE

Abstract

The feasibility of a low-dose first-pass analysis (FPA) dynamic CT perfusion technique
depends upon proper prospective acquisition of two whole-heart volume scans; V1 at
the base of the aortic enhancement and V2 at the peak of the aortic enhancement.
Hence, the objective of this study was to validate an optimal timing protocol for reliable
acquisition of the two volume scans necessary for accurate prospective implementation
of low-dose first-pass-analysis (FPA) dynamic CT perfusion technique. Contrast
enhanced dynamic CT imaging of twenty-eight male Yorkshire shine (55 = 24 kg) was
performed under rest and stress conditions over twenty to thirty seconds to completely
capture the left atrial and aortic enhancement curves. Automatic gamma variate fitting of
the left atrial and aortic enhancement curves was then performed. The optimal timing
protocol was then retrospectively simulated using the time series data. The protocol
consisted of dynamic-bolus-tracking-based triggering in the left atrium, followed by V1
acquisition two seconds after triggering, and V2 acquisition 0.5* Injection Time + d
seconds after V1, where “d” was the dispersion delay constant. Using an optimal
dispersion delay, a prospective FPA dynamic CT perfusion acquisition scheme was
simulated, and all perfusion measurements were quantitatively compared to perfusion
measurements with the previously validated reference standard retrospective FPA

dynamic CT perfusion technique. Comparisons for all data were made using box-plots,
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t-tests, regression, Bland-Altman, root-mean-square error and deviation, as well as Lin's
concordance correlation. FPA perfusion measurements with the prospective acquisition
simulation (Pos«njt+1s) Were related to the previously validated reference standard
retrospective FPA perfusion (Prer) measurements by Pgs+njt+1s = 0.95 Prer + 0.07 (r =
0.94, RMSE = 0.27 mL/min/g, RMSD = 0.04 mL/min/g). The optimal timing protocol was
retrospectively validated in twenty-eight swine and has the potential to be used for
accurate prospective implementation of a low-dose first-pass-analysis (FPA) dynamic

CT perfusion technique.

Introduction

A powerful new first-pass analysis (FPA) dynamic computed tomography perfusion
technique is capable of accurate low-dose morphological and physiological assessment
of multiform coronary artery disease (CAD)?® %1% However, the prospective feasibility
of the FPA technique depends upon proper prospective acquisition of two volume
scans, V1 and V2, as previously described®® 2> 10 By definition, V1 must be acquired
as contrast initially arrives in the aorta, while V2 must be acquired at or near the peak of
the aortic enhancement. Fortunately, dynamic bolus tracking can be used to reliably
trigger and acquire the V1 volume scan'®* *°. Nevertheless, reliable acquisition of the
V2 volume scan at or near the peak of the aortic enhancement proves more difficult.
While the time delay between V1 and V2 can be estimated through the preemptive use
of a low-dose diluted test bolus acquisition*®*, such an acquisition scheme adds time,
complexity, contrast dose, and radiation dose; hence, a simpler timing solution is

needed.
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Unfortunately, patient-specific hemodynamic variability renders arrival time-to-peak
difficult to predict'?® *** 1%7 However, an important distinction must be made between
arrival time-to-peak and bolus time-to-peak. Arrival time-to-peak is the time delay
between initial contrast injection and peak enhancement in the aorta. As such, arrival
time-to-peak is dependent on cardiac output and function, i.e., it is patient-specific, and

is known to be highly variable'®**

. However, bolus time-to-peak is the time delay
between the base and peak of the aortic enhancement. As such, it is less dependent on
cardiac output and function. In fact, work by Garcia et al. and Han et al. suggests that
the temporal width of the contrast bolus in the aorta actually depends most on the total

contrast bolus volume that is injected™®® 3!, Assuming the injection rate is also fixed,

the contrast bolus width in the aorta must also depend on the contrast injection time.

Hence, the purpose of this study was to retrospectively assess and establish a robust
relation between the bolus time-to-peak and the contrast injection time. The central
hypothesis was that the optimal delay time between the V1 and V2 volume scans is 0.5
* Injection Time + d seconds, where “d” is the dispersion delay. Based on the timing
results, an optimal timing protocol was then validated for accurate low-dose prospective

implementation of the FPA dynamic CT perfusion technique.

Materials and Methods
Bolus Dispersion and Optimal Peak Timing Theory
Based on work by Garcia et al. and Han et al., it is known that contrast bolus volume is

most predictive of the contrast bolus width in the aorta’*® **!, By extension, assuming
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that contrast bolus injection rate is also fixed, the contrast bolus injection time must also
be predictive of contrast bolus width in the aorta. Specifically, during contrast injection,
the contrast bolus is square in shape, i.e., it has a fixed concentration or enhancement
per unit time, as displayed in Figure 9.1a and Figure 9.1b. However, the vascular
resistance and distance to the heart combined with the pustule nature of the circulatory
system cause mixing and dispersion, resulting in a broad, approximately gamma variate
contrast bolus geometry by the time it reaches the aorta, as displayed in Figure 9.1b.
Nevertheless, such mixing and dispersion primarily impacts the leading and trailing
edges of the bolus uniformly; hence, the temporal center of the bolus should always
have the highest contrast concentration. As such, the temporal center of the bolus
should also always yield the highest peak enhancement will produce the best
performance low-dose prospective first-pass analysis (FPA) dynamic CT perfusion®” %
123 Moreover, given that the contrast bolus injection time is known, it follows that one-
half the injection time plus a fixed dispersion time (0.5*InjT + d) should approximately

correspond to the temporal center of the contrast bolus in the aorta, as displayed in

Figure 9.1b.

General Methods

The study was approved by the Animal Care Committee and was performed in
agreement with the “Position of the American Heart Association on Research Animal
Use.” Contrast enhanced dynamic CT imaging data from twenty-eight male Yorkshire
shine (55 % 24 kg). Five of the swine had significant coronary artery disease generated

with a balloon stenosis method as previously described®” *?* All data was prospectively
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acquired and retrospectively analyzed, and there were three experimental aims of
interest. For the first aim, the contrast bolus geometry in aorta of each animal was
characterized using automatic gamma variate fitting. From the fit curves, the time-to-
peak enhancement between the base and peak of the aortic enhancement was
extracted and was quantitatively compared to one-half the contrast injection time in
order to evaluate the accuracy of the bolus dispersion and optimal peak timing theory.
For the second experimental aim, the bolus dispersion and optimal peak timing theory
was applied in the context of optimizing prospective FPA dynamic CT perfusion
acquisition. Specifically, using the retrospective data, a prospective dynamic bolus
tracking, and peak acquisition protocol was simulated, where the peak volume scan was
acquired 0.5*InjT + d seconds after triggering. The dispersion delay, "d", was
incrementally increased from O - 2 seconds, and the accuracy of peak acquisition was
assessed in each case. For the third experimental aim, the impact of the optimal
dispersion delay findings of the second aim on the accuracy of FPA dynamic CT
perfusion measurement were then assessed in a subset of fourteen animals.
Specifically, using the retrospective data, an optimal prospective acquisition scheme
was simulated, prospective FPA dynamic CT perfusion was calculated, and all results
were quantitatively compared to previously validated retrospective FPA dynamic CT
perfusion data from the same fourteen animals®” %1%, All image data was acquired by
authors LH, ShM, YZ, PA, and JK between 03/2016 and 12/2017 and was
retrospectively analyzed by author LH, ShM, and YZ between 03/2018 and 04/2018. LH
and YZ were research associates with more than three years of medical imaging

research experience and ShM was a research assistant with more than two years of
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medical imaging research experience. JK was a vascular surgeon with more than ten
years of clinical experience and PA was a radiologist with more than fifteen years of

clinical experience.

Animal Preparation

Anesthesia was induced with Telazol (4.4 mg/kg), Ketamine (2.2 mg/kg), and Xylazine
(2.2 mg/kg), and was maintained with 1.5-2.5% Isoflurane (Highland Medical
Equipment, Temecula, CA and Baxter, Deerfield, IL). Sheaths were placed (5Fr,
AVANTI®, Cordis Corporation, Miami Lakes, FL) in each femoral vein and were used for

drug, fluid, and contrast material administration.

Contrast Enhancement Imaging Protocol

1 mL/kg of contrast material (Isovue 370, Bracco Diagnostics, Princeton, NJ) was
injected (5 mL/s, Empower CTA, Acist Medical Systems, Eden Prairie, MN) followed by
saline chaser (0.5 mL/kg) at the same rate. Volume scans were then acquired (Aquilion
One, Toshiba America Medical Systems, Tustin, CA) dynamically over twenty to thirty
seconds to completely capture the base and peak of the time-attenuation-curve, as
shown in Figure 9.1a and Figure 9.1b. All volume scans were ECG-gated and were
acquired at 100 kVp and 200 mA with 320 x 0.5 mm collimation and 16 cm of cranio-
caudal coverage. Additionally, a 10-minute delay was employed after each acquisition
to allow for adequate clearance of contrast material from the blood pool prior to initiating
the next protocol. After imaging was complete, all volume scans were retrospectively

reconstructed from full projection data at 75% of the R-R interval using AIDR 3D
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reconstruction'?®, an FC03 kernal, and a reconstruction voxel size of 0.43 x 0.43 x 0.5

mm.

Aim 1 - Contrast Bolus Parameter Assessment

Automatic Gamma Variate Fitting: For each acquisition, the central lumen of the aorta

was first segmented semi-automatically (Vitrea fX version 6.0, Vital Images, Inc.,
Minnetonka, MN), yielding an aortic vascular volume-of-interest (VOI). Each VOI was
then used to automatically generated aortic enhancement curves from each time series
dataset. The aortic enhancement curves were then automatically fit via least squares
(LSQCurveFit, MatLab 2013a, MathWorks, Natick, MA) using a gamma variate fit

function of the form:

t 1-t

b b*(—) .
Enhancement(t) = A * (;) xexp \t/+C Equation. 1

Where A is the maximum aortic enhancement, t is time, 7 is both the recay and decay
constant, b is the recay and decay power, and C is the initial pre-contrast enhancement
in the aorta. The first and second derivatives of the gamma fit were then computed.
Finally, the time-to-peak between the base and peak of the aortic enhancement was
calculated as the time difference between the maximum of the second derivative of the
gamma variate fit and the ideal peak of the actual gamma variate fit. The gamma fit
time-to-peak data was then quantitatively compared to one-half the contrast injection
time using regression analysis. Example gamma fits in a 45 kg and 95 kg animal are

shown in Figure 9.2a and Figure 9.2b, respectively.
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Differences Under Rest and Stress Conditions: The gamma variate results within a

subset of fourteen animals that were imaged dynamically under both rest and rest and
stress conditions were also assessed to see if there were pair-wise differences in heart

rate, gamma fit time-to-peak, and peak enhancement.

Aim 2 - Optimal Prospective Acquisition of V1 and V2

Optimal Triggering and V1 Acquisition: Based on the results of the first aim, the contrast

bolus dispersion and optimal peak timing theory was applied in the context of optimizing
prospective FPA dynamic CT perfusion acquisition. Specifically, using the retrospective
data, a prospective dynamic bolus tracking, and peak acquisition protocol was
simulated. Of important note, when performing dynamic bolus tracking prospectively
(SureStart, Aquilion One, Canon Medical Systems, Tustin, CA), the minimum time
allowable between bolus-tracking-based triggering and actual volume scan acquisition
is two seconds. Such a delay time is problematic for proper prospective FPA dynamic
CT perfusion acquisition as two volume scans, V1 and V2 in Figure 9.1, must be
acquired rapidly. The first volume scan, V1, must be acquired as contrast begins
arriving in the aorta, while V2 must be acquired at or near the peak of the aortic
enhancement. As such, traditional dynamic-bolus-tracking-based triggering in the aorta
followed by acquisition of V1 two seconds later is too slow for proper prospective

acquisition of V1.
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Fortunately, the left atrium is also in the field-of-view during dynamic bolus tracking;
hence, dynamic bolus tracking, and prospective triggering could potentially be
performed using the left atrial enhancement instead. Since the left atrium is
anatomically more proximal than the aorta, such a triggering solution has the potential
to account for the two second scanner delay, such that prospective acquisition of V1
between 100 and 300 HU is accurate and robust. In order to test this hypothesis, the
central lumen of the left atrium was segmented semi-automatically (Vitrea fX version
6.0, Vital Images, Inc., Minnetonka, MN), yielding a left atrial vascular volume-of-interest
(VOI). Each left atrial VOI was then used to automatically generate left atrial
enhancement curves from each time series dataset. The left atrial enhancement curves
were then automatically fit via least squares (LSQCurveFit, MatLab 2013a, MathWorks,
Natick, MA) using the same gamma variate fit function in Equation 1. The left atrial and
aortic enhancement curves (from aim 1) were then used in combination to simulate
prospective acquisition of V1 using different left atrial trigger thresholds. Specifically, left
atrial triggering was simulated at 80, 100, 120, 140, 160, and 180 HU, followed by
systematic selection of V1 as the first ECG-gated volume scan 2 seconds after
triggering, as shown in Figure 9.3. The resulting V1 enhancement was then
guantitatively assessed and the left atrial triggering thresholds of 100 and 120HU were

used for all remaining analysis.

Optimal Timing and V2 Acquisition: Using the prior left atrial triggering results, the

optimal delay time between V1 and V2 for acquisition of V2 at the peak of the aortic

enhancement was then assessed. Specifically, based on the bolus dispersion theory as
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well as the results of the first aim, the optimal time delay between V1 and V2 was
expected to be 0.5*InjT seconds at minimum. As such, prospective left atrial triggering
at 100 and 120 HU was simulated, followed by systematic selection of V1 as the first
ECG-gated volume scan 2 seconds after triggering. In each case, V2 was then
systematically selected as the first ECG-gated volume scan 0.5*InjT + d seconds after
V1, where the dispersion delay "d" was iteratively increased as follows: 0.0, 0.5, 1.0,
1.5, 2.0, 2.5, 3.0, 3.5, 4.0 seconds. An example of the prospective simulation is shown
in Figure 9.3. For each iteration, the cardiac cycle distance of V2 from the ideal peak
enhancement was recorded in beats. The result of each left atrial trigger with each
0.5*InjT + d delay were then quantitatively compared through box-plots, paired sample

t-tests,

Aim 3 - Accuracy of Prospective Perfusion Measurement

Prospective and Reference Standard Acquisition: The impact of the optimal dispersion

delay findings of the second aim on the accuracy of FPA dynamic CT perfusion
measurement in mL/min/g were then assessed in a subset of fourteen animals that had
previously validated perfusion measurements. More specifically, for each acquisition, V1
and V2 were systematically selected using the optimal prospective acquisition protocol
from the second aim. Left atrial triggering thresholds of 100 and 120 HU were both
assessed. Prospective FPA dynamic CT perfusion measurements were then computed

7 12
d9 , 98, 123

in each, as previously describe , and all results were quantitatively compared to

the previously validated retrospective FPA dynamic CT perfusion measurements from

the same fourteen animals®’ %8 123,
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Imaging Processing and FPA Perfusion Measurement: As previously described®” %8 123

the average perfusion (Pave) in the myocardium is to the first-pass contrast material
concentration change within the myocardium; i.e., the average change in myocardial
enhancement (AHUave) over time. Hence, the integrated change in myocardial
enhancement (dMc/dt), the average change in myocardial enhancement (AHUave), the
average aortic blood pool enhancement (Cj,), the voxel-by-voxel change in myocardial
enhancement (AHU), and the total myocardial mass (M) may be used in combination to
derive voxel-by-voxel perfusion (Pgepa), as described by Equation 2. Given such a
theory, only two whole-heart volume scans, labeled V1 and V2 in Figure 9.1, are
mathematically necessary for low-dose FPA dynamic CT perfusion measurement, as
previously validated versus invasive fractional flow reserve (FFR) measurement,
quantitative microsphere perfusion, and ultrasonic flow probe measurement®” %12 v1

is defined as the first volume scan after the aortic enhancement exceeds 180 HU, while

V2 is defined as the first volume scan at or after the peak of aortic enhancement.

dM AHU
Pppy = <M¥IC'_1 C) (2)

odt AVE.AHUAVE

Hence, for each prospectively simulated acquisition, the V1 and V2 volume scans of
interest were first registered and combined into maximum intensity projection (MIP)
image volumes. Each MIP was then segmented semi-automatically (Vitrea fX version
6.0, Vital Images, Inc., Minnetonka, MN), yielding the entire myocardium. Voxel-by-
voxel perfusion measurements were then computed according to Equation 2 and were

averaged within the entire myocardium to yield global perfusion measurements. All
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global perfusion measurements from the prospectively simulated acquisition protocol
were then quantitatively compared to their corresponding reference standard
retrospective perfusion measurements.

Statistical Approach

For first experimental aim, the gamma variate time-to-peak data was related to the ideal
0.5*InjT data through regression, root-mean-square-error (RMSE), and root-mean-
square-deviation (RMSD) analysis. Additionally, the rest and stress subset data were
compared graphically through box-plotting as well as quantitatively through paired
sample t-tests. For the second experimental aim, optimal V1 triggering and acquisition
was assessed graphically through MEAN = SD comparisons. Moreover, optimal V1
acquisition was assessed graphically through box-plotting as well and quantitatively
through paired-sample t-tests. Finally, for the third experimental aim, all perfusions
measurements from the prospective simulation protocol were quantitatively compared to
the reference standard perfusion measurements using regression, Bland-Altman, root-
mean-square-error, root-mean-square deviation, and Lin’s concordance correlation
coefficient®. Statistical software was used for all analysis (MatLab 2013a, MathWorks,
Natick, MA; PS, Version 3.0, Vanderbilt University, Nashville, TN; SPSS, Version 22,

IBM Corporation, Armonk, NY).

Results
For the first experimental aim, the automatic gamma fit time-to-peak (TTP) data and

one-half the injection time data (0.5*InjT) were related by TTP = 1.01 * 0.5 * InjT 2.28,
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with a Pearson's correlation of r = 0.98, a root-mean-square-error of 2.28 seconds, and
a root-mean-square-deviation of 2.31 seconds, as shown in Figure 9.4. The pair-wise
box-plot comparisons of the gamma fit data under rest and stress conditions are also
shown in Figure 9.5, with corresponding mean comparison and paired sample t-test

data shown in Table 9.1.

For the second experimental aim, the V1 enhancement data resulting from prospective
triggering in the left atrium at thresholds ranging from 80 - 180 HU are displayed in
Figure 9.6. Additionally, with respect to V2 acquisition at the ideal peak, the box-plots
for the 100 and 120 HU left atrial trigger data are shown in Figure 9.7, with the data
from the three most accurate dispersion delays "d" shown for each trigger, respectively.

Corresponding paired sample t-test data also shown in Table 9.2.

Finally, for the third experimental aim, FPA perfusion measurements in mL/min/g were
generated using the most accurate dispersion delay "d = 1s" from the second
experiment aim. Specifically, when using a left atrial triggering threshold of 100 HU,
FPA perfusion measurements with the prospective acquisition simulation (Pg.sxnjt+1s)
were related to the previously validated reference standard retrospective FPA perfusion
(Prer) measurements by Pos+njt+1s = 0.92 Prer + 0.11, with a Pearson's correlation of r
= 0.94, a concordance correlation of p = 0.94, a root-mean-square-error of 0.27
mL/min/g, and a root-mean-square-deviation of 0.07 mL/min/g, as shown in Figure
9.8a, with corresponding Bland-Altman analysis displayed in Figure 9.8b. Alternatively,

when using a left atrial triggering threshold of 120 HU, FPA perfusion measurements
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with the prospective acquisition simulation (Pos+njt+1s) were related to the previously
validated reference standard retrospective FPA perfusion (Prer) measurements by P-
os4nT+1s = 0.95 Prer + 0.07, with a Pearson's correlation of r = 0.94, a concordance
correlation of p = 0.94, a root-mean-square-error of 0.27 mL/min/g, and a root-mean-
square-deviation of 0.04 mL/min/g, as shown in Figure 9.8c, with corresponding Bland-

Altman analysis displayed in Figure 9.8d.

Discussion

Indication of the Results of Aim 1

The results of the first experimental aim indicate that over a large range of injection
times (2.5 - 12.5 seconds), one-half the injection time plus a fixed dispersion time of
approximately 2.3 seconds (0.5 * InjT + 2.3s) corresponds to the time-to-peak
enhancement of the contrast bolus in the aorta. More importantly, based on the pair-
wise comparisons, there is was no significant difference in the time-to-peak
enhancement between rest an stress conditions, although the stress peak enhancement
was significantly lower the rest peak enhancement (p = 0.01). Such findings are
important in that they indicate that the contrast bolus volume or time injection time is
most predictive of the contrast bolus width in the aorta™®® **', As such, the same time
delay between V1 and V2 can be used for optimal low-dose FPA perfusion
measurement under both rest and stress conditions, independent of changes in cardiac

output.
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Indication of the Results of Aim 2

The results of the second experimental aim indicate that dynamic-bolus-tracking-based
triggering in the left atrium is feasible and should be performed at 100 or 120 HU to
ensure that false-triggering is avoided, while also ensuring that V1 is always acquired
with an aortic enhancement that is less than 300 HU, i.e., that V1 is acquired right as
contrast begins to arrive in the aorta. More importantly, based on the prospective
simulation and V2 peak acquisition data as compared to the ideal peak data, a delay
time of 0.5* InjT + 1 seconds was found be optimal for acquisition of the ideal peak for
both 100 and 120 HU left atrial triggering thresholds. More specifically, there were no
significant mean difference in cardiac cycle offset from the ideal peak in both cases (p =
0.11, p = 0.50), and the RMSE in both cases was less than 2 cardiac cycles, indicating

the robustness of the optimal peak timing theory.

Indication of the Results of Aim 3

Finally, with respect to FPA perfusion measurement, when applying the optimal peak
timing theory such that an optimal delay of 0.5*InjT + 1 seconds between V1 and V2
was used, FPA perfusion measurements with the prospective acquisition simulation
were in good agreement with the previously validated reference standard retrospective
FPA perfusion measurements, demonstrating near unity slope, minimal offset, good
concordance correlation, and negligible bias. Such findings indicate that the optimal
peak timing theory has the potential to be used for accurate, low-dose prospective
implementation of the FPA dynamic CT perfusion technique. Moreover, given that the

optimal peak timing theory enables accurate acquisition of image data at the peak
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enhancement, such findings also have the potential to optimize contrast-to-noise-ratio in
both coronary CT angiography and static CT perfusion, although a different triggering

protocol and dispersion delay may be necessary.

Limitations

This study is not without limitations. First, while a large range of swine weights and
injections times were used, on average the animals were undersized as compared to an
average patient with multiform coronary artery disease. Hence, additional work in larger
animals may still be necessary to confirm that optimal delay of 0.5*InjT + 1 seconds is
robust. Additionally, the majority of the swine used in this study were healthy (only five
had significant balloon stenoses); hence, the performance of the optimal delay of
0.5*InjT + 1 seconds was not truly assessed in the presence of poor cardiac function.
As a result, additional work in more animals with significant cardiac disease may still be
necessary. That being said, the lack of difference between rest and stress data in the
pair-wise gamma variate analysis indicates that the optimal delay theory is still robust
over a range of cardiac outputs; hence, accurate acquisition of the V2 volume scan at
the peak of enhancement may still be feasible in a patient with poor cardiac function.
Additionally, as an alternative solution, the V2 time delay can also be predicted through
the preemptive use of a low-dose diluted test bolus acquisition'®. Specifically, the
geometry of a diluted test bolus emulates that of a true bolus*?*; hence, the correct time-
delay can be predicted in advance and used for accurate, prospective acquisition of V2,
although total contrast and radiation dose will be increased. Finally, the optimal delay

theory of 0.5*InjT + 1 seconds was developed and assessed retrospectively. While the
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simulated prospective acquisition of V1 and V2 for FPA perfusion measurement
performed well as compared the previously validated reference standard retrospective

FPA perfusion measurement®” %% 2°

, true prospective acquisition of V1 and V2 using
the optimal delay theory was not assessed; hence, additional prospective work in more

animals may still be necessary.

Conclusion

An optimal timing protocol for accurate low-dose prospective first-pass-analysis (FPA)
dynamic CT perfusion was retrospectively developed and validation in twenty-eight
swine over a range of injection volumes, injection times, and cardiac outputs.
Specifically, dynamic-bolus-tracking-based triggering at 100 or 120 HU in the left atrium
resulted in robust acquisition of V1 two seconds later at the start of contrast arrival in
the aorta. Additionally, V2 acquisition 0.5*InjT+1 seconds after V1 acquisition resulted in
robust acquisition of V2 at the peak of enhancement, yielding accurate low-dose
prospective FPA dy