
UCLA
UCLA Electronic Theses and Dissertations

Title
Carbon Nanotube Field Effect Transistor Model Development by Machine Learning

Permalink
https://escholarship.org/uc/item/24f095kv

Author
TAN, SHULIN

Publication Date
2025
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/24f095kv
https://escholarship.org
http://www.cdlib.org/


 

UNIVERSITY OF CALIFORNIA 

Los Angeles 

 

 

 

Carbon Nanotube Field Effect Transistor Model Development by Machine Learning 

 

 

 

A dissertation submitted in partial satisfaction of the requirements for the degree Doctor 

of Philosophy in Materials Science and Engineering 

 

by 

Shulin Tan 

 

 

2025 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

© Copyright by 

Shulin Tan 

2025



ii 
 

ABSTRACT OF THE DISSERTATION  

 

Carbon Nanotube Field Effect Transistor Model Development by Machine Learning 

 

by 

 

Shulin Tan 

Doctor of Philosophy in Materials Science and Engineering 

University of California, Los Angeles, 2025 

Professor Dwight Christopher Streit, Chair 

 

Carbon Nanotube has long been seen as a promising candidate for high-performance 

electronic material, yet its unique 1D structure leads to challenges in device fabrication. 

Many processing approaches have been proposed to produce better performing CNTFETs 

and this explosion of data needs an efficient way to explore. In this thesis, I explored the 

use of several machine learning techniques, including neural networks, simulation-based 

inference, and generative flow networks, on predicting CNTFETs performance, probing 

the conductivity properties of CNT network, and generating CNTFETs processing 

information for target performance.  
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In the beginning, I built up a neural network model for CNTFETs. I begin my work with 

simple cases where only certain continuous parameters like gate length are considered 

and developed a data cleaning method. It was shown that neural networks can work as a 

model for CNTFETs and reasonably perform as a device predictor for symmetric field 

effect transistors. I’ve also developed a neural network model that can incorporate 

processing information using encoding technique. The model can predict the performance 

of CNTFETs with various choices of processing methods and material combinations. 

At the same time, I explored the conduction properties of non-aligned CNT networks. I 

built up a compact model for CNTFETs built on non-aligned CNT networks and used 

simulation-based inference to extract key parameters to fit the model to the 

experimentally observed data since extraction is impossible through traditional methods. 

The model with extracted parameters can fit well with the observed data. We show that 

simulation-based inference can be a powerful tool for building models in cases where a 

distribution, rather than a certain value, will be the result. 

In the last step, I developed a generative model to generate device performance with 

target current performance. I first built a model to generate three key parameters and built 

the research on a compact model. The results show that this model can successfully 

generate multiple solutions that meet the goal. I’ve further developed a generative model 

that can generate device processing information at the same time. Though further 

improvement will be needed, some of the targets are met. 

I hope my work can show the ability of machine learning to solve some of the material 

science problems. Neural network can be a good function approximator for experimental 
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observations, though it doesn’t provide understanding of the phenomenon. If probing of 

mechanism will be needed, simulation-based inference can be a good way to test human-

created models and automatically generate parameters that humans can compare with 

experimental observations later. This is especially useful when the experiment input or 

result is a random variable described through the probability mass function or the 

probability density function. Generative models might be a way for experimental 

optimization, especially for engineering works like device fabrication, which usually 

requires testing out different combinations of parameters.  
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Chapter 1 

Introduction and Goals 

1.1 Introduction 

With the rapid development of science, the amount of knowledge and data has exploded, 

and its speed has surpassed human’s ability to learn.[1] – [4]  Therefore, a more efficient 

method must be developed for processing experimental data, building models, and 

planning future research. Machine learning (ML) has been seen as an effective tool for 

scientific discovery because of its ability to process large amounts of data. It has already 

seen success in protein structure prediction,[5][6]  drug discovery ,[7]  and quantum 

physics.[8]  

Since their discovery in 1991 ,[9] carbon nanotubes (CNTs) have caught the eye of many 

researchers. Because of their high charge carrier mobility,[10] semiconducting CNTs have 

long been seen as a candidate to save Moore’s law, and extensive research has been done 

on making devices from them.[11]−[17]  Applications based on CNT devices like logic 

circuit𝑠[18]—[21]  and radio-frequency circuit𝑠[22]—[26]   have also seen mass research. 

Extensive studies on CNT devices have led to an explosion of data, and some of its 

properties are still not fully explained.  

To facilitate the development of the CNT device and explore its properties, we applied 

some machine-learning techniques to this material to predict its properties, explore the 

CNT transport mechanism, and design experiments with CNT devices. This thesis aims to 
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explore ways of combining machine learning techniques with materials science and use 

this technique to probe problems that are hard to solve with traditional methods. 

1.2 Challenges and Opportunities 

Faster modeling of CNTFET performance and incorporating device processing 

information: The development of models for new devices usually takes decades, and 

processing method selection, which is associated with device interface properties, is 

difficult to consider in traditional models. A new modeling method to generalize this 

information could help future researchers.  

Modeling the distribution of the performance of CNTFET with non-aligned CNTs: 

Though models have been proposed for electrical conductance in random CNT networks, 

the exact resistance at the CNT-CNT junctions is hard to extract. Research on field-effect 

transistors based on it has shown a distribution of on and off currents, yet no model exists 

to explain it. 

Generating CNTFET processing information: Though models have been built to 

predict device performance, no models have been proposed to create device process 

information for target design. A model could be constructed to make use of the explosion 

of new data and produce suggestions for future research.  

1.3 Thesis structure 

Within each part of this thesis, the chapters progress as described below 

Chapter 1 provides an introduction to the thesis, outlines possible research directions, and 

describes the  
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Chapter 2 provides an overview of the development of carbon nanotube (CNT), including 

its structure, characterization methods, current development of CNT processing, and 

development of carbon nanotube field effect transistor (CNTFET). 

Chapter 3 introduced key concepts in machine learning and some cutting-edge techniques 

used in this thesis. It also briefly introduces probability theory and how it can be a new 

way of tackling scientific problems. 

Chapter 4 shows how neural networks can model CNTFET performance and how 

processing information can be incorporated into this modeling. 

Chapter 5 builds up a model for CNTFETs with random distributions and explores using 

simulation-based inference as a parameter extraction method for models with distribution 

as an output.  

Chapter 6 builds up a generative model for CNTFETs and explores generating processing 

information with a targeted I-V curve. 
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Chapter 2  

Background 

2.1 Structures and basic properties of Carbon Nanotubes 

With the approaching physical limit in silicon transistors, researchers in the 

semiconductor industry have been worrying about the end of Moore’s law and keep 

looking for substitute materials. Carbon nanotubes (CNTs) have long been seen as a 

hopeful candidate because of their high charge carrier mobility, but electronics based on 

them are still far from being used in real life. Many factors, like semiconducting CNT 

sorting and a combination of fabrication methods, still restrict CNT device production. 

The conduction property of CNT is also still not fully understood, especially in the case 

of non-aligned CNTs.  

Structure of CNTs 

 

(Fig 2.1: Carbon Nanotube structure. A: single-walled Carbon Nanotube B: Multi-walled 

carbon nanotube. We can see that a single-walled carbon nanotube only consists of one 

layer of Carbon, and the arrangement of atoms resembles that of graphene.) 
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CNTs can be seen as graphene rolled up as a tube.[27]  Based on the number of graphene 

layers the tube has, CNTs can be divided into single-walled carbon nanotubes (SWCNTs) 

and multi-walled carbon nanotubes (MWCNTs), with their structure shown in Fig 2.1. 

MWCNTs typically show no gate modulation since only the outermost carbon layer is 

involved in its electron transportation,[28] making them unsuitable for being fabricated 

into field-effect transistors, so we only focus on SWNTs in the rest of this thesis.   

 

(Fig 2.2: Chirality of CNTs. 𝑎1 and 𝑎2 are the lattice vectors of a graphene, and 𝐶ℎ is the 

direction of CNT roll up, whose value is also the perimeter of the CNT.) 

The electronic properties of CNTs are determined by their chirality, which is the direction 

of the roll-up of graphene. If we denote the two lattice vectors of a graphene as 𝑎1 and 

𝑎2, we can express the structure of a Carbon nanotube as 𝐶ℎ = 𝑛𝑎1 +m𝑎2  , where n and 

m are the number of the chiral vectors involved. The charity of CNTs determines the 
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bending of C-C bonds and the alignment of carbon atoms, thus determining the electrical 

properties of CNTs.  

Based on chirality, CNT can be either semiconducting or metallic. If 2n+m=3q (where q 

is any integer), the CNT is metallic, while the CNT is semiconducting in other cases.  We 

can see that theoretically, only two-thirds of the SWCNTs are semiconducting, and 

semiconducting CNTs need to be sorted out before being fabricated into electronic 

devices since a metallic carbon nanotube may cause a circuit shortcut. The chirality of 

CNT also determines the diameter of it and thus determines its bandgap.[27] The diameter 

of a single-walled carbon nanotube is  

√3

𝜋
𝑎𝑐−𝐶√𝑚2 +𝑚 ∙ 𝑛 + 𝑛2 , where 𝑎𝑐−𝐶 =  0.14𝑛𝑚 is the Carbon-Carbon bond length in 

graphene. For semiconducting CNTs, their diameter also determines their bandgap, which 

goes as  

𝐸𝑔 = 
2𝐸𝑝𝑎𝑐𝑐

𝑑
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2.2 Characterization of CNTs 

Raman Spectroscopy – CNT diameter and type 

 

 

(Fig 2.3: Typical Raman spectroscopy of SWCNT, vibration modes cited from [33])  

Raman spectroscopy is the typical way of characterizing CNT diameter and 

types.[30]−[32] Diameter of CNT can be seen from the radio breathing mode (RBM) peak, 

which is the coherent vibration of the C atom in the radial direction, as if the tube is 

breathing. RBM occurs in a frequency range of 120-350𝑐𝑚−1 for nanotubes with a 

diameter of 0.7nm-2nm. The association between the diameter of CNT and the RBM 

peak is 248/𝑅𝑡, where 𝑅𝑡 is the diameter of the carbon nanotube. The G band at 

~1590𝑐𝑚−1 is a good indicator of the existence of carbon nanotube because of its high 

intensity and is useful as an indicator of CNT existence. The G band originates from the 

vibration of the C-C band along the nanotube direction. Graphene has a similar Raman 
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spectra peak, so other peaks need to be considered to determine whether the band is 

graphene, such as the G’ band. The G’ band around 1570 𝑐𝑚−1 is associated with the 

vibration along the circumferential direction along the CNT. This band is also very 

strong, and it is a good indicator of whether the material is carbon nanotube or other 

types of carbon materials.  

 

(Fig 2.4: Raman Spectra of semiconductive CNT (left) Metallic CNT (right)) 

Atomic force microscopy (AFM) is usually the best way to characterize spectroscopy of 

CNTs. Techniques like conducting AFM can also be used to characterize CNT conducting 

properties. Scanning electron microscopy (SEM) is also a good way to characterize 

CNTs.  
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(Fig 2.5: AFM image on CNT deposited on Si substrate)  
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(Fig 2.6: SEM image on CNT powder) 

2.3 Carbon Nanotube Field effect transistors (CNTFETs) 

The metal oxide semiconductor field effect transistor (MOSFET) is by far the most 

prevalent semiconductor devices in ICs. It is the basic building block of digital, analog 

and memory circuits. Most electronic devices built with CNT as channel material uses the 

MOSFET structure. Though the structure of CNTFETs have slight difference compared 

with traditional MOSFETs, they share the same physical mechanism and behave 
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similarly. Here I cited from  [112] to discuss the basic structure of traditional MOSFETs as 

well as their physical mechanism.  

2.3.1 Structure and mechanism of MOSFET 

MOSFET was originally fabricated on Silicon (Si). A typical Si MOSFET includes two 

PN junctions that forms between the channel material and the source and drain, which 

supplies the electrons or holes to the transistor and drains them away respectively. 

Depending on the majority charge carrier type, MOSFETs can be categorized into N-

channel MOSFETs (NFETs) and p-channel MOSFETs (PFETs). As is shown in Fig 2.7, 

the metal contact area of NFET is heavily n-doped with p-doped silicon as channel 

material, and vice versa for PFET. Si MOSFET is usually fabricated by first making 

shallow-trench-isolation by etching a trench that defines the boundary of the transistor 

and filling the trench with chemical vapor deposition (CVD) oxide. Polycrystalline 

silicon is usually used as the gate material. The process starts with a doped silicon with 

SiO2 formed above, then make trench for source and drain area to deposit heavily doped 

Si contact. [112][113] 
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(Fig 2.7: Structure of NFET and PFET and their charge accumulation in on-states [112] ) 

 

The name field-effect transistor or FET refers to the fact that the gate turns the transistor 

(inversion layer) on and off with an electric field through the oxide. When the gate is 

reverse-biased or unbiased, as is shown in Fig 3.1 a and c, the MOSFET is in off state 

where the MOSFET conducts only a very small off-state leakage current 𝐼𝑜𝑓𝑓.  When the 

gate is biased properly ( 𝑉𝑔𝑠 = 𝑉𝑑𝑑 for PMOS and 𝑉𝑔𝑠 = −𝑉𝑑𝑑 for NMOS), the 

MOSFET is in on state and it conducts a large on-state current 𝐼𝑜𝑛 . In this state, the gate 

forms a capacitance that accumulates charge carriers as the same type of the doping, and 

thus forms a surface inversion layer, which is a channel for conductance under the gate 
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surface. This can be seen from the band structure where charge carriers accumulate near 

the surface of the gate oxide, as is shown in Fig 2.8.  

 

(Fig 2.8: Charge carrier accumulation and band structure of an NFET at on state [114] ) 

 

It is highly desirable to have a large transistor current so that the MOSFET can charge 

and discharge the circuit capacitances quickly and achieve a high circuit speed. An 

important factor that determines the MOSFET current is the electron or hole mobility in 

the surface inversion layer. When a small 𝑉𝑑𝑠 is applied, the drain to source current, 𝐼𝑑𝑠 

is: 

𝐼𝑑𝑠 =  𝑊 ∙  𝑄𝑖𝑛𝑣  ∙ 𝑣 =  𝑊𝑄𝑖𝑛𝑣𝜇𝑛𝑠𝐸 =   𝑊𝑄𝑖𝑛𝑣𝜇𝑛𝑠
𝑉𝑑𝑠
𝐿

 

W is the channel length, E is the channel electric field, 𝑄𝑖𝑛𝑣 is the inversion charge 

density,  𝜇𝑛𝑠 is the electron surface mobility, or the effective mobility.  𝜇𝑛𝑠 is a function 
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of the average of the electric fields at the bottom and the top of the inversion charge layer. 

𝜇𝑛𝑠 is a function of the average of the electric fields at the bottom and the top of the 

inversion charge layer. 

In MOSFETs, 𝜇𝑛𝑠 and 𝜇𝑝𝑠 are several times smaller than the bulk mobilities, so 

researchers are constantly finding new device structures and semiconducting materials as 

a substitute. One of the solution is to use the HFET structure where gate controls the 

formation of a two dimensional electron gas (2DEG) layer. This 2DEG layer has much 

higher mobility compared to that of the Si MOSFETs. Among them, GaAs and InP are 

the most successful materials  [116] – [120] . However, these III-V materials often face the 

problem of dislocation at the deposited layers, which originates from the mismatch of 

lattice parameters between the materials of the two layers.  [121] – [124] Other promising 

materials like SiGe are also under research to solve the problem of dislocation due to 

lattice parameter mismatch and achievements are made in both semiconducting layer 

deposition and device fabrication.  [125] – [134]  

2.3.2 MOSFETs with CNT as channel material 

Compared with silicon, CNTFETs take advantage in the following aspects:[100]   

Higher charge carrier mobility 

As is discussed above, the charge carrier mobility of channel material significantly 

affects the performance of MOSFETs, and CNTs naturally have higher charge carrier 

mobility. 
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(Fig 2.9: Drift transport of charge carrier under electric field. During transportation, 
the charge carrier may collide with defects or other charge carriers and be 

scattered.  [112]) 

 

The transportation model of charge carriers are derived from the Drude model, 

which assumes that charge carriers will transport in a direct line unless it 

encounters impurities, phonon or other charge carriers. The mobility of charge 

carrier can be written as 

𝜇 =  
𝑞𝜏𝑚
𝑚

 

Where 𝜏𝑚 is the mean time the charge carrier can travel without collision and m is 

the mass of the charge carrier. Its reverse if the sum of the reverse of mean free time 

of all three scattering mechanisms.  

1

𝜏
=  

1

𝜏𝑝ℎ𝑜𝑛𝑜𝑛
+ 

1

𝜏𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦
+ 

1

𝜏𝑐ℎ𝑎𝑟𝑔𝑒−𝑐𝑎𝑟𝑟𝑖𝑒𝑟
 

And as a result, 

1

𝜇
=  

1

𝜇𝑝ℎ𝑜𝑛𝑜𝑛
+ 

1

𝜇𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑦
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𝜏𝑝ℎ𝑜𝑛𝑜𝑛 denotes scattering from phonon, whose density increases with temperature. 

The better thermal conductivity of the channel material and the lower power 

dissipation of the MOSFET, the lower the phonon density, and the higher the mobility 

will be. The thermal conductivity of CNTs can exceed 6000 W/mK, [170]  which is 

higher than the 148 W/mK thermal conductivity of Si.  [139] The 1D structure of CNTs 

also means charge carriers will only transport in one direction, which shortens the 

time for charge carriers to travel from source to drain and also lowers the chance for 

them to be scattered by other charge carriers. CNTs are also predicted to have a 

high mean free path, and ballistic transport, which means charge carriers can travel 

without being scattered, can be achieved in CNT MOSFETs, and has been confirmed 

experimentally.  [135] – [138] The natural 1D structure of CNTs also removes the 

concern of crystalline defects like dislocations and impurities.  As a result, CNTs 

have a much higher saturated charge carrier velocity measured 3 − 4 ×  107 𝑐𝑚/𝑠 

with a gate length of 10-15nm [101] , compared to 1 ×  107 𝑐𝑚/𝑠  of Si. This means that 

semiconducting CNTs are naturally better channel material than Si. 

Less short channel effects 

Another critical limiting factor for Si-channel MOSFET scaling are the short channel 

effects. One of them is drain-induced-barrier-lowering (DIBL) effect.  
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(Fig 2.10: Drain-induced barrier lowering in Planar Si MOSFET  [171] ) 

Drain-induced barrier lowering occurs at the off-state of the device. MOSFET 

controls current flow by controlling the barrier height of the source-gate barrier. 

Electrons can not only flow by diffusion and drift but can also transport by tunneling 

through electric potential barriers. For example, When the electron is tunneling 

through a rectangular barrier, the probability that the electron can tunnel through 

the barrier is 

𝑃𝑡(𝐸)  ≈  𝑒
−𝜋𝑙𝑏√

2𝑚
ℏ2
(𝐸𝑏−𝐸) 

Where 𝑙𝑏 is the length of the barrier, which is 2a in Fig 2.11. 𝐸𝜙 is the height (energy 

difference) of the barrier, which is 𝑉0, and E is the energy of the electron. It is clear 
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from the equation that under the same barrier height, the shorter the barrier, the 

higher the probability that the electrons can tunnel. 

 

(Fig 2.11: Electron tunneling through a rectangular barrier  [177] )) 

When the MOSFET is at off state, there exists an energy barrier between source and 

drain. This barrier has energy differences on two sides and is not a rectangular 

barrier (can be seen as a triangular barrier), however, it has similar behavior like the 

rectangular barrier, where the probability of transport increases exponentially with 

the decrease of barrier length. When the gate length is large enough, we can ignore 

the effect of tunneling. However, when the channel length is small enough, 

tunneling current will increase exponentially. This leads to an increased off current, 

decreases the on-off ratio (ratio between on and off current) and increased the 

subthreshold swing (SS). For the planar MOSFET structure built with bulky Silicon, 

this effect will be more severe, since the depletion area around the heavily doped 

area under source and drain will extend under the gate oxide, as is shown by Finite 
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Element simulation.  [172]−[174] A parameter called the natural length λ is used to 

represent the extension of the electric field lines from the source and drain into the 

channel as λ =  √
𝜀𝑆𝑖

𝑁𝜀𝑜𝑥
𝑡𝑜𝑥𝑡𝑆𝑖, where 𝜀𝑜𝑥 and 𝜀𝑆𝑖  are the dielectric constants of the 

gate oxide and the silicon channel, respectively. 𝑡𝑜𝑥 and 𝑡𝑆𝑖  are the thickness of the 

gate-oxide and silicon channel. N is the effective gate number correlating with the 

gate configuration (1 for planar gate, 2 for double gate, 3 for trigate and 4 for gate-all-

around). Generally, the gate length needs to be six times longer than λ to ensure that 

the short-channel effects will not significantly degrade the device operations, so the 

thickness of channel material should decrease with the shortening of channel 

length. 

Reducing the 𝐿𝑔 below 10nm requires the 𝑡𝑆𝑖  to be below 5nm  [175]  and will lead to 

two fundamental problems. The first one is the quantum confinement, which splits 

both the conduction and valence bands of silicon into subbands and thus widens 

the effective bandgap 𝐸𝑔. This leads to difficulty in device performance control 

since the threshold voltage 𝑉𝑡 is closely correlated with 𝐸𝑔, and roughness is etching 

leads to a variation of 𝑉𝑡 for device fabricated under same process, which leads to 

difficulty in circuit design afterwards. The second problem is an enhanced phonon 

scattering and surface roughness scattering caused by thin silicon films, as well as 

strain in the channel layer.  [176]−[177] As a result, the effective carrier mobility drops 

substantially in ultrathin silicon films with 𝑡𝑆𝑖 < 5𝑛𝑚.  
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Compared with Si, semiconducting single-walled CNTs are synthesized with 1-2nm 

diameter, which waives the occurrence of band split under normal electric bias for 

MOSFET operation. And, since CNTs are usually dropped onto substrates rather 

than epitaxially grown, it does not face problems like dislocation or stretching of 

lattice. Therefore, CNTs offer the possibility to achieve superior electrostatic control 

with a planar structure. Simulation indicates that the SS of nanotube transistors 

remains at 60 mV/dec limit and the DIBL is kept below 50 mV/V, with gate-all-around 

device structure and 2nm 𝑡𝑜𝑥, down to 𝐿𝑔 below 5nm, which are significantly better 

than either planar or nonplanar (trigate FinFET) silicon devices.  [176][178]  The 

immunity of CNTs to short-channel effects has also been extensively verified in 

recent experiments. At 10nm 𝐿𝑔, the nanotube transistors with conventional metal 

contacts and planar gate exhibited SS down to 70 mV/dec, which is much lower than 

the 90-120 mV/dec SS of highest-performing 10nm 𝐿𝑔 Si counterparts.  [179]−[181]   

Shorter contact length 

MOSFET scaling requires a proportional miniaturization of both the channel length 𝐿𝑔 

and the metal contact length 𝐿𝑐 on source and drain side. Metal contact in MOSFETs 

must be long enough to efficiently collect charge carriers, and its resistance will increase 

rapidly with the reduction of 𝐿𝑐 under a certain length. For Si MOSFETs, the overall 

contact resistance (2𝑅𝑐) increases rapidly from below 100 𝛺 ∙ 𝜇𝑚 to above 500 𝛺 ∙ 𝜇𝑚 

when 𝐿𝑐 is below 25nm, and drastically increases when reducing 𝐿𝑐 into 10-nm scale. 

 [182]−[185] 
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CNTs offer a potential solution to this problem due to their quasi-1D shape. Si or II-V 

transistors' metal contact is connected to the semiconductor through relatively weak van 

der Waals interactions. However, the CNT under metal contact is usually open-ended 

(CNTs are etched to channel length size before deposition of metal contact) since they 

were etched to the channel length before metal contact deposition. These quasi-zero-

dimension open ends can be directly welded to the metal contacts where the metal atoms 

of the contacts and the carbon atoms of the CNTs are bonded directly.[106]  This strongly 

coupled interface enables charge carriers to be collected more efficiently. Experiments 

show that a scaling of 𝐿𝑐 down to around 9nm does not significantly compromise device 

performance when metal carbide is formed. Such immunity to 𝐿𝑐-scaliing effects, 

enabled by the unique end-bonded contact scheme, represents another critical scaling 

advantage of CNTs as a low-dimensional nanomaterial compared to bulk Si. 

 

(Fig 2.12: Current voltage characteristics of end-contacted CNTFETs with 𝐿𝑐 varying 

from 59nm (black), 36nm (red) and sub-0nm (blue) [106]) 
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2.3.2.1 Structure and mechanism of CNTFETs 

 

(Fig 2.13: Structure of a typical CNTFET [140] ) 

A typical CNTFET structure uses a top-gated structure. The mechanism of Carbon 

Nanotube field effect transistor (CNTFET) is the same as typical MOSFETs that gate 

controls charge carrier accumulation in the channel, but instead of having charge carriers 

accumulates in the reverse region, charge carriers accumulate in the CNTs. Since CNTs 

only have diameters of 1-2nm, a reverse region has no place to be formed, and the 

electric field distribution of CNTs in the channel is almost the same as that of 

surrounding materials, as is shown in the COMSOL simulation in Fig 2.13.  
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(Fig 2.14: COMSOL simulation of  the electrical field distribution of CNTs in CNTFETs) 

 

In CNTFETs, doping is usually achieved through the choice of metal contact materials. 

Chemical doping has been tried with semiconducting CNTs by infusing chemical 

molecules on the surface of CNTs, but they are usually unstable since they adhere to 

CNTs through Van der Walls force  [141]−[145] . The N-doping and P-doping of the 

CNTFETs is usually achieved now by choosing correct metal materials  [146]−[147] . 
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(Fig 2.15: Dipole structure of Si and CNT metal contacts. Left: dipole sheet in Si metal 

contact; Right: dipole ring in CNT metal contact) 

 

The type of metal-semiconductor contact can be categorized into Schottky contact and 

Ohmic contact. In traditional contacts between metals and semiconductors, Fermi level 

pinning usually dominates, leading to a Schottky barrier at the contact. It is usually 

considered that the work function difference between metal and semiconductor 

determines the behavior of metal-semiconductor junction. The surface at the 

metal/semiconductor interface introduces boundary conditions, creating metal-induced 

gap states (MIGS) in the middle of the semiconductor band gap which decay 

exponentially away from the interface. Compared with traditional 3D semiconducting 

materials like Si, the MIGS charge takes the form of a dipole ring rather than a dipole 

sheet in CNTs. This creates a difference for metal-CNT contact since the electrostatic 

potential is a constant far from a dipole sheet, but decays as the third power of distance 

far from a dipole ring.[107]  For a typical CNT with a bandgap of 0.6eV, and for the CNT 

mid-gap 4.5eV below the vacuum level, metal work functions larger than 4.8eV (or less 

than 4.2 eV) would thus lead to a negative Schottky barrier, i.e., the metal contacts the 
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CNT in the valence (conduction) band, giving an Ohmic contact.  Thus, one may expect 

that gold (Au) and Palladium (Pd) would give Ohmic contacts for electrons in CNTs.  For 

CNT transistors with Pd contact, the device conductance is close to the maximum 

conductance of 4𝑒2/ℎ, indicating that no barrier exists at the contact. For Au, the as-

deposited metal contact will behave like a Schottky barrier but will resume as an Ohmic 

contact after annealing. This is likely due to the poor wettability of Au on CNTs. Most n-

CNTFETs fabricated in recent years choose Palladium as metal contact materials and 

deposit Au on top of it.[108]  fabricate p-FETs, the work function of Sc is more applicable.  

As Si MOSFET, a compact model can be built up for CNTFETs.  

𝐼𝑑𝑆 = 𝑄𝑥𝑜𝑣𝑥𝑜𝐹𝑆 

2.3.2.2 Fabrication methods of CNTFETs 

As is discussed above, CNTs are usually grown by CVD in a furnace, which means that 

CNTs need to be transferred onto substrates rather than directly being epitaxially grown. 

The quality of the channel material in CNTFETs will not be determined by epitaxial 

growing conditions like growth temperature and lattice mismatch, but mostly the way of 

cleaning, sorting and saluting CNTs. The details of fabrication are discussed below. 

Sortation of semiconducting CNTs 

Unlike silicon, which is naturally a semiconducting material, as-grown CNTs is usually a 

mixture of metallic and semiconducting ones. Therefore, one of the challenges in 

CNTFET production is the separation of semiconducting CNTs since as-synthesized 

CNTs are a mixture of metallic and semiconducting CNTs.  This could be done through 
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applying a large electrical bias to burn the metallic CNTs away [148] but may also cause 

damage to semiconducting CNTs. A common way used now is to apply surfactants like 

sodium dodecyl sulphate (SDS) [34]− [35]  and poly[9-(1-octylonoyl)-9H-carbazole-2,7-

diyl] (PCz))[36]which attach on CNTs through hydrophobic or 𝜋 − 𝜋 interactions. The 

difference in chirality affects the amount of surfactants CNTs are encapsulated with, so 

CNTs can be separated after centrifugation due to difference in their weights. This 

technique can selectively sort semiconducting CNTs over a diameter range of 0.7 −

1.6𝑛𝑚. Channel materials of CNTFETs fabricated with this method may still face a 

variance in channel material properties like bandgap and charge carrier mobility, but this 

range is good enough to form IC circuits for microprocessors.  [149]−[154]  

 

(Fig 2.16: Surfactant sorting of CNTs (a): Surfactant wrapping of SWNTs, (b): separation 

of CNT solution after centrifugatio𝑛[37]) 
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Gate structure and capacitance 

The capacitance of CNTFET is a combination of gate oxide capacitance and CNT 

capacitance. Since the gate oxide capacitance and CNT capacitance are in parallel, the 

total capacitance of CNTFET goes as 

1

𝐶𝑖𝑛𝑣
= 

1

𝐶𝑜𝑥
+ 

1

𝐶𝑞𝑒
 

The capacitance of Carbon Nanotube 𝐶𝑞𝑒 is mainly a function of the bandgap of CNTs, 

which is associated with the diameters of CNTs. 

𝐶𝑞𝑒 =  𝑁 × [0.64√𝐸𝑔 + 0.1] (𝑓𝐹/𝜇𝑚) 

The gate oxide capacitance 𝐶𝑜𝑥 is a function of its thickness 𝑑 and its dielectric constant 

𝑘𝑜𝑥, which is a property of the gate oxide material chosen.  An ideal case of gate oxide is 

the cylinder oxide gate, that we assume that gate oxide is deposited evenly around the 

CNTs. This structure will ensure an even control of electric field around CNTs, but will 

be hard in fabrication.  [155]−[156]  The gate capacitance of all around gate CNTFETs will 

go as 

𝐶𝑜𝑥 =  𝑁 × 
2𝜋𝑘𝑜𝑥𝜀0

𝑙𝑛[(2𝑡𝑜𝑥 + 𝑑)/𝑑]
 

For typical CNTFETs, researchers tend to use a plane gate that buries CNTs in an oxide 

sheet. A correct model for this need to consider both the varying electric field throughout 

the gate material, but also the electric field difference between CNTs. Its expression goes 

as follows: 
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𝐶𝑔𝑐_𝑠𝑟 = 
4𝜋𝑘𝑜𝑥𝜀0

𝑙𝑛 (
𝑠2 + 2(ℎ1 − 𝑟) [ℎ1 + √ℎ1

2 − 𝑟2]

𝑠2 + 2(ℎ1 − 𝑟) [ℎ1 − √ℎ1
2 − 𝑟2]

) + 𝜆1𝑙𝑛 [
ℎ1 + 𝑑𝐶𝑁𝑇
9𝑟2 + 𝑠2

]  ∙ 𝑡𝑎𝑛ℎ (
ℎ1 + 𝑟
𝑠 − 𝑑

)

 

𝐶𝑔𝑐_𝑖𝑛𝑓 = 
2𝜋𝑘𝑜𝑥𝜀0

𝑐𝑜𝑠ℎ−1 (
2ℎ1
𝑑
) + 𝜆1𝑙𝑛 (

2ℎ1 + 2𝑑
3𝑑

)
 

𝑟 =  
𝑑

2
, ℎ1 = 𝑡𝑜𝑥 + 𝑟, 𝜆1 = 

𝑘𝑜𝑥 − 𝑘𝑠𝑢𝑏
𝑘𝑜𝑥 + 𝑘𝑠𝑢𝑏

 

𝐶𝑔𝑐_𝑒 = 
𝐶𝑔𝑐_𝑖𝑛𝑓  ∙  𝐶𝑔𝑐_𝑠𝑟

𝐶𝑔𝑐_𝑖𝑛𝑓 + 𝐶𝑔𝑐_𝑠𝑟
, 𝐶𝑔𝑐_𝑚 = 2𝐶𝑔𝑐_𝑒 − 𝐶𝑔𝑐_𝑖𝑛𝑓 

𝐶𝑜𝑥 = {
𝐶𝑔𝑐_𝑖𝑛𝑓                                          𝑁 = 1

𝐶𝑔𝑐_𝑚(𝑁 − 2) + 2𝐶𝑔𝑐_𝑒            𝑁 ≥ 2
 

Here, 𝐶𝑔𝑐_𝑒 and 𝐶𝑔𝑐_𝑚 denote the capacitances from the gate to the CNTs at the edge and 

to the CNTs in the middle of the CNT array, respectively.  

 

 

 

(Fig 2.17: Gate structures of CNTFETs. Left: Gate-all-around structure. [157]  Right: 

Planar gate structure. [158] ) 
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Gate length  

The virtual source velocity 𝑣𝑥𝑜 is mainly affected by the gate length. The gate length is 

the length of charge carriers that flow from source to drain. Though theoretically, charge 

carriers in CNTs can do ballistic transport, in reality, charge carriers will inevitably be 

scattered by factors like surface defects or CNT defects. Charge carrier velocity is usually 

used to describe this phenomenon, which goes as: 

𝑣𝑥𝑜 = 
𝜆𝑣

𝜆𝑣 + 2𝐿𝑔
 

𝑣𝐵 = 𝑣𝐵0√𝑑/𝑑0 

Where 𝑣𝐵 is the carrier velocity in the ballistic limit, and 𝜆𝑣, 𝑣𝐵0 and 𝑑0 are empirical 

parameters. The charge carrier mobility is  

𝜇 =  𝜇0
𝐿𝑔

𝜆𝜇 + 𝐿𝑔
(
𝑑

1𝑛𝑚
)
𝑐𝜇

 

Where 𝜇0 = 1350𝑐𝑚
2/𝑉 ∙ 𝑠, 𝜆𝜇 = 66.2𝑛𝑚, and 𝑐𝜇 = 1.5 are empirical parameters. 

Post-treatment of CNTs 

Some surfactants may remain on CNT after cleaning and may affect CNT performance. 

To further clean CNTs, Yttrium Oxide Cleaning (YOCD)[39] has been proposed to clean 

remaining surfactant by first deposit around 2.5 nm Yttrium Oxide and then remove it 

with HCl solution followed by repeated rinsing in OPA. This step is usually done after the 

deposition of CNTs. 

 



30 
 

Deposition of CNTs and alignment 

 

(Fig 2.18: Deposition of CNT films (a) Illustration of spin-casting method of CNT film; 

(b) resulting film from spin-casting. We can see from this AFM image that there’s no 

alignment of CNTs deposited. (c) deposition of CNTs through  Langmuir–Blodgett. CNTs 

are deposited through the water-substrate interface. (d) interface of water-substrate (e)(f): 

SEM and AFM films of aligned deposited CNTs) 

 

As fabricated CNTs and cleaned CNTs usually comes in the form of powder or sheets, 

and need to be saluted to deposit onto substrates. The salutation of CNTs is usually done 

by sonification. The speed and time need to be carefully controlled to avoid damage to 

CNTs.  [159]−[160] For macroscopic devices like display circuits, carbon nanotubes do not 

need to be aligned, and spin deposition will be enough for CNT deposition. 
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 [161]−[162] However, for applications like RF amplifier, aligned CNTs will be needed. 

 [163]−[165]  A useful way to deposit aligned CNTs is through the Langmuir–Blodgett (LB) 

technique.  [166]−[168]  Silicon substrates are inserted in water, and the CNT solution is 

dropped near the water-substrate interface. The surface tension aligns CNT at the 

interface, so when the substrate is pulled out of water, CNTs are left aligned on its 

surface. A variation of this method is the dimension-limited self-alignment method 

(DLSA)[42]which further improves the density of CNT deposited. 

 

(Fig 2.19: Example of CNTFET built on non-aligned CNT𝑠[43]) 

 

However, CNT aligning usually takes hours, and the resulting CNT density is restricted. 

Some applications such as CNT computers that used to apply aligned CNTs is also being 

researched on using non-aligned CNTs. A modeling method for these devices will benefit 

their development. The difficulty lies in the complicated transport network in non-aligned 

CNTs.  Experiments have shown that charge carriers can hoop between two close-by 
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CNTs, and AFM has been conducted on it. It has been proposed to use resistance to 

characterize CNT-CNT junction conductance. The randomness in CNTs positions and 

orientation leads to a randomly formed conductance network, with resistance values and 

connecting methods all varying. The extraction of parameters will be impossible using  

traditional ways like linear fitting. We developed a method to tackle this problem in 

chapter 5 using simulation-based inference to extract parameters and validate conduction 

models.  

Hysteresis in CNTFETs 

As a nanomaterial, CNTs easily absorb molecules in air and get n-doped. P-doping of 

CNTs can be achieved with specific molecules, but it is usually unstable. Therefore, most 

CNT devices are CNTFETs.  CNT also absorbs moisture in the air, and it causes large 

hysteresis. Most devices fabricated in recent papers remove this effect by baking CNTs 

before device fabrication. This greatly reduced hysteresis, but this effect still exists.  

 

(Fig 2.20: Hysteresis effect on CNTFETs caused by moistur𝑒[44]) 
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Chapter 3 Introduction to Machine Learning 

3.1 Introduction 

With the rapid development of modern science, there will inevitably be an explosion of 

experimental data. Traditionally, scientists make observations of natural phenomena and 

make theories from them; however, with the development of science and the 

accumulation of past knowledge, the speed of knowledge accumulation already exceeds 

the speed for most people to master. Therefore, a more efficient method will be needed to 

facilitate scientific discovery. Machine learning (ML), a commonly used tool to treat 

large amounts of data, can be a good candidate for this problem. Viewing scientific 

problems as probability may also help develop ML tools for materials science problems. 

3.2 Introduction of Machine Learning  

Machine learning is the study of algorithms that improve their performance P at some 

task T with experience E.[48] There are three categories in machine learning: Supervised 

learning, Unsupervised learning, and Reinforcement learning, which differ from each 

other in their training tasks and methods. The difference between supervised learning and 

unsupervised learning is that supervised learning uses labeled data, where the input data 

corresponds with one or several output data sets. In contrast, unsupervised learning uses 

unlabeled data where only input data is involved. Data labeling can be categorical, such 

as whether a picture is a dog or cat, which often discriminates different inputs in 

classification tasks. It can be continuous data like the current flow in the device under 

particular bias, which is usually used in regression tasks to predict output with unknown 
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input. Supervised learning aims to predict the output with a specific input. An example is 

a neural network (NN), which uses a network of interconnected units to predict output 

data with input data.  Unsupervised learning learns the distribution of the input. A 

common example of unsupervised learning is the large language model (LLM), which 

predicts the probability of the next word given the previous context.  

 

(Fig 3.1: Three categories of machine learning. In the unsupervised learning part, we can 

see that the model collects data with similar traits together. In supervised learning, the 

learning is done by taking actions) 

 

However, reinforcement learning (RL) trains a model to make decisions to maximize 

rewards in an environment to achieve the most optimal reward. The problem studied in 

RL is set up as an environment that rewards different actions, and an agent is created to 

take a series of actions in the environment and learn the reward. The model of action 

taken and reward is called policy. RL algorithms use a reward-and-punishment paradigm 

as they process data. They learn from the feedback of each action in the policy model and 

discover the best processing paths to achieve final outcomes.  
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Neural Network 

Deep feedforward neural networks, called feedforward neural networks or multilayer 

perceptrons (MLPs), are the quintessential deep learning models. Its name, neural 

network, comes from its original idea to mimic the human brain system.[51]  The essential 

components of the neural network are perceptrons, or called neurons, which multiplies 

the income signal 𝑥 with weights 𝑤, add bias 𝑏, and pass the result through a step 

function ℎ to get an output value 𝑓(𝑥). 

𝑓(𝑥) = ℎ(𝑤 ∙ 𝑥 + 𝑏) 

 

(Fig 3.2: Structure of neuron) 

 

Though a single neuron has a limited ability to process data, an interconnected system of 

thousands of neurons can represent complex functions. In a deep neural network, several 

layers of neurons are used, and information passes from one layer to the next. The layers 

consist of one input layer receiving inputs, several hidden layers as information 

processors, and a final layer called the output layer, which gives output predictions. When 

predicting, the information flows only in the direction from the input layer to the output 
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layer, so these models are called feedforward models. Neural networks can behave as 

complex functions because they are typically represented by combining many different 

functions. For example, in three layers of the neural network, we may have their 

functions as 𝑓1, 𝑓2 and 𝑓3 connected in a chain, and the function of them linked together 

will be 𝑓3 (𝑓2(𝑓1(𝑥))). With proper choice of hyperparameters like layer and neuron 

numbers and a good structure of neuron connections, neural networks can be used almost 

as a predictor or a classifier. Though the explainability of neural networks is still under 

research, it is widely used as a key component in many other ML techniques.   

 

(Fig 3.3: Structure of neural network) 

The training of neural networks is done by backward propagation, a gradient estimation 

technique that works by moving backward from the output layer to the input layer. 

During training, a labeled data set is used as an example to teach the neural network by 

letting the neural network predict outputs based on the input data. The difference between 
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predicted outputs and real outputs is calculated as loss, and the loss gradient is passed to 

all parameters in the neural network. This process is called optimization. The parameters 

are updated with a technique called gradient descent, which is a way to minimize an 

objective function 𝑓(𝜃) parameterized by a model’s parameters 𝜃 ∈  𝑅𝑑 by updating the 

parameters in the opposite direction of the gradient of the objective function ∇𝜃𝑓(𝜃)  

w.r.t to the parameters. The learning rate ƞ determines the size of the steps we take to 

reach a (local) minimum. In other words, we follow the direction of the surface slope 

created by the objective function downhill until we reach a valley. 

𝜃𝑘+1 = 𝜃𝑘 −  ƞ ∙  ∇𝑓(𝜃𝑘),      𝑘 = 0, 1, … 

ƞ ∙  ∇𝑓(𝜃𝑘),  is the called the incremental step. The process of updating parameters to 

reach optimal model performance is called training, and how incremental steps are 

calculated is called optimization. The most used optimization methods are Stochastic 

Gradient Descent (SGD)[49]  and Adaptive moment Estimation (Adam). If we simply use 

the gradient ∇𝑓(𝜃𝑘) as an incremental step, the optimization method is SGD.  
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(Fig 3.4: Illustration of optimization. The model starts at the initial weight point. In each 

training step, the gradient of the loss function is calculated, and the system does an 

increment step to update parameters in the neural network. Ideally, the training will lead 

to the global minimum of loss functions, as is shown at the bottom of the valley in the 

figure. At a global minimum, the loss derivative is zero, and parameters will stop 

updating.) 

 

Though SGD achieves good convergence in training, it is usually slow. Incorporating 

gradient momentum will fasten the training process, and one of the examples is 

(Adam)[50]. Adam computes individual adaptive learning rates for different parameters 

from estimates of first and second gradients of the loss. In addition to storing an 

exponentially decaying average of past second gradients 𝑣𝑡 , Adam also keeps an 

exponentially decaying average of past first gradients 𝑚𝑡.  

𝑚𝑖 ← 𝛽1𝑚𝑖 + (1 − 𝛽1)∇𝜃 

𝑣𝑖 ← 𝛽2𝑣𝑖 + (1 − 𝛽2)∇𝜃
2 

As 𝑚𝑡 and 𝑣𝑡 are initialized as vectors of. 0’s, the authors of Adam observe that they are 

biased towards zero, especially during the initial time steps, and  
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𝑚̂𝑡 = 
𝑚𝑡

1 − 𝛽1
𝑡 

𝑣𝑡 = 
𝑣𝑡

1 − 𝛽2
𝑡 

Then use these to update the parameters just as we  

𝜃𝑡+1 = 𝜃𝑡 − 
ƞ

√𝑣𝑡 +  𝜖
𝑚̂𝑡 

Rather than using a constant learning rate, Adam computes individual learning rates for 

each parameter and speeds up convergence and improve the quality of the final solution. 

It performs well in cases with noisy gradients and is straightforward to implement in deep 

neural networks.  

When the training process reaches a stable state that loss stops decreasing, we call the 

training is converged. Adam converges faster than SGD, but SGD usually leads to better 

training result.[49] Another factor to convergence is the number of input training data, 

which is called batch size. A smaller batch size leads to better convergence, but more time 

will be needed for training.  

3.3 Introduction of probabilities 

Probability space 

Before talking about probability estimation, let’s first define the probability space to 

describe the instances. We define a probability space to be a triple (𝛺, 𝐹, 𝑃), where 𝛺 is 

the sample space, which is the set of possible outcomes from an experiment; F is the 

event space, which is the set of all possible subsets of 𝛺; and P is the probability measure, 
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which is a mapping from an event 𝐸 ⊆ 𝛺 to a number in [0, 1] (i.e., 𝑃 ∶ 𝐹 → [0, 1], 

which satisfies certain consistency requirements. The simplest setting is where the 

outcome is discrete variables, like 𝛺 =  {𝐴, 𝐵, 𝐶}, where A, B and C are all the possible 

outcomes of the experiment. When the outcomes are continuous, we assume the sample 

space is a subset of the reals, 𝛺 ⊆  𝑅 

𝑃([𝑎, 𝑏]) =  ∫𝑑𝑃
 

𝐸

= ∫ 𝑝(𝑥)𝑑𝑥
𝑏

𝑎

 

Consider two events 𝐸1 and 𝐸2. If 𝑃(𝐸2)  ≠ 0, we define the conditional probability of 𝐸1 

given 𝐸2, or say the probability that 𝐸1 happens when we know that 𝐸2 has happened, 

will be  

𝑃[𝐸1|𝐸2] =  
𝑃[𝐸1 ∩ 𝐸2]

𝑃[𝐸2]
 

Here 𝑃[𝐸1 ∩ 𝐸2] denotes the probability that 𝐸1 and 𝐸2 happen at the same time. From 

this, we can get the multiplication rule: 

𝑃[𝐸1 ∩ 𝐸2] =  𝑃[𝐸1|𝐸2]𝑃[𝐸2] 

If 𝐸1 and 𝐸2 are independent, that says the 𝑃[𝐸1] will not be affected by the occurrence of 

𝐸2 and vice versa, the probability of 𝐸1 and 𝐸2 happen together will can be simplified as 

𝑃[𝐸1 ∩ 𝐸2] =  𝑃[𝐸1]𝑃[𝐸2] 

From the definition of conditional probability, we can derive the law of total probability, 

which states the following: if {𝐴1, … , 𝐴𝑛} is a partition of the sample space 𝛺, then for 

any event 𝐵 ⊆  𝛺, we have 
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𝑃[𝐵] =  ∑𝑃[𝐵|𝐴𝑖]𝑃[𝐴𝑖]

𝑛

𝑖=1

 

From the definition of conditional probability, we can derive Baye’s rule,  

𝑃[𝐸1|𝐸2] =  
𝑃[𝐸2|𝐸1]𝑃[𝐸1]

𝑃[𝐸2]
 

For discrete random variables X with K possible states, we can write Baye’s rule as 

follows, using the law of total probability: 

𝑝(𝑋 = 𝑘|𝐸) =  
𝑝(𝐸|𝑋 = 𝑘)𝑝(𝑋 = 𝑘)

𝑝(𝐸)
=  

𝑝(𝐸|𝑋 = 𝑘)𝑝(𝑋 = 𝑘)

∑ 𝑝(𝐸|𝑋 = 𝑘′)𝑝(𝑋 = 𝑘′)𝐾
𝑘′=1

 

Here, 𝑝(𝑋 = 𝑘) is the prior probability, 𝑝(𝐸|𝑋 = 𝑘) is the likelihood, 𝑝(𝐸|𝑋 = 𝑘′) is the 

posterior probability, and 𝑝(𝐸) is a normalization constant, known as the marginal 

likelihood.  

Estimating probabilities 

In the probabilistic approach to machine learning, all unknown quantities—be they 

predictions about the future, hidden states of a system, or parameters of a model—are 

treated as random variables and endowed with probability distributions. The process of 

inference corresponds to computing the posterior distribution over these quantities, 

conditioning it to whatever data is available.  

A popular method for sampling from high-dimensional distributions is Markov chain 

Monte Carlo (MCMC). The basic idea behind MCMC s is to construct a Markov chain on 

the state space X whose stationary distribution is the target density 𝑝∗(x) of interest. In 
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Bayesian inference, this is usually the posterior 𝑝∗(x) ∝ 𝑝(𝑥|𝐷). That is, we perform a 

random walk on the state space, in such a way that the fraction of time we spend in each 

state x is proportional to 𝑝∗(x). By drawing correlated samples 𝑥0, 𝑥1, 𝑥2, … from the 

chain, we can perform Monte Carlo integration 𝑝∗. One of the simple MCMC algorithms 

is the Metropolis-Hastings algorithm (MH algorithm). The basic idea is that at each step, 

we propose to move from the current state x to a new state x’ with probability 𝑞(𝑥′|𝑥), 

where q is called the proposal distribution (also called the kernel). The user is free to use 

any kind of proposal they want.  

The other method, Hamiltonian Monte Carlo (HMC), leverages gradient information to 

guide the local moves. HMC sees parameters 𝜃 as position and v as speed. The set of 

possible values for (𝜃, 𝑣) is called the phase space. We define the Hamiltonian function 

for each point in phase space as: 

𝐻(𝜃, 𝑣) =  𝜀(𝜃) + 𝐾(𝑣) 

Where 𝜀(𝜃) is the potential energy, 𝐾(𝑣) is the kinetic energy, and Hamiltonian 𝐻(𝜃, 𝑣) 

is the total energy. The momentum of  

𝜀(𝜃) =  −𝑙𝑜𝑔𝑝(𝜃) 

Where 𝑝(𝜃) is possibly unnormalized distribution, such as 𝑝(𝜃, 𝐷), and the kinetic 

energy to be 

𝐾(𝑣) =  
1

2
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The simplest way to model the time evolution is to update the position and momentum 

simultaneously by a small amount, known as the step size ƞ: 

𝑣𝑡+1 = 𝑣𝑡 +  ƞ
𝑑𝑣

𝑑𝑡
(𝜃𝑡, 𝑣𝑡) =  𝑣(𝑡) −  ƞ

𝜕𝜀(𝜃𝑡)

𝜕𝜃
 

𝜃𝑡+1 = 𝜃𝑡 +  ƞ
𝑑𝜃

𝑑𝑡
(𝜃𝑡, 𝑣𝑡) =  𝜃𝑡 +  ƞ

𝜕𝐾(𝑣𝑡)

𝜕𝑣
 

A slightly more accurate way is through a modified Euler’s method, where we first 

update the momentum, and then update the position using the new momentum: 

𝑣𝑡+1 = 𝑣𝑡 +  ƞ
𝑑𝑣

𝑑𝑡
(𝜃𝑡, 𝑣𝑡) =  𝑣(𝑡) −  ƞ

𝜕𝜀(𝜃𝑡)

𝜕𝜃
 

𝜃𝑡+1 = 𝜃𝑡 +  ƞ
𝑑𝜃

𝑑𝑡
(𝜃𝑡 , 𝑣𝑡+1) =  𝜃𝑡 +  ƞ

𝜕𝐾(𝑣𝑡+1)

𝜕𝑣
 

Random Variable [𝟗𝟗] 

Not all experimental results are bound to be definite. Sometimes, random variables will 

be a better choice for describing it. A random variable is an abstraction of an outcome 

from a randomized experiment. The random process involves some element of chance, so 

we cannot be sure about its outcome. The opposite of it is a “deterministic process”, 

where the same actions will always lead to the same result. Based on the output data 

types, the random variables can be categorized into discrete random variables and 

continuous random variables. A random variable is discrete if its domain consists of a 

finite set of values and is continuous if its domain is uncountably infinite. An example of 

the discrete random variable is the number of heads up when flipping a coin for n times. 
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For continuous random variables, we can use the example that we spin the hand of a 

clock and observe where it stops. 

Probability mass and density functions are usually used to describe random variables. If 

the random variable is discrete, the function to describe it is the probability mass function 

(PMF), which returns 𝑃(𝑋 = 𝑥) with each x in the sample space S. Any PMF must define 

a valid probability distribution, with the properties: 

𝑓(𝑥) = 𝑃(𝑋 = 𝑥) ≥ 0 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥 ∈ 𝑆 

∑ 𝑓(𝑥) = 1
𝑥∈𝑆

 

 

(Fig 3.5: Example of probability mass function using the case of flipping a coin) 

 

The probability density function (PDF) of a continuous variable X is the function 𝑓(∙) 

that associates a probability with each range of realizations of X. The area under the PDF 

between a and b returns 𝑃(𝑎 < 𝑋 < 𝑏) for any 𝑎, 𝑏 ∈ 𝑆 satisfying 𝑎 < 𝑏. 

Any PDF must define a valid probability distribution, with properties 

𝑓(𝑥) ≥ 0 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥 ∈ 𝑆 
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∫ 𝑓(𝑥)𝑑𝑥 = 𝑃(𝑎 < 𝑋 < 𝑏) ≥ 0 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑎, 𝑏 ∈ 𝑆 𝑠𝑎𝑡𝑖𝑠𝑓𝑦𝑖𝑛𝑔 𝑎 < 𝑏
𝑏

𝑎

 

∫ 𝑓(𝑥)𝑑𝑥 = 1
 

𝑥∈𝑆

 

 

(Fig 3.6: Example of probability mass function using the case of flipping a coin) 

 

A change of view ---- seeing scientific problems as probabilities. 

Models and simulations are a good way to test theory and predict future situations in 

scientific research. For hypothesis-building, we often want to decide which of several 

candidate models provides the best explanation of empirical data. Usually, several 

parameters are involved in the research. Though some of the parameters can be extracted 

theoretically, lots are empirical. Though these models typically don’t seem to have 

probability, they are implicit statistical models.[52] Let us suppose we have a model 𝑓(∙), 

a set of input 𝑥 and a vector of parameters 𝜃. With different 𝜃,  model outcome 𝑓 will be 

different given the same 𝑥. Our preferred approach is to estimate the likelihood function 

from the model simulation results.  Since probability is equal to or smaller than 1, we can 

construct a log-likelihood function: 

𝐿( 𝜃) = log 𝑓(𝑦;   𝜃) 
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Our goal is to maximize 𝐿( 𝜃) to select the correct set of 𝜃 with the given outcome y.  As 

an example, if we generate data 𝑦𝑖: I = 1, … 25 as an independent random sample from 

the distribution.  

 

(Fig 3.7: Example of finding optimal parameter for a model.[52]) 

 

Given candidate models 𝑚𝑖 with parameters 𝜃 and observed data 𝑥0 the posterior of a 

model is 

𝑝(𝑚𝑖|𝑥0)  ∝ 𝑝(𝑚𝑖)𝑝(𝑥0|𝑚𝑖) =  𝑝(𝑚𝑖)∫𝑝(𝑥0|𝜃,𝑚𝑖) 𝑝(𝜃|𝑚𝑖)𝑑𝜃  

Where 𝑝(𝑥0|𝜃,𝑚𝑖) denotes the likelihood of the data given the model. So, the problem of 

finding parameters for a model can be seen as maximizing the probability of getting 

correct results by choosing parameters and the proper model. We can further reform 

scientific problems into probability problems, in which instead of using functions to 
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describe the relation between experimental procedures and outcomes, we can see it as the 

probability of getting experimental outcomes with certain experimental procedures.  

3.4 Special machine learning techniques used in this thesis 

Simulation-based Inference 

Simulation-based Inference (SBI)[53]− [56] is a method to infer the parameters of a model 

given its output distribution. The theoretical base of SBI is Bayesian Inference that 

calculates the probability of one instance to happen when several instances happen 

together. Suppose we have parameters 𝜃 and experimental observation  𝑥, obviously the 

choice of model parameter  𝜃 won’t affect the real-life observation 𝑥 , so these two 

instances are independent.  We can estimate the posterior 𝑝(𝜃|𝑥) with Bayes’ rule using 

𝑝(𝑥|𝜃) and a prior 𝑝(𝜃): 

𝑝(𝜃|𝑥) =  
𝑝(𝜃)𝑝(𝑥|𝜃)

𝑝(𝑥)
 

Typically, SBI consists of 3 parts: a simulator that can generate numerical samples, a 

posterior estimator, and a sampler. During the process, we first assume a possible 

distribution of parameter 𝜃. Then we draw samples from the 𝜃 distribution and calculate 

the mode, to estimate the 𝑝(𝑥|𝜃) distribution. After we build the 𝑝(𝑥|𝜃), we can infer the 

distribution of 𝜃 given the output distribution.  

There are many ways to perform SBI. In this research, we used Sequential Neural 

Posterior Estimation (SNPE)[56]  which generates parameter samples 𝜃𝑛 from a proposal 

𝑝(𝜃) instead of the assumed prior 𝑝(𝜃). This method shrinks the range of possible 
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parameters and makes generated data 𝑥𝑛 more likely to be close to the observed data 

point 𝑥𝑜. SNPE finds a good proposal 𝑝(𝜃) by training the estimator 𝑞𝜙 over several 

rounds, whereby in each round 𝑝(𝜃) is taken to be the approximate posterior obtained in 

the round before. SNPE finds a good proposal 𝑝(𝜃) by training the estimator 𝑞𝜙 over 

several rounds, whereby in each round 𝑝(𝜃) is taken to be the approximate posterior 

obtained in the round before.  

 

(Fig 3.8: Structure of simulation-based Inference) 

 

The fundamental difficulty in inferring the parameters of a simulator given data is the 

unavailability of the likelihood function. In Bayesian Inference, we multiply the 

likelihood 𝑝(𝑥|𝜃) with prior beliefs 𝑝(𝜃).  However, calculating the likelihood (𝑥|𝜃) of a 

simulator model for given parameters 𝜃 and data 𝑥 is computationally infeasible in 

general, thus traditional likelihood-based Bayesian methods, such as variational inference 

or Markov Chain Monte Carlo, are not directly applicable. 

 Several methods for likelihood-free inference have been developed to overcome this 

difficulty, such as Approximate Bayesian Computation and Synthetic Likelihood, which 
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require only the ability to generate data from the simulator. Such methods simulate the 

model repeatedly and use the simulated data to build estimates of the parameter posterior. 

In general, the accuracy of likelihood-free inference improves as the number of 

simulations increases, but so does the computation cost. 

Sequential Neural Likelihood (SNL) 

The main idea of SNL  [57] is to train a Masked Autoregressive Flow on simulated data to 

estimate the conditional probability density of data given parameters, which then serves 

as an accurate model of the likelihood function. During training, a Markov Chain Monte 

Carlo sampler selects the next batch of simulations to run using the most up-to-date 

estimate of the likelihood function, reducing the number of simulations of several orders 

of magnitude.  

 

(Fig 3.9: Structure of SNL) 

 

Generative Flow Network 

Generative models have recently seen wide applications, especially in text and image 

generation. Generative models create the distribution of the training data they see and can 

generate new data similar to the training data. A famous example of a generative model is 
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Generative Adversarial Networks (GAN)[59] , which use a generator to create samples 

and a discriminator to see if the generated samples have the same distribution as the 

training data. The goal of training is to minimize this difference. However, while 

generating, this model may need to explore more possible options, which may have 

potential restrictions on its application to scientific and engineering tasks.  

 

(Fig 3.10: Structure of generative models. (a): transformer [58] (b): GAN (c): GFLowNet) 

 

Generative Flow Network (GFLowNet)[60] – [66]  is a new method for generative AI 

models. Rather than encoding the input data into a more straightforward representation, 

GFlowNet trains a model that samples a distribution of trajectories whose probability is 

proportional to a given positive return or reward function. GFlowNet combines flow 

network and reinforcement learning. The structure of GFLowNet resembles that of RL, 

which includes an environment that returns rewards based on the series of actions taken, 
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an agent that creates random actions and explores the environment, and a policy model 

that models the expected rewards for every action given the previous actions.  

Unlike typical generative models that learn the probability distribution of states, 

GFLowNet amortizes its object over the trajectory of forming the final state. The 

sampling in GFLowNet takes place at training time, while run-time sampling or 

computations of marginalized quantities can be done in a single pass through a sequence 

of constructive stochastic steps. GFlowNets trained a sampling policy to make the 

probability 𝑃𝑇(𝑠) of sampling an object 𝑠 approximately proportional to the value 𝑅(𝑠) 

of a given reward function applied to that object. The reward value is usually a positive 

value within (0,1). For probability calculation, GFlowNet used the energy-based model 

that used an energy function 𝜀(𝑠) =  − log𝐸(𝑠), i.e., the reward function 𝐸(𝑠) is non-

negative and corresponds to an unnormalized probability.  

 

(Fig 3.11: States generation process of GFLowNet) 
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Whereas one typically trains a generative model from a dataset of positive examples, a 

GFLowNet is trained to match the given energy or reward function and convert it into a 

sampler. Compared with the usual RL that pursues a single highest-reward sequence of 

actions, GFlowNet can explore multiple possible actions. It may give it an advantage in 

scientific discovery and engineering solution generation since more options can be 

probed. 

The structure of GFLowNet combines flow network and reinforcement learning. The 

flow of GFlowNet is proportional to the reward of the trajectory, and the trajectory 

should be a directed acyclic graph (DAG), meaning no loop can be involved in the 

trajectory. Suppose we have a trajectory (𝑠0, 𝑠1, … , 𝑠𝑛+1) generated, and we call 𝑃𝐹 to be 

the forward probability which denotes the probability from a step to its next step, and 𝑃𝐵 

to be the backward probability that denotes the probability from a step to its previous one. 

From Bayesian inference, we have 

𝑃𝐹(𝑠
′|𝑠) =  

𝑃(𝑠 → 𝑠′)

𝑃(𝑠)
 

𝑃𝐵(𝑠|𝑠′) =  
𝑃(𝑠 → 𝑠′)

𝑃(𝑠′)
 

It is easily seen from the Markov chain that 

𝑃(𝜏) = 𝑃(𝑠0 → 𝑠1 → ⋯ → 𝑠𝑛+1) =  ∏𝑃𝐹(𝑠𝑡|𝑠𝑡−1)

𝑛+1

𝑡=1

= ∏𝑃𝐵(𝑠𝑡−1|𝑠𝑡)

𝑛+1

𝑡=1

 

In GFlownet, we usually create an initial state 𝑠0 denotes the beginning of trajectories, 

and no step can be taken before it. We also created an end state 𝑠⏊ marks the end of the 
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trajectory that no action can be taken afterwards. All trajectories go from the initial state 

to the end state, so the sum of the forward probability of each trajectory should be 1, and 

so does the sum of backward probabilities. 

∑∏𝑃𝐹(𝑠𝑡|𝑠𝑡−1)

𝑛+1

𝑡=1

= ∑∏𝑃𝐵(𝑠𝑡−1|𝑠𝑡)

𝑛+1

𝑡=1

= 1 

Now, let’s define the flow in the model. In GFlownet, we design the flow of each 

trajectory 𝜏 to be proportional to its reward.  

𝑃(𝜏) =  
1

𝑍
𝐹(𝜏) 

Z is the total flow in the function, which is set up as a trainable target. The sum of flow of 

all possible trajectories 𝜏 from initial state to sink state will be 

𝑍 =  ∑𝐹(𝜏)

𝜏 ∈𝑇

= 𝑍̂∏𝑃̂𝐵(𝑠𝑡−1|𝑠𝑡)

𝑛+1

𝑡=1

= 𝑍̂∏𝑃𝐵(𝑠𝑡−1|𝑠𝑡)

𝑛+1

𝑡=1

= 𝑍̂ 

Suppose that a model with parameters 𝜃 outputs estimated forward policy 𝑃𝐹(−|𝑠; 𝜃) for 

state 𝑠 (just as for detailed balance above), as well as a global scalar 𝑍𝜃 estimating  

𝑍∏𝑃̂𝐹(𝑠𝑡|𝑠𝑡−1)

𝑛

𝑡=1

=  𝐹(𝑥)∏𝑃̂𝐵(𝑠𝑡−1|𝑠𝑡)

𝑛

𝑡=1

 

Where we have used that 𝑃(𝑠𝑛 = 𝑥) =  
𝐹(𝑥)

𝑍
 

For a trajectory 𝜏 =  (𝑠0 → 𝑠1 → ⋯ → 𝑠𝑛+1), define the trajectory loss 

𝐿𝑇𝐵(𝜏) =  (𝑙𝑜𝑔
𝑍𝜃∏ 𝑃̂𝐹(𝑠𝑡|𝑠𝑡−1; 𝜃)

𝑛
𝑡=1

𝑅(𝑥)∏ 𝑃̂𝐵(𝑠𝑡−1|𝑠𝑡; 𝜃)
𝑛
𝑡=1

)

2
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If 𝜋𝜃 is a training policy – usually that given by 𝑃𝐹(−|𝑠; 𝜃) or a tempered version of it – 

then the trajectory loss is updated along trajectories sampled from 𝜋𝜃, i.e., with stochastic 

gradient 

𝐸𝜏 ~𝜋𝜃∇𝜃𝐿𝑇𝐵(𝜏) 
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Chapter 4 

Neural Network–based model for CNTFETs 

4.1 Introduction 

Transistor models are indispensable for circuit simulation and essential for the efficient 

analysis and design of integrated circuits (ICs). The most common model for devices is 

the compact models, which predict the current behavior of the devices and help determine 

biased circuits and amplified circuits for a successful design. Standard compact models 

are combinations of physics-based equations chosen based on device structure. Some 

empirical parameters like need to be extracted to fit the model to reality. Though these 

models are accurate, they usually take a long time to be set up since they need to be both 

physically sound and fit with all experimental observations. The explosion of new 

materials may also make this task harder since new materials and their unique electrical 

properties need to be researched before a valid model can be set up. A more convenient 

device modeling method may help plan research before the explicit model is studied. 

Here, we take CNTFET as an example to show that neural networks can be a model for 

semiconductor devices. 
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4.2 Structure of CNTFETs: 

 

(Fig 4.1: Structure of a typical CNTFET. Selected categorical and continuous device 

parameters are shown in the graph, except for device structure, which is shown in the 

appendix) 

 

A field-effect transistor (FET) usually consists of the following parts: a substrate as a 

base to build the device, the semiconductor material itself, two metal contacts named 

source and drain to let current flow, and a gate to control the charge carrier density. When 

operating, an electrical potential 𝑉𝑑𝑠 is applied between the two metal contacts source and 

drain, and an electrical bias 𝑉𝑔𝑠 is used on the gate to control current. The distance 

between the source and the drain is often described as channel length Lch, and Lg 

characterizes the length controlled by the gate.  Except for these parameters, the choice of 

materials in each section and processing methods also significantly impact the device's 

performance.  
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4.3 Neural network with experimental CNTFET data. 

A good model for device behavior should capture both 𝐼𝑑𝑠 − 𝑉𝑑𝑠 behavior and 𝐼𝑑𝑠 −

 𝑉𝑔𝑠behavior. Usually, 𝐼𝑑𝑠 − 𝑉𝑑𝑠 behavior is better captured by using 𝐼𝑑𝑠 as the model 

output, while 𝐼𝑑𝑠 − 𝑉𝑔𝑠 relation is better trained with the logarithm of Ids. This is because 

𝑉𝑔𝑠 usually have an exponential influence on drain current, while 𝑉𝑑𝑠 affect device 

performance more linearly. We first tried to create a model structure to solve this problem 

by using a two-step model that we first train 𝑙𝑜𝑔(𝐼𝑑𝑠) then 𝐼𝑑𝑠_𝑟𝑎𝑡𝑖𝑜. The first model 

ensures that the relation between 𝐼𝑑𝑠 and 𝑉𝑔𝑠 will be captured.  The training data of the 

second model is the ratio between the real 𝐼𝑑𝑠 and the exponential of the predicted result 

of the first model, which goes: 

𝐼𝑑𝑠_𝑟𝑎𝑡𝑖𝑜 =  𝐼𝑑𝑠 𝑒𝑥𝑝(𝑚𝑜𝑑𝑒𝑙1(𝑖𝑛𝑝𝑢𝑡𝑠))⁄  

 

(Fig 4.2: Two-step neural network model for CNTFET modeling) 
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We explore the setup of the CNTFET model, starting with devices with one single CNT 

using experimental data from [ ] and PlotDigitier as a data abstraction method. Since the 

experimental data only discussed the effect of channel length 𝐿𝑐ℎ and metal contact 

length 𝐿𝑐 on CNTFET performance, we take only 𝑉𝑑𝑠, 𝑉𝑔𝑠, 𝐿𝑐 and 𝐿𝑐ℎ as input of the 

neural network and use 𝐼𝑑𝑠 as output of the model.  

Before training, we performed data cleaning for these data. The first step is to remove the 

hysteresis effect of the data. Due to moisture in the air, early CNTFETs usually have 

severe hysteresis, that 𝐼𝑑𝑠 measured for the same device is likely different when measured 

forward and backward, and the device performance will also vary under different times of 

measurement.  Therefore, when we see the obtained data, we found that 𝐼𝑑𝑠 data under 

the exact condition will usually be different.  Since we have a minimal amount of data 

here, this caused difficulty for convergence in training, so we cleaned the hysteresis effect 

before training. We clean out the deviation of 𝐼𝑑𝑠 under the same condition by shifting the 

𝑉𝑔𝑠 position of 𝐼𝑑𝑠 − 𝑉𝑔𝑠 data to align them with 𝐼𝑑𝑠 − 𝑉𝑑𝑠 data under the same condition, 

as is shown in Fig 4.3.  

 

(Fig 4.3: Hysteresis effect cleaning: Left: original experiment data, Right: cleaned data) 
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(Fig 4.4: Data generation for 𝑉𝑑𝑠 symmetry) 

 

After removing the hysteresis effect, we duplicated the data with reversed VDs and IDs 

data. This is because, for MOSFETs with symmetric structures, Ids should be symmetric 

for 𝑉𝑑𝑠. A typical way to test the model is the Gummel test, where the 𝐼𝑑𝑠 − 𝑉𝑑𝑠and its 

derivatives are plotted. We’ve also added Ids=0, data with a random combination of other 

conditions to make sure that 𝐼𝑑𝑠 = 0 when 𝑉𝑑𝑠 = 0.  After data set cleaning, we 

normalized the inputs and output data in the following way: 
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(Fig 4.5: 𝐼𝑑𝑠 − 𝑉𝑑𝑠 and 𝐼𝑑𝑠 − 𝑉𝑔𝑠 prediction) 

 

 

(Fig 4.6: Symmetry of 𝐼𝑑𝑠 − 𝑉𝑑𝑠 prediction and Gummel test) 
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(Fig 4.7: Predicted result of unseen cases) 

 

As is shown in Fig 4.5, the two-step model successfully predicts both the 𝐼𝑑𝑠 − 𝑉𝑑𝑠 

behavior and the exponential  𝐼𝑑𝑠 − 𝑉𝑔𝑠 behavior under different biases. Fig 4.6 shows 

that the model is symmetric to 𝑉𝑑𝑠 and passes the Gummel test. We’ve also shown that 

the model can predict cases it never sees successfully.  

 

4.4 Neural Network model incorporating processing methods 

As is discussed in chapter 1, CNTFET performance is not only affected by device 

structure parameters, like channel length and gate width, but is also affected by the 

selection of processing methods and choice of gate, metal contact, and substrate 

materials. Therefore, it is essential to consider them when building models for CNTFETs. 
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This task will be challenging for compact models since these phenomena may be 

complex to express in equations.  

Different from parameters like 𝐿𝑐ℎ, the choice of fabrication methods and materials 

cannot be expressed as continuous values. We can represent them as categorical values 

and assign them different integer values to process them in a neural network. 

In a neural network, continuous data can be directly fed into input layers and multiplied 

with weights. This may not be a good idea for categorical data since they are represented 

by integers whose value is only an identity rather than carrying meaningful information. 

Encoding is usually used to contain features of categorical data in training. One of the 

most widely used encoding methods is one-hot encoding. In one-hot encoding, a 

parameter matrix of 𝐸 =  𝑛 ×  𝑚𝑑𝑖𝑚, where 𝑛 is the total number of categories, and 

𝑚𝑑𝑖𝑚 the dimension of hidden layer matrix. When a categorical sequence [𝑎1, 𝑎2, ⋯ , 𝑎𝑖] 

pass to the input layer, instead of multiplying [𝑎1, 𝑎2, ⋯ , 𝑎𝑖] with the input layer weights, 

the agent form extracts the lines of matrix E with the corresponding index and form a 

matrix [𝐸[𝑎1], 𝐸[𝑎2], ⋯ , 𝐸[𝑎𝑖]]. This encoded matrix now represents the effect of 

categorical parameters and passed to the next layer for processing. 

 

(Fig 4.8: Encoding of categorical parameters) 
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In this research, we considered the following parameters: 

Categorical Parameters 

Substrate: The material used for substrate. Si/SiO2 substrate is used in most CNTFETs, 

but a few tried soft materials like  

Gate material and gate thickness (Gate_mat1, Gate_mat2 and Gate_t1, Gate_t2): 

Gate contact applies gate potential 𝑉𝑔𝑠 on the device and controls the maximum current 

allowed in the channel.  Both gate material type and gate thickness may affect device 

performance.  Some articles used two layers of different materials. We describe the layer 

directly in contact with CNT as Gate_mat1 and Gate_t1. If no second oxide layer is used, 

we use None for Gate_mat2 and set Gate_t1 as 0. 

Metal contact and thickness (Metal1, Metal1_t, Metal2, Metal2_t):  Most CNTFET 

apply a two-layer metal contact. The first layer (Metal1) comes into direct contact with 

CNT and is used to change the doping type of CNT since metals have their unique 

working potential. When using Pd as Metal 1, CNTFET is p-doped, and when using Sc as 

metal contact, the device is n-doped. The doping type changes the direction of current 

flowing through the device and is expressed as positive or negative current.  The second 

metal layer is added over metal 1 to increase the conductivity of the metal contact since 

the resistivities of Pd and Sc are large.  

CNT properties (CNT_density, Coating method, Alignment, Pretreatment): 

CNT_density is how many CNTs there are per um; thus, a higher value of this will lead to 

higher current IDs. Depending on coating methods, CNTs can be randomly deposited on 

the substrate or  
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Structure: Structure describes the shape of the device and the position of each material. 

Though all the articles in the data source used top-gated structures, they differ in detail 

and can be put into three categories. The first type has a symmetric top-gated structure, 

but the gate covers the gap between the gate-source and the gate-drain. The second one is 

also symmetrical but with gaps uncovered. The third type denotes the  

Coating method: In this research, two coating methods are used. The first is dip-coating, 

dipping the silicon wafer in the CNT solution. This usually leads to a randomly 

distributed CNT. The other way is DLSA, which used  

Alignment: Whether CNT is aligned in the device.  

Pretreatment: In some research, YOCD is used to clean CNTs.   

Sub Pretreatment: In some of the research,  

Continuous parameters 

Lch: Channel length of CNTFET 

Lg: Gate length of CNTFET 

Metal2, Metal2_t: Thickness of metal contact layer 1 and 2. 

CNT_density: The number of CNTs per um of channel width. 

Vgs: Gate-Source voltage 

Vds: Drain-Source voltage 
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(Fig 4.9: Structure of Neural Network for describing the effect of both categorical and 

Continuous parameters on device performance) 

 

Here is the structure of the neural network used in this research. We first separate inputs 

into two kinds: Categorical and Continuous. We first use One-hot Encoding to encode the 

effect of Categorical Parameters into Embedding layer 1 with an output of size 

8 × 𝑑𝑚𝑜𝑑𝑒𝑙 , then multiply Continuous with a matrix of 8 × 𝑑𝑚𝑜𝑑𝑒𝑙 to get an output 

matrix of the same dimension. After that, we concatenate these two matrices together and 

feed this 16 × 𝑑𝑚𝑜𝑑𝑒𝑙 matrix to the afterward training steps, which are eight layers of 

fully connected 𝑑𝑚𝑜𝑑𝑒𝑙 × 𝑑𝑚𝑜𝑑𝑒𝑙. To capture the feature of both 𝐼𝑑𝑠 − 𝑉𝑑𝑠 curve and 

𝐼𝑑𝑠 − 𝑉𝑔𝑠 curve, we separate the training process into two steps. Its details are described 

in the Appendix.  
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Categorical Parameters Encoding number 

Metal_1 Pd: 0, Sc: 1 

Metal_2 Au: 2, Al: 3 

Gate Material HfO2:4 

Coating Method DLSA:5, dip-coating: 6 

Alignment Aligned:7, Random:8 

Pretreatment No:9, YOCD:10 

Substrate Material SiO2:11, parylene:12, quartz:13 

Gate_metal_1 Pd:14, Ti:15 

Gate_metal_2 Au:16, None:17 

Sub Pretreatment Etch:18, None:19 

Device Structure Structure 1: 20, Structure 2: 21, Structure 3: 22 

(Table 4.1: Categorical Parameter values) 

We use the same two-step model in 3.1 that trains log (𝐼𝑑𝑠) and 𝐼𝑑𝑠 ratios sequentially. 

However, we use a fully connected neural network here to ease construction. We 

collected data from 9 articles  [43],[67] – [74] using Plot-digitizer to collect I-V curve data. 

During training, we randomly select 80% of the data as training data and leave the rest as 

testing data to ensure the model won’t overfit. In the first step, though most data can be 

predicted within a range of 0.1-10 times the original data, there are always a few data that 

cannot be fitted, and their deviation can be as high as 10^5 compared with the original 

data. We can remove those data with a range above 0.1-10 times, about 1% of the original 

data, to prepare training data for our next step since a too large range will make most data 
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indistinguishable for the model to tell apart. For the rest of the data, we again randomly 

selected 80% of the data as training data and 20% as testing data.  

We tried different combinations of hyperparameters. An initial learning rate of 10−5 was 

used until testing loss stopped decreasing, then  10−7 was used until convergence. During 

training, we monitored the testing loss to ensure the data kept decreasing to prevent 

overfitting. The model produced the lowest loss with an embedding size of 512 and 6 

layers and this model is used as the logs model. We’ve also noticed that a too-small 

embedding size and number of layers may cause underfitting, that some features of the 

model are not captured. 

 

(Fig 4.10: Training Loss for logIds model with various combinations of embedding size 

and embedding layer numbers) 
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(Fig 4.11: Training Loss for logIds model) 

 

(Fig 4.12: Predicted log (𝐼𝑑𝑠) − 𝑉𝑔𝑠 for processing information incorporated model) 
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(Fig 4.13: Underfitting condition for log (𝐼𝑑𝑠) − 𝑉𝑔𝑠  with smaller embedding size and 

number of layers.) 

 

The model can capture the trend of device performance and make a relatively good 

prediction for both 𝐼𝑑𝑠 and log (𝐼𝑑𝑠) relations. It can also provide reasonable predictions 

for different combinations of processing information. However, we’ve also observed that 

the model may fail at some specific points, which are likely data in the testing data set. 

This is probably due to the small amount of data the model doesn’t have enough to learn 

from.  
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Sub_Pretreatment 
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(Table 4.2: Process information for condition 1) 

 

 

(Fig 4.14: Predicted𝐼𝑑𝑠 − 𝑉𝑔𝑠 under condition 1) 
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(Table 4.3: Process information for condition 2) 

 

 

(Fig 4.15: Predicted𝐼𝑑𝑠 − 𝑉𝑔𝑠 under condition 2) 
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(Table 4.4: Process information for condition 3) 

 

 

(Fig 4.16: Predicted𝐼𝑑𝑠 − 𝑉𝑔𝑠 under condition 3) 
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(Table 4.5: Process information for condition 4) 

 

 

(Fig 4.17: Predicted𝐼𝑑𝑠 − 𝑉𝑔𝑠 under condition 4) 
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4.5 Theoretical issue: Extrapolation and Interpolation 

 

(Fig 4.18: Extrapolation issue with interpolation models [109][110]) 

 

As an interpolation technique, neural network is able to capture patterns of the training 

data and fit the curve of input-output. However, in extrapolation tasks, where predictions 

need to be made on inputs beyond the training data, the interpolation model may fail. As 

is seen in Fig 4.18, though the interpolation model can give out reasonable prediction 

within the interpolation range, the prediction significantly failed when the model is doing 

an extrapolation task. Therefore, using only neural networks for FET modeling may not 

be able to provide accurate results when the input value falls out of the training value, so 

one should better not trust the extrapolation ability of neural networks.  
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A good model that can extrapolate is models that are built from physical equations, since 

electronic devices all follow them. For example, in Silicon MOSFETs, when 𝑉𝑔 > 𝑉𝑡, the 

drain-source current  𝐼𝑑𝑠 is driven by:[111] 

𝐼𝑑𝑠 = 𝜇𝑒𝑓𝑓𝐶𝑜𝑥
𝑊

𝐿
[(𝑉𝑔 − 𝑉𝑓𝑏 − 2𝜓𝐵 − 

𝑉𝑑𝑠
2
)𝑉𝑑𝑠

− 
2√2𝜀𝑆𝑖𝑞𝑁𝑎
3𝐶𝑜𝑥

[(2𝜓𝐵 + 𝑉𝑑𝑠)
3/2 − (2𝜓𝐵)

3/2]] 

Where 𝜇𝑒𝑓𝑓 is the effective mobility of charge carriers, 𝑉𝑓𝑏 and 𝜓𝐵 are associated with 

band diagram of silicon, 𝜀𝑆𝑖 is the dielectric constant of silicon, 𝐶𝑜𝑥 is the gate-oxide 

capacitance, which is related to gate oxide thickness and dielectric constant. For carbon 

nanotube, similar expressions can also be expressed, as is shown in the compact model 

discussion in chapter 1. These parameters are related to material used, and a change of 

material may lead to a drastic change in the expression. For example, a change of metal 

contact material may change the metal contact type from Ohmic contact to Schottky 

contact, and these two types of contact behave differently. Therefore, if we only train 

neural network with ohmic contact materials, we should not expect it to predict the case 

where Schottky barriers are formed, even that we took metal work functions into 

consideration in neural network training.  

However, at the same time, some of the parameters in the compact model may be affected 

by hard-to-predict conditions, such as the density of defects or the amount of molecules 

absorbed by CNTs during processing. Carbon Nanotube is also notorious for being 

sensitive to surrounding environments. Since it only consists of one layer of Carbon 
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atom, absorption of molecules and surface conditions may greatly change the electronic 

properties of CNTs. The building up of models through traditional ways may take a long 

time to finish, and in most cases, these models only fit to certain cases. A better way of 

building up extrapolatable models but also have an ability to fit broader cases with 

smaller effort might be combining neural networks and compact models together. I think 

neural networks could be used as a simulator of some of the parameters in a physically 

built model when the extrapolation models of them are hard to be extracted, but for 

unknown physics parts, it might be better to use physical equations rather than a neural 

network. Examples might be processing method chosen, as lot of unpredicted condition 

might be introduced in the process. A better way might be to design experiments to 

collect data along the way of using machine learning techniques.[169] 

At the same time, since the neural network model used here is a curve-fitting method, the 

accuracy of neural network prediction is restricted by the interval of the input data. 

Theoretically, the prediction between the interval of the input data may fail. A more 

accurate model will be achieved by using more input data with smaller intervals. Further 

study should also be done on estimating the amount of data needed to train a good 

enough model and how small the interval should be for enough accuracy. The amount of 

data needed will probably be linked with the type of tasks and the expected gradient of 

variables. It might be reasonable to sample more on areas that a small change in input can 

cause drastic change in outputs, like area around 𝑉𝑡ℎ for 𝐼𝑑𝑠 − 𝑉𝑑𝑠  relation. 
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4.6 Conclusion 

We developed a two-step NN model for CNTFET performance and successfully predicts 

device performance. The main contribution here is that we created a data cleaning 

method for correcting hysteresis effect, so the training data will have less noise. In the 

second part, we created a NN model that can take device processing method and 

materials combination into consideration. Though the training data amount is not enough 

and further work should be done one the extrapolation technique, we have shown that 

encoding technique can be a way to incorporate non-numerical information for neural 

networks of electronic devices. Further work should be done on the extrapolation ability 

of neural network and the amount of data needed to provide a precise enough prediction. 

A physically model incorporating neural network might be a way to solve the problem. 

This chapter provides a simple way of using machine learning technique by just fitting 

data with neural network. It has no ability in extrapolation and cannot help in 

understanding the real world. I believe that machine learning techniques for materials 

science research should be able to help us understand the mechanisms out of 

experimental observations, and I developed a way to achieve this goal  with simulation 

based inference in the next chapter. 
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Appendix 

Structure 1:  

 

As is shown in the graph, structure 1 denotes  

Structure 2: 
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Structure 3:  
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Hyper parameters of training of processing information incorporated model 

number of embedding layers 6 

Encoding dimension 512 

Embedding dimension 512 

Learning rate 10−5 − 10−7 

Batch_size 1 

Optimizer Adam 

training epochs 2000 

(Table 4.6: Hyper parameters of training of processing information incorporated 

𝑙𝑜𝑔(𝐼𝑑𝑠)model) 

number of embedding layers 7 

Encoding dimension 256 

Embedding dimension 256 

Learning rate 10−5 − 10−6 

Batch_size 1 

Optimizer Adam 

training epochs 1300 

(Table 4.7: Hyper parameters of training of processing information incorporated 𝐼𝑑𝑠 ratio 

model) 
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Chapter 5 

Compact model for CNTFETs with non-aligned CNTs and 

SBI-based extraction of resistivity parameters 

5.1 Introduction 

With the development of the Carbon Nanotube (CNT) sorting technique, sorting out 

semiconducting CNTs with high purity (98%) becomes possible, making CNTFETs 

fabrication much easier. The sorted CNTs are usually in solutions when used for device 

fabrications; CNTs are usually randomly distributed and form a network if no specific 

aligning process is applied. Though CNTFETs with aligned CNTs tend to perform better, 

those with non-aligned CNTs have also demonstrated a decent performance and have the 

advantage of easy fabrication. CNT network FETs can achieve a value as high as 107 −

 108, which is good enough for lots of cases. 

However, for the further application of non-aligned CNTFETs, models need to be set up 

to predict device performance.  DFT-related calculations have been done on the resistance 

of two CNTs intersecting, but the time cost would be unimaginable if we used it for a 

CNTFET that contains hundreds of CNTs. A simpler way to model CNT networks, which 

lots of work does, is to treat CNT as straight sticks or hollow cylinders where the 

contributing resistance resides in the lengths and junctions. These works can predict how 

CNT density can affect the successful conduction of the SWNT network from source to 

drain and predict output current variation with different gate lengths.  However, since 

SWNTs are randomly distributed in the network, the output current is bound to have a 
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distribution, and only some works have tried to explain it.  Empirical models are also 

complex to establish due to the difficulty of extracting necessary parameters since 

electrons can hop between CNTs, and the parameters associated with them are hard to 

extract through traditional ways like linear approximation or exponential transformation.  

However, with the new development of artificial intelligence, we may have more tools to 

solve these problems. Here, we used simulation-based inference [82][83][[84]][85]as a new 

tool to extract critical parameters from models. The advantage of using SBI for parameter 

extraction is that it does not require models to be simple expressions and can tolerate the 

case where the model produces a distribution of outputs rather than specific numbers. 

Simulation-based inference models the probability of outputs of a model with different 

combinations of parameters, which can later be used to infer the most likely parameters 

combo for the real-world data distribution. This makes it a good candidate for the case 

where parameters are difficult to extract. 

In this work, we probed a way of using SBI to extract parameters for a model observing 

CNTFET performance distributions. We first developed a compact model for non-aligned 

CNFETs based on the compact model of aligned CNTFETs.  Our model can create a 

current distribution rather than producing a single current value. We then used 

simulation-based inference to infer critical parameters in the model and successfully 

inferred the parameters that fit the experimentally observed distribution. Our research 

shows that SBI can be successfully applied to assist in setting up a compact model with 

distributed outputs.  
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5.2 Background 

Previous research for CNT intersections 

In SWNT networks, current can not only flow in CNTs but can also flow between two 

intersecting CNTs. This makes it an interesting subject for many researchers. For a low-

density CNT network, percolation theory [86] [87]may be a good way to explain its 

conductivity. However, when the density of CNTs is higher, like above 10 CNTs per um, 

the conductivity of CNTs is more affected by the conductivity of CNTs themselves and 

the resistance of CNT-CNT intersections. The resistance of CNT-CNT intersections were 

calculated through DFT, and shows that it have a value of around 700 kΩ  [78].At the 

same time, conducting AFM has also been used to characterize SWNT-SWNT junctions 

and shows that the resistance is around 200kΩ [88].However, conducting AFM may not be 

an good way to observe the conductance in CNTFETs due to the large number of CNTs 

involved, and thus, it will become highly time-consuming. The sensitivity of conducting 

AFM to the experimental setup environment may also mean that the observed data may 

have deviations.  

Compact model for aligned CNTFET 

The compact model is a widely used way to characterize semiconductor device 

performance. Compact models are built upon physical rules, like gate-voltage-induced 

charge accumulation and drift-diffusion current driven from source-grain bias (𝑉𝑑𝑠).  

Compact models have already been set up for aligned CNT FETs [89][90][91][92]. An easy 
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way to set up one is through the virtual source method. An example can be written as 

follows [91][92]: 

 

(Fig 5.1: Setup of compact model for CNTFETs (a) Structure of an aligned CNTFET; (b) 

Setup of the circuit) 

 

𝑉𝑡 = 𝑉𝑡𝑜 −  𝛿 ∙  𝑉𝑑𝑠𝑖 

𝐹𝑓 = 
1

1 + 𝑒𝑥𝑝 (
𝑉𝑔𝑠𝑖 − [𝑉𝑡 −  𝛼 ∙  𝜙𝑡/2]

𝛼 ∙  𝜙𝑡
)

, 𝜙𝑡 = 
𝑘𝐵𝑇

𝑞
 

𝑄𝑥𝑜 = 𝐶𝑖𝑛𝑣  ∙  𝑛𝑠𝑠  ∙  𝜙𝑡  𝑙𝑛 (1 + 𝑒𝑥𝑝
𝑉𝑔𝑠𝑖 − [𝑉𝑡 −  𝛼 ∙  𝜙𝑡  ∙  𝐹𝑓]

𝑛𝑠𝑠  ∙  𝜙𝑡
) 

𝑉𝐷𝑆𝐴𝑇𝑠 = 
𝑣𝑥𝑜𝐿𝑔

𝜇
 

𝑉𝐷𝑆𝐴𝑇 = 𝑉𝐷𝑆𝐴𝑇𝑠 (1 − 𝐹𝑓) + 𝜙𝑡  ∙  𝐹𝑓 

𝐹𝑠 = 
𝑉𝑑𝑠𝑖/𝑉𝐷𝑆𝐴𝑇

[1 + (𝑉𝑑𝑠𝑖/𝑉𝐷𝑆𝐴𝑇)𝛽]1/𝛽
 

𝐼𝑑𝑆 = 𝑄𝑥𝑜𝑣𝑥𝑜𝐹𝑆 

Here, 𝐼𝑑𝑠 is the current flow from source to drain.  𝑉𝑡𝑜 is the threshold voltage without 

Drain-induced barrier lowering (DIBL) effect. 𝑘𝐵 is the Boltzmann constant, T is the 
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temperature, and q is the elementary charge. The inversion gate Capacitance 𝐶𝑖𝑛𝑣 is 

determined by the thickness and dielectric constant of the gate materials, and the CNT 

diameter. 𝛼 and  𝛽 are empirical constants where 𝛼 =  −3.5, 𝛽 = 1.8. 

5.3 Experimental design 

 

(Fig 5.2: Illustration of experiment setup. From left to right are: random CNT network, 

corresponding equivalent circuit and current output distribution) 

 

The reason for the random current output of a CNTFET with random CNT network is 

because the length of CNTs in conductance and the way they overlap with each other is 

randomized. In other words, the conductance of a random network CNTFET is a random 

variable, since the length of CNTs in conduction and the way they interconnect are 

random variables. We designed a method of transforming the probability distribution of 

the length of CNTs in conduction and the way they interconnect are random variables in a 

random CNT network into the probability density function of its possible current output 

under a fixed voltage bias using a compact model based function. We adjust the three 

resistance related parameters in the compact model function so that the function can 

convert the random variable of CNT network to the probability density of the 

experimentally observed current output. 
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5.4 Methods 

CNT network generation 

To simulate non-aligned CNTFETs, we first need to sample random CNT networks. For a 

device with gate length of 𝐿𝑔 and a CNT density n per gate width, we first create a device 

area of 𝐿𝑔  × 1. In this device area, we randomly draw n points as the center of CNTs and 

assigned these CNTs with random orientations ϴ in (−
𝜋

2
,
𝜋

2
) with lengths from the CNT 

length distribution. Since we only consider the conduction contribution of CNTs in the 

device area, we only keep the CNT parts inside the device area.  By setting the source-to-

drain direction as the x-axis, and metal contact direction as the y-axis, we can express 

CNTs in the form 𝑦 = 𝑘 ∗ 𝑥 + 𝑏 and calculate the position of intersection and the length 

of each CNT. 

We construct a compact model for non-aligned CNTFETs to calculate the current flow in 

a CNTFET based on the CNT position information. Three types of resistances are used to 

build the model, which are CNT sections resistance 𝑅, CNT-CNT percolation resistance 

𝑅𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡 and metal contact resistance 𝑅𝑚. The model first constructs a circuit netlist 

basing on the CNT position information using the length of CNT sections and positions 

of connections.  

Circuit netlist setup 

1. Create resistors for each sector of CNT.  

2. Create a resistor with a fixed value resistance for each position where two CNTs 

intersect (marked by a pair of position_A and position_B). 
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3. create a metal-CNT resistor with fixed resistance for each CNT-metal connection. 

4. Apply voltage bias between source and drain and calculate current. 

5. For each device, draw threshold voltage from the 𝑉𝑡ℎ distribution, and calculate 

the current factor of 𝑉𝑡ℎ. 

6. Multiply the 𝑉𝑡ℎ current ratio with the calculated device current to produce the 

final current. 

Here we use a simple case when only two CNTs are in the CNTFETs. Metal-contact 

resistance 𝑅𝑚 are added to both source and drain contact of the CNT, and an intersection 

resistance 𝑅𝑖𝑛  will be created to connect the CNTs at the point they intersect. R1, R2, R3 

and R4 are CNT sections resistances that is related to their lengths. The value of these 

resistances will be discussed in the following section. 

 

(Fig 5.3: Example with only 2 CNTs in the CNTFET (left) and corresponding circuit set 

up (right)) 

 

Compact model for non-aligned CNTFETs 

In the aligned CNTFETs, the resistance between source and drain can be written as 
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𝑅𝑑𝑠 = 
𝑉𝑑𝑠

𝑄𝑥𝑜𝑣𝑥𝑜𝐹𝑆

= 
𝑘1

𝐶𝑖𝑛𝑣  ∙  𝑛𝑠𝑠  ∙  𝜙𝑡  𝑙𝑛 (1 + 𝑒𝑥𝑝
𝑉𝑔𝑠𝑖 − [𝑉𝑡 −  𝛼 ∙  𝜙𝑡  ∙  𝐹𝑓]

𝑛𝑠𝑠  ∙  𝜙𝑡
) ∙  𝑣𝑥𝑜  ∙  𝐹𝑆

= 
𝑘1

𝐶𝑖𝑛𝑣  ∙  𝑣𝐵
 ∙  
𝜆𝑣 + 2𝐿𝑔

𝜆𝑣
 

∙  
1

𝑛𝑠𝑠  ∙  𝜙𝑡  𝑙𝑛 (1 + 𝑒𝑥𝑝
𝑉𝑔𝑠𝑖 − [𝑉𝑡 −  𝛼 ∙  𝜙𝑡  ∙  𝐹𝑓]

𝑛𝑠𝑠  ∙  𝜙𝑡
) ∙  𝐹𝑆

 

If we suppose the resistance of CNTs in the non-aligned CNT network changes in the 

same way as those of aligned ones, we can construct the compact model for non-aligned 

CNTFETs in the following way: 

𝐼𝑑𝑆 =  
𝑉𝑑𝑠

𝑅𝑛𝑒𝑡𝑤𝑜𝑟𝑘
  ∙  𝑉𝑥𝑜  ∙  𝐹𝑆 

where 

𝑅𝑛𝑒𝑡𝑤𝑜𝑟𝑘 = 𝐹(𝑅𝑠𝑒𝑐𝑡𝑖𝑜𝑛, 𝑅𝑖𝑛, 𝑅𝑚 ) 

𝑅𝑠𝑒𝑐𝑡𝑖𝑜𝑛 = 
𝑘1

𝐶𝑖𝑛𝑡𝑣𝐵0 
∙  
2 𝑙𝑠𝑒𝑐𝑡𝑖𝑜𝑛 + 𝜆𝑣

𝜆𝑣 
 ∙  𝑇𝑑 

𝐹𝑓 = 
1

1 + 𝑒𝑥𝑝 (
𝑉𝑔𝑠𝑖 − [𝑉𝑡 −  𝛼 ∙  𝜙𝑡/2]

𝛼 ∙  𝜙𝑡
)

, 𝜙𝑡 = 
𝑘𝐵𝑇

𝑞
 

𝑉𝑥𝑜 = 𝑛𝑠𝑠  ∙  𝜙𝑡  ∙  𝑙𝑛 (1 + exp (−
𝑉𝑔𝑠𝑖 − [𝑉𝑡 −  𝛼 ∙  𝜙𝑡  ∙  𝐹𝑓]

𝑛𝑠𝑠  ∙  𝜙𝑡
)) 
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𝑉𝐷𝑆𝐴𝑇𝑠 = 
𝑣𝑥𝑜𝐿𝑔

𝜇
 

𝑉𝐷𝑆𝐴𝑇 = 𝑉𝐷𝑆𝐴𝑇𝑠 (1 − 𝐹𝑓) + 𝜙𝑡  ∙  𝐹𝑓 

𝐹𝑠 = 
𝑉𝑑𝑠𝑖/𝑉𝐷𝑆𝐴𝑇

[1 + (𝑉𝑑𝑠𝑖/𝑉𝐷𝑆𝐴𝑇)𝛽]1/𝛽
 

Here, 𝑅𝐶𝑁𝑇_𝑛𝑒𝑡𝑤𝑜𝑟𝑘 is the total resistance of the CNT network between source and drain, 

which is calculated based on the connections of CNTs and metal contacts. 𝑅𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡 

refers to the resistance for current exchange between two CNTs when they cross with 

each other, and 𝑅𝑚 refers to the metal contact resistance of one CNT with the metal 

contact.  

𝑙𝑠𝑒𝑐𝑡𝑖𝑜𝑛 is the length of SWNT sections before it crosses with another SWNT or metal 

contact. Here, we treat each CNT section as an individual virtual source system, and the 

current flowing in each CNT section is driven by the electric potential difference between 

its two sides. Constants 𝛼 = −3.5, 𝛽 = 1.8. Due to the limitation of CNT sorting 

techniques, the diameters of the semiconducting CNTs used for fabricating CNTFETs are 

usually between 1 to 2 nm. Since SWNT properties strongly depend on their diameters, 

we added a diameter-related resistance ratio 𝑇𝑑  to describe the effect. The expression of 

𝑇𝑑  is discussed in the appendix, which goes as follows: 

𝑇𝑑 = 

(
𝜇

𝐶𝑖𝑛𝑣_𝑖𝑛  ∙ 𝑣𝑥𝑜
)|
 𝑑

(
𝜇

𝐶𝑖𝑛𝑣_𝑖𝑛  ∙ 𝑣𝑥𝑜
)|
1𝑛𝑚

 

𝐶𝑖𝑛𝑣_𝑖𝑛 is the capacitance related with one CNT, which writes as 
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1

𝐶𝑖𝑛𝑣_𝑖𝑛
= 

1

𝐶𝑜𝑥
+ 

1

𝐶𝑞𝑒
 

Here 𝐶𝑜𝑥 is the capacitance from the gate oxide per CNT and 𝐶𝑞𝑒 is the capacitance of 

one CNT. Some simplification has been made on 𝐶𝑜𝑥, which is discussed in Appendix.  

5.5 Experimental setup 

 

(Fig 5.4: Original data of CNTFET with randomly deposited CNTs.[94] The experiment 

was done on three wafers, and distributions of On-off current, On-off ratio, threshold 

voltages and subthreshold swing are given) 

 

We used the data from  [94]  as the source of real-world observation. In its measurement 

result, 5 distributions are given, including threshold voltage 𝑉𝑡ℎ, subthreshold slope SS, 
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on-current 𝐼𝑜𝑛, off-current 𝐼𝑜𝑓𝑓 and on-off ratio. To obtain an accurate model, all these 

distributions need to be considered. However, some of these distributions can be easily 

expressed with other distributions, so they don’t need to enter the model by themselves. 

The first one is the on-off ratio, which directly correlates with 𝐼𝑜𝑛 and 𝐼𝑜𝑓𝑓. The other one 

is 𝑉𝑡ℎ, which can be derived from SS distribution through the following way 

𝑛𝑠𝑠 = −
𝜕𝐸𝑐𝑚𝑎𝑥
𝜕𝑉𝑔𝑠

|
𝑉𝑑𝑠=0

= 
1

1 − 𝑒−𝜂
 

𝛿 =  
𝜕𝐸𝑐𝑚𝑎𝑥
𝜕𝑉𝑑𝑠

|
𝑉𝑑𝑠=0

= 𝑒−𝜂 

−∆𝑉𝑡 = (2𝐸𝑓𝑠𝑑 + 𝐸𝑔)𝑒
−𝜂 

𝜂 =  
𝐿𝑔 + 2𝐿𝑜𝑓

2𝜆
 

Therefore 

∆𝑉𝑡 = −(2𝐸𝑓𝑠𝑑 + 𝐸𝑔) (1 −
1

𝑛𝑠𝑠
) 

So, we suppose that 𝑉𝑡 = 𝑘 ∗
1

𝑛𝑠𝑠
+ 𝑏 , and infer the parameters k and b. The 𝑉𝑡 

distributions are successfully generated with their corresponding SS distributions. 

 



92 
 

   

(Fig 5.5:  𝑉𝑡 distribution generated by SS distribution compared with the 3 measured 

wafers) 

 

Since SS and 𝑉𝑡ℎ  can be affected by various factors and are hard to simulate, we 

expressed 𝑉𝑡ℎ  with SS and treated them s an input of the model. The on-off ratio was 

determined by the distribution of 𝐼𝑜𝑛 and 𝐼𝑜𝑓𝑓,  so we only chose 𝐼𝑜𝑛 and 𝐼𝑜𝑓𝑓 distribution 

and simulation targets.  

Simulator setup 

Since the fabricated devices have a channel length of 285 nm and the current distribution 

is expressed in the way of current per um of gate width, we constructed a device area 

with a length of 285nm and a width of 1um. The CNT density of the original experiment 

is around 45 CNTs per um of the gate. To observe the distribution of device performance, 

we generated 100 devices in each run of the simulator and fitted the output current with 

gamma distribution, and the distribution is used as the output of the model. The 

experiment's on and off current distributions are also fitted with gamma distribution and 

are used as the sampling target.  The gamma distribution is the correct choice here since it 

can model unsymmetric distribution, which is the case for current distributions here. The 

gamma distribution writes as 

𝑓(𝑥, 𝛼, 𝛽) =  
𝛽𝛼𝑥𝛼−1𝑒−𝛽𝑥

𝛤(𝛼)
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Where x is the input variable. 𝛼 and 𝛽 are the two parameters determining the 

distribution of x, and thus are used as the output of the simulator and target of sampling. 

Thus, we created a device performance distribution simulator that outputs 𝛼 and 𝛽 of the 

gamma distribution of the device performance. The simulator will create devices 100 

times and calculate their current flow with the input parameters. Then, the current results 

will be fitted with a gamma distribution, and give out 𝛼 and 𝛽. 

Inference of model parameters 

We created prior distributions for the parameters as uniform distribution, and set their 

ranges as 𝑘 ∶  [0.3, 1], 𝑅𝑚: [1, 20], 𝑅𝑖𝑛: [1, 500]. The unit of  𝑅𝑚𝑒𝑡𝑎𝑙_𝑐𝑜𝑛𝑡𝑎𝑐𝑡 and 

𝑅𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡 are 𝑘𝛺, and k is 1. The range of the parameters are selected close to their real-

world observations to make them physically sound, with the metal contact resistance 

range chosen from [83]. The circuit netlist is set up with Pyspice  [96] [97]with voltage 

applied between source and drain and source grounded. The SBI agent is imported from 

the SBI-toolkit [98] and SNPE method was used. For the posterior estimator training step, 

we let the posterior simulator call samples from the simulator for 600 times and trained 

an estimator. The training time is around 26 hours with one CPU. After training, 100,000 

samples are drawn from the posterior, and a parameter distribution is plot. 
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(Fig 5.6: Data flow of the posterior training and sampling) 

 

5.6 Results 

Here, we have the inferred parameter Divided by the middle of the SS_Vth-induced 

current ratio. We get that the inferred CNT-metal contact resistance 𝑅𝑚 is around 10 𝑘𝛺 

and CNT-CNT percolation resistance 𝑅𝑒𝑥 is around 120 𝑘𝛺 . This is close to the previous 

experimental studies where 𝑅𝑚 is around 5 − 10 𝑘𝛺 and 𝑅𝑒𝑥 is around 150 𝑘𝛺. At the 

same time, the inferred value of CNT conductance is around 77.3 𝑘𝛺/𝜇𝑚, and CNT-

metal contact resistance is around 150 𝑘𝛺. Since the channel length is 0.285um, the 

resistance of CNT is much smaller than percolation resistance. By inputting a parameter 

set near the inferred set, we get the current distribution, which fits the measured results. 

We observed that k is around 1 for 𝐼𝑜𝑛, but tends to be higher for 𝐼𝑜𝑓𝑓. At the same time, 

the metal contact resistance seems to be higher for 𝐼𝑜𝑓𝑓.  
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(Fig 5.7:  Inferred parameters and fitted distribution for I_on distribution of wafer 1) 
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(Fig 5.8:  Inferred parameters and fitted distribution for I_off distribution of wafer 1) 
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(Fig 5.9:  Inferred parameters and fitted distribution for I_on distribution of wafer 2) 
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(Fig 5.10: Inferred parameters and fitted distribution for I_off distribution of wafer 2) 



99 
 

 

(Fig 5.11: Inferred parameters and fitted distribution for I_on distribution of wafer 3) 
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(Fig 5.12: Inferred parameters and fitted distribution for I_off distribution of wafer 3) 

 

Running SBI successfully requires a correct model, and inference may fail if no correct 

model is provided. We performed a wrong inference by inversing the relationship of 

resistance change with length. We can see that the SBI agent fails to infer a distribution of 

CNT resistivity since no parameter combination can give a satisfactory result. 
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(Fig 5.13: Failed SBI due to wrongly set up model) 

 

We used the inferred parameters to predict the current variation with different gate 

lengths. The currents are generated with a 𝑉𝑔𝑠 = −1.4𝑉 and 𝑉𝑑𝑠 = −1.4𝑉, CNT density 

at 45 CNTs per 𝜇𝑚 and 𝑆𝑆 = 120. As is shown in the figure, the current will drop with 

increasing gate length, but the current drop tends to saturate, which fits with experimental 

observations.  
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(Fig 5.14: On and off current variation with gate length variation) 

 

We’ve also analyzed the effect of CNT density on CNTFET performance. As shown in 

the figure, though increasing CNT density leads to an enhancement in current, the 

enhancement tends to cease growing with increasing CNT density. This is also shown in 

the research  [98] in which DFT calculation was used. The underlying reason is that the 

increase in CNT density separates the CNTs into smaller sections, which means more 

virtual sources.   

 

  

(Fig 5.15: On and off current variation with CNT density variation) 
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5.7 Conclusion and Future Research 

We developed a compact model for non-aligned CNT network field effect transistors 

(CNTFETs). The model calculated the current flow in the CNTs and the current 

exchanges between two contacting CNTs. By design, this compact model considers the 

charge accumulation effect of gate bias and the source-drain bias that drives the current. 

This allows for predicting the performance of non-aligned CNT network field-effect 

transistors with both on and off-gate bias. We used SBI to extract intersection resistance, 

metal-contact resistance, and CNT resistivity and successfully found a parameter combo 

that fits with real-world observations. We believe that this research may open a way for 

extracting parameters of compact models in cases where device performance has varied.  

At the same time, we used the model to explore the effect of CNT density and channel 

length on non-aligned CNTFETs’ performance. We observed that the increase of device 

current with higher CNT density tends to saturate with higher CNT density, probably due 

to an increase in associated resistance. The decrease in current due to longer gate length 

also tend to saturate, which fits with real world observations.   
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Appendix 

Approximation of gate approximation 

For the aligned CNTFETs, the total capacitance of the CNTFET 𝐶𝑖𝑛𝑣 is 

1

𝐶𝑖𝑛𝑣
= 

1

𝐶𝑜𝑥
+ 

1

𝐶𝑞𝑒
 

where 

𝐶𝑞𝑒 = 𝑁 × [0.64√𝐸𝑔 + 0.1] (𝑓𝐹/𝜇𝑚) 

Is the capacitance of CNTs, and N is the number of CNTs. 𝐶𝑜𝑥 is the capacitance from the 

oxide material and is a little bit complicated to express. For a simple cylindrical GAA 

structure, where oxide material covers CNTs evenly, 𝐶𝑜𝑥 write as: 

𝐶𝑜𝑥 =  𝑁 × 
2𝜋𝑘𝑜𝑥𝜀0

𝑙𝑛[(2𝑡𝑜𝑥 + 𝑑)/𝑑]
 

For top-gate structure, 𝐶𝑜𝑥 is presented in the following steps: 

𝐶𝑔𝑐_𝑠𝑟 = 
4𝜋𝑘𝑜𝑥𝜀0

𝑙𝑛 (
𝑠2 + 2(ℎ1 − 𝑟) [ℎ1 + √ℎ1

2 − 𝑟2]

𝑠2 + 2(ℎ1 − 𝑟) [ℎ1 − √ℎ1
2 − 𝑟2]

) + 𝜆1𝑙𝑛 [
ℎ1 + 𝑑𝐶𝑁𝑇
9𝑟2 + 𝑠2

]  ∙ 𝑡𝑎𝑛ℎ (
ℎ1 + 𝑟
𝑠 − 𝑑

)

 

𝐶𝑔𝑐_𝑖𝑛𝑓 = 
2𝜋𝑘𝑜𝑥𝜀0

𝑐𝑜𝑠ℎ−1 (
2ℎ1
𝑑
) + 𝜆1𝑙𝑛 (

2ℎ1 + 2𝑑
3𝑑

)
 

𝑟 =  
𝑑

2
, ℎ1 = 𝑡𝑜𝑥 + 𝑟, 𝜆1 = 

𝑘𝑜𝑥 − 𝑘𝑠𝑢𝑏
𝑘𝑜𝑥 + 𝑘𝑠𝑢𝑏
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𝐶𝑔𝑐_𝑒 = 
𝐶𝑔𝑐_𝑖𝑛𝑓  ∙  𝐶𝑔𝑐_𝑠𝑟

𝐶𝑔𝑐_𝑖𝑛𝑓 + 𝐶𝑔𝑐_𝑠𝑟
, 𝐶𝑔𝑐_𝑚 = 2𝐶𝑔𝑐_𝑒 − 𝐶𝑔𝑐_𝑖𝑛𝑓 

𝐶𝑜𝑥 = {
𝐶𝑔𝑐_𝑖𝑛𝑓                                          𝑁 = 1

𝐶𝑔𝑐_𝑚(𝑁 − 2) + 2𝐶𝑔𝑐_𝑒            𝑁 ≥ 2
 

Here, 𝐶𝑔𝑐_𝑒 and 𝐶𝑔𝑐_𝑚 denote the capacitances from the gate to the CNTs at the edge and 

to the CNTs in the middle of the CNT array, respectively. For aligned CNTFETs,  𝐶𝑜𝑥 can 

be easily calculated as a linear combination of 𝐶𝑔𝑐_𝑒 and 𝐶𝑔𝑐_𝑚 since they are parallel to 

each other. For non-aligned CNTFETs, there’s no simple expression of 𝐶𝑔𝑐_𝑒, and the gate 

oxide capacitance is scattered everywhere.  However, we can see that with the increase of 

CNT density, 𝐶𝑜𝑥 will be dominated by 𝐶𝑔𝑐_𝑚. We calculated the deviation of  𝐶𝑜𝑥 =

 𝐶𝑔𝑐_𝑚 ∗ 𝑁 compared to 𝐶𝑜𝑥 = 𝐶𝑔𝑐_𝑚(𝑁 − 2) + 2𝐶𝑔𝑐_𝑒 with a CNT diameter of 1nm 

under the device fabrication condition, and the result is shown in the following figure 
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(Fig 5.16: 𝐶𝑜𝑥 deviation with changing CNT density) 

 

With the experimental CNT density around 45 CNTs per um, the deviation of 𝐶𝑜𝑥 is 

around 0.4% from the real one. Therefore, we use the approximation 𝐶𝑜𝑥 = 𝐶𝑔𝑐_𝑚 ∗ 𝑁 in 

this research, so the capacitance of the device writes as 

1

𝐶𝑖𝑛𝑣
= 

1

𝑁 × 𝐶𝑔𝑐_𝑚
+ 

1

𝑁 × [0.64√𝐸𝑔 + 0.1]
=  
1

𝑁
× (

1

𝐶𝑔𝑐_𝑚
+ 

1

[0.64√𝐸𝑔 + 0.1]
) 

So 

𝐶𝑖𝑛𝑣 = 𝑁 × 

(

 
 1

(
1

𝐶𝑔𝑐_𝑚
+ 

1

[0.64√𝐸𝑔 + 0.1]
)
)
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Therefore, the capacitance of each individual CNT is 

𝐶𝑖𝑛𝑣_𝑖𝑛 =
1

(
1

𝐶𝑔𝑐_𝑚
+ 

1

[0.64√𝐸𝑔 + 0.1]
)

 

 

Effect of CNT diameter on CNTFET performance 

Since the diameter variance of CNT affects the bandgap, 𝐶𝑖𝑛𝑣 (thus 𝑄𝑥𝑜) and 𝑣𝑥𝑜 (thus 

𝑉𝑡), it should be taken into consideration to achieve a reasonable simulation result. The 

diameter of CNTs affects the device performance in the following ways: 

1. CNT diameter d determines the bandgap of CNT: 

𝐸𝑔 = 
2𝐸𝑝𝑎𝑐𝑐

𝑑
 

Where 𝐸𝑝 = 3𝑒𝑉 is the tight-binding parameter, and 𝑎𝑐𝑐 is the carbon-carbon distance in 

CNTs, 1.44nm. Bandgap affects CNT quantum capacitance 𝐶𝑞𝑒, which is discussed 

below. Bandgaps of SWNTs affects the gate capacitance 𝐶𝑖𝑛𝑣 of CNTFET. 

2. CNT diameter d also affects the inversion gate capacitance 𝐶𝑖𝑛𝑣 of CNTFET. As 

discussed in Appendix, the capacitance of one individual CNT is: 

𝐶𝑖𝑛𝑣_𝑖𝑛 =
1

(
1

𝐶𝑔𝑐_𝑚
+ 

1

[0.64√𝐸𝑔 + 0.1]
)

 

Where both 𝐶𝑔𝑐_𝑚 and 𝐸𝑔 are affected by d. 

3. Effect on mobility 
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Diameter d also affects the mobility of the CNTFET. 

𝜇 =  𝜇0
𝐿𝑔

𝜆𝜇 + 𝐿𝑔
(
𝑑

1𝑛𝑚
)
𝑐𝜇

 

𝜇0 = 1350
𝑐𝑚2

𝑉 ∙𝑠
, 𝜆𝜇 = 66.2𝑛𝑚, 𝑐𝜇 = 1.5. They are empirical extracted. 

4. Effect on virtual Source Velocity 

𝑣𝑥𝑜 = 
𝜆𝑣

𝜆𝑣 + 2𝐿𝑔
𝑣𝐵 

𝑣𝐵 = 𝑣𝐵0√𝑑/𝑑0 

Therefore, we introduced a diameter resistance factor function in the model. If we neglect 

the small change of  𝑉𝐷𝑆𝐴𝑇 on 𝜇, the source-drain current 𝐼𝑑𝑠 is correlated with 𝐶𝑖𝑛𝑣, 𝑣𝑥𝑜 

and 𝜇 in the following way: 

𝐼𝑑𝑠  ∝  
𝐶𝑖𝑛𝑣  ∙ 𝑣𝑥𝑜

𝜇
 

Which means the resistance of each SWNT section is proportional to 
𝜇

𝐶𝑖𝑛𝑣 ∙𝑣𝑥𝑜
. 

Therefore, for each SWNT section, we calculate the gate capacity 𝐶𝑖𝑛𝑣 , virtual source 

Velocity 𝑣𝑥𝑜 and mobility 𝜇, then compare it with those for a SWNT with a diameter of 

1nm to obtain a resistance ratio 𝑇𝑑. 

𝑇𝑑 = 

(
𝜇

𝐶𝑖𝑛𝑣_𝑖𝑛  ∙ 𝑣𝑥𝑜
)|
 𝑑

(
𝜇

𝐶𝑖𝑛𝑣_𝑖𝑛  ∙ 𝑣𝑥𝑜
)|
1𝑛𝑚

= 

(
1

𝐶𝑖𝑛𝑣_𝑖𝑛 
)|
 𝑑

(
1

𝐶𝑖𝑛𝑣_𝑖𝑛 
)|
1𝑛𝑚

 ∙  (
𝑑

1𝑛𝑚
) 

Additional thoughts on using resistance networks to characterize CNT network 

conduction 
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Approximation of 𝑽𝒕𝒉 with SS distribution 

CNT diameter distribution 

 

（Fig 5.17:  CNT length distribution） 

 

With the current sorting technique, the SWNTs used for fabricating CNTFETs are around 

1 – 2 nm. Since the manufacturer does not provide the CNT diameter distribution, we 

obtained data from similar research using the same sorting technique and used it as the 

CNT diameter distribution in this research. 

We model the CNT length distribution from the technical data sheet of IsoNanotubes-S of 

NanoIntegris, which is the material used in the experimental research. 
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(Fig 5.18: Fitted Distribution of CNT diameter variation) 
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Chapter 6 

Generative model for CNTFETs using GFLowNet 

6.1 Introduction 

With the development of CNTFETs, the number of processing methods also increases, 

making it harder to develop a combination of processing methods and device parameters 

to achieve target performance. The design of circuits also requires a careful choice of 

device parameters, which is tedious. Though some models have been prompted to use 

neural networks to model FETs, few have tried to generate device parameters with target 

device performance. Currently, detailed device parameters are usually manually selected, 

so a self-selecting mechanism will surely promote the development of this field. It may 

also serve as an advisory system for materials science researchers as a tool for 

accumulating and analyzing past experimental data.  

Choice of generative model 

The recent development of generative models has encouraged people to research in this 

area. Applications like ChatGPT and Auroa have shown that AI can generate dialogue, 

images and videos. The success of the generative model has aroused interest in research 

in generative models. However, the structure of these models may not be meaningful for 

semiconductor devices. All these models use transformers as their base models, which are 

proficient in treating sequential data. Transformers consider the sequence of each token 

and iterate it at each step. However, for semiconductor devices, what matters is the 

contribution of each parameter to the device performance, not the sequence of data input. 
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Therefore, transformers may not be a suitable choice for semiconductor generative 

models. Another generative model structure, generative adversarial network (GAN), uses 

a convolutional neural network that captures the relation between surrounding data, 

which is helpful in treating image data where the model tries to recognize patterns of a 

group of digits near each other but semiconductor device parameters affect device 

performance individually. 

(Fig 6.1: Structures of popular generative models (a): Transformer neural network 

structure, (b): generative adversarial network (GAN) structure, (c): GFLowNet structure) 

 

As a result, we choose GFlowNet as our technique for the generative model for 

CNTFETs. The concept GFlowNet used, which treats the effect of each variable as 

probability, also sounds more reasonable. We designed an environment for generating 

device parameters and actions for choosing them. Many essential parameters of 

CNTFETs are continuous, so we used the continuous GFLowNet technique. The target of 
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the experiment is to generate device processing information with a target 𝐼 − 𝑉𝑔𝑠 curve 

since it includes essential information for circuit design like 𝑉𝑡ℎ and SS. Multi-objective 

optimization is used here to deal with multiple goals.  

Continuous GFlowNet 

Though GFLowNet was initially designed only for categorical parameters, it can also 

take continuous values. Continuous GFlowNet represents continuous variables in a σ-

finite measure that convert a finite numerical range H into N identities V, so that 𝐻 =

 ⋃ 𝑉𝑛 
𝑛∈𝑁 , by segregating the continuous space with measure 𝜇. The flow balance for 

state flow then goes as: 

∫𝑓(𝑠′)𝜇(𝑑𝑠′)
 

𝑆̅

= ∬ 𝑓(𝑠′)𝜇(𝑑𝑠)𝑃𝐹(𝑠, 𝑑𝑠′)
 

𝑆×𝑆̅

 

Multi-Objective Optimization 

Multi-Objective Optimization (MOO) involves finding a set of feasible candidates 𝑥∗  ∈

𝑋 which simultaneously maximize d objectives 𝑅(𝑥) =  [𝑅1(𝑥),… , 𝑅𝑑(𝑥)]. When these 

objectives are conflicting, there is no single 𝑥∗ that simultaneously maximizes all 

objectives. One way to solve MOO problem is scalarization, where a set of weights 

(preference) 𝜔𝑖 reassigned to each objective 𝑅𝑖, with  𝜔𝑖  ≥ 0 and ∑ 𝜔𝑖
𝑘
𝑖=1 = 1. The 

objective for training can either be a weighted sum scalarization 𝑅(𝑥|𝜔) =

 ∑ 𝜔𝑖
𝑘
𝑖=1 𝑅𝑖(𝑥) that multiply weights with each objective, and it can be a weighted 

Tchebycheff that tries to minimize the distance of each objective 𝑅𝑖 : 𝑅(𝑥|𝜔) =

 max
1≤𝑖≤𝑑

 𝜔𝑖|𝑅𝑖(𝑥) − 𝑧𝑖
∗|, where 𝑧𝑖

∗ is an ideal value for objective 𝑅𝑖.  
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6.2 GFlowNet for device dimensions design 

 

(Fig 6.2: Structure of GFLowNet for CNTFETs generation) 

 

We begin with the basic function that GFlowNet can serve as a model to reproduce 

parameter distribution. We begin with a simple case that uses CNTFET compact model 

depicted in chapter 3 as proxy and choose three parameters: gate length 𝐿𝑔, CNT density 

n and oxide thickness 𝑡𝑜𝑥 to form an action space. The environment is built on continuous 

GFLowNet.  

 

(Fig 6.3: Action space for GFlowNet with compact model) 
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We designed a reward function to test the generation ability of the model. We use ten 𝐼𝑑𝑠 

values with 𝑉𝑑𝑠 = 0.3 − 3𝑉 under 𝑉𝑔𝑠 = 1𝑉 and SS = 60. Since GFLowNet samples 

actions proportional to their resulting rewards, we designed a reward function that gives 

maximum value when the generated 𝐼𝑑𝑠 values of the result device is the same as the 

target 𝐼𝑑𝑠  as 

𝑅𝑒𝑤𝑎𝑟𝑑𝑖 = 10 ∗ (2 − 𝑒
|𝐼𝑡𝑎𝑟𝑔𝑒𝑡− 𝐼𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑|) 

For each 𝐼𝑑𝑠 points. The reward will have a maximum value of 10 if 𝐼𝑡𝑎𝑟𝑔𝑒𝑡 = 𝐼𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑. 

We clip the reward value by a minimum of 10−4 for the ease of training. The target value 

was generated with the following parameters: 

Lg CNT_density(n) t_ox 

0.5 20 0.01 

(Table 6.1: Parameters used for generating target value for GFLowNet with compact 

model) 

 

(Fig 6.4: 𝑙𝑜𝑔(𝐼𝑑𝑠) generation target for compact model based GFlowNet) 
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We begin the training with an input range of 𝐿𝑔 ∶  (0.01, 1.5), 𝑛: (1, 50) 𝑡𝑜𝑥 ∶  (0.04, 0.5). 

As the results shows, we are able to generate multiple results that can produce the target 

performance.  (𝐿𝑔 = 0.5, 𝑛 = 20, 𝑡𝑜𝑥 = 0.01) is not the only choice to achieve the target 

performance, and combinations like (𝐿𝑔 = 1.2, 𝑛 = 45, 𝑡𝑜𝑥 = 0.04) can also generate 

similar outputs. 

 

(Fig 6.5 Distribution of generated actions for GFLowNet with compact model) 
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(Fig 6.6 Distribution of generated rewards for GFLowNet with compact model) 
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(Fig: 6.7 I-V curve generated by 𝐿𝑔 = 1.2, 𝑛 = 45, 𝑡𝑜𝑥 = 0.04 compared with target) 

 

We also enlarge the training to an input range of 𝐿𝑔 ∶  (0.01, 3), 𝑛: (1, 100) 𝑡𝑜𝑥 ∶

 (0.04, 1). A combination of (𝐿𝑔 = 2.5, 𝑛 = 95, 𝑡𝑜𝑥 = 0.1 ) is also fits well with the 

target. We’ve run the experiment for several times, and the maximum probability always 

falls near (𝐿𝑔 = 1.2, 𝑛 = 45, 𝑡𝑜𝑥 = 0.04), but the optimum solution generated with the 

smaller range, (𝐿𝑔 = 1.2, 𝑛 = 45, 𝑡𝑜𝑥 = 0.04) , is included in the generated results. This 

could result from the fact that those values near 𝐿𝑔 = 2.5, 𝑛 = 95, 𝑡𝑜𝑥 = 0.1   has a 

higher probability to generate the target I-V curve. 
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(Fig 6.8 Distribution of generated actions for GFLowNet with compact model for larger 

range) 
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(Fig 6.9 Distribution of generated rewards for GFLowNet with compact model for larger 

range) 
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(Fig: 6.10 I-V curve generated by 𝐿𝑔 = 2.5, 𝑛 = 95, 𝑡𝑜𝑥 = 0.1 compared with target) 

 

6.3 GFlowNet for CNTFET design incorporating processing information 

 

(Fig 6.11: Action space of GFlowNet with compact model) 

 

Since processing information also affects CNTFET performance, we further designed a 

generative model that can generate both processing methods and device parameters. We 
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used a stack of two GFLowNet environments, the first one to generate processing 

methods which are categorical data, and the other to generate continuous device 

parameters. When taking actions, the categorical processing methods are chosen first and 

then continuous parameters. We build a proxy summarizing 𝑙𝑜𝑔(𝐼𝑑𝑠) from 0.15 to 1.5V 

using the 𝑙𝑜𝑔(𝐼𝑑𝑠) model trained in chapter 3. To get a reasonable result, the range of 

continuous parameters is the range of training data for the 𝑙𝑜𝑔(𝐼𝑑𝑠) model. GFlowNet is 

trained by a trajectory balance model and separate NNs for 𝑃𝐹 and 𝑃𝐵 are used. As the 

results show, the reward distribution of the samples generated is larger than that of 

compact model-based distribution, probably due to the larger action space.  

Experimental setup 

Since categorical and continuous variables affect device performance, we design a stack 

environment that can take both categorical and continuous data. The categorical data will 

be selected first; then continuous data will be selected afterward. The sampled action will 

be a combination of categorical actions and continuous actions. We hope to create a 

model to generate objective performance device parameters. The range of constant 

parameters is chosen for the training data since I don’t want unphysical conditions to 

occur. The reward model is built the same way as the compact model, but a ratio is 

applied for ease of training. 

𝑅𝑒𝑤𝑎𝑟𝑑𝑖 = 10 ∗ (2 − 𝑒
𝑘|𝐼𝑡𝑎𝑟𝑔𝑒𝑡− 𝐼𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑|) 

We used k = 0.5 during training. The target 𝐼𝑑𝑠 curve was generated with the following 

conditions: 
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Categorica

l 

parameters 

substrat

e Metal_1 Metal_2 Gate_mat 

Coating_Met

hod 

structu

re 

Value SiO2 Pd Au HfO2 DLSA 1 

Categorica

l 

parameters 

Alignm

ent 

Pretreatm

ent 

Gate_meta

l_1 

Gate_meta

l_2 Sub_Pretreatment 

Value Aligned YOCD Pd Au None 

(Table 6.2 Categorical values used for target generation) 

Continuous parameters Lch Lg CNT_density Metal_1_t 

Value 0.12 0.1 150 0.03 

Continuous parameters Metal_2_t Gate Gate_metal_1_t 

Gate_metal_2_

t 

Value 0.05 0.0073 0.01 0.02 

(Table 6.3 Continuous values for target generation) 

Results 

The model showed some ability to sample actions that can produce a better fitting of the 

target I-V curve. As is shown in the result, the rewards of point 1, point 4, point 5 and 

point 6 of the final generated models shows higher distribution towards maximum reward 

10, which means that the generated samples have a similar production of 𝐼𝑑𝑠 at these 

points. The sampled categorical and continuous parameters show no significant 

preference. Perhaps multiple combinations can be used to achieve this goal. 
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(Fig 6.12: Generate reward distribution of GFLowNet for processing information) 
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(Fig 6.13: Generate categorical parameters distribution of GFLowNet for processing 

information) 
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(Fig 6.14: Generate continuous parameters distribution of GFLowNet for processing 

information) 
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(Fig 6.15: Pair plot of continuous parameters distribution of GFLowNet for processing 

information) 

 

6.4 Conclusion and future work 

We created a generative model that can generate device parameters for a target I-V curve 

using GFLowNet. For the model using compact model, the model successfully generated 

device parameters that will lead to the target I-V curve. For the model for multiple 

processing information, the model only achieved some of the targets.  A possible way to 
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optimize the performance of the model for multiple processing information could be 

using Pareto Frontier, which focus more on the fitting of all goals.  
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Appendix 

Single-value GFLowNet  

As a try-out in the start of research, we created a simple reward function to test the 

environment of GFLowNet. The reward function is a simple sum of ten 𝑙𝑜𝑔(𝐼𝑑𝑠) values 

from 0.3 to 3V, divided by -100 for normalization, since each value falls in [-10,0], as a 

test out for the ability of GFlowNet to generate current variation. We compare the device 

performance reward generated by GFLowNet with that of randomly generated device 

features. We can see that samples generated by GFLowNet have higher probability to 

have a higher reward, since the probability of states selected in GFLowNet is 

proportional to reward, so samples with higher reward will be sampled more. 

 

(Fig 6.16: Generated distribution of GFlowNet productions compared with Random 

generated distribution) 
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Table 6.4: Action space of GFlowNet for compact model with single value output 

States Action space Unit 

Gate length 0.1 - 3 um 

CNT density 1 - 100 1/um 

gate thickness 0.004 - 1 um 

 

Table 6.5: Action space of GFlowNet for processing information 

States Action space Unit 

Metal_1 Pd: 0, Sc: 1 

 
Metal_2 Au: 2, Al: 3 

 
Gate Material HfO2:4 

 
Coating Method DLSA:5, dip-coating: 6 

 
Alignment Aligned:7, Random:8 

 
Pretreatment No:9, YOCD:10 

 
Substrate Material SiO2:11, parylene:12, quartz:13 

 
Gate_metal_1 Pd:14, Ti:15 

 
Gate_metal_2 Au:16, None:17 

 
Sub Pretreatment Etch:18, None:19 

 

Device Structure 

Structure 1: 20, Structure 2: 21, Structure 3: 

22 

 
Channel Length 0.08 - 0.8 um 
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Gate Length 0.0035 - 0.8 um 

CNT density 37 - 350 1/um 

Metal_1 thickness 0.01 - 0.06 um 

Metal_2 thickness 0.01 - 0.05 um 

Gate Thickness 0.004 - 1 um 

Gate_metal_1 

Thickness 0.005 - 0.03 um 

Gate_metal_2 

Thickness 0 - 0.35 um 
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Table 6.6: Hyper parameter of GFLowNet for compact model 

Hyperparameters Values 

Batch size 10 

GFN temperature parameter β 15 

Number of training steps 50,000 

Number of states embedding 

layers 

3 

Number of 𝑃𝐹, 𝑃𝐵 NN layers 2 

𝑃𝐹, 𝑃𝐵 NN embedding size 64 

Learning rate for GFN's PF 10−4 

Learning rate for GFN’s Z-

estimator 

10−3 

Conditioning-vector sampling 

distribution 

w ∼ Dirichlet(1) 

 

Table 6.7: Hyper parameter of GFLowNet for processing information 

Hyperparameters Values 

Batch size 10 

GFN temperature parameter β 15 

Number of training steps 50,000 
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Number of states embedding 

layers 

3 

Number of 𝑃𝐹, 𝑃𝐵 NN layers 2 

𝑃𝐹, 𝑃𝐵 NN embedding size 256 

Learning rate for GFN's PF 10−4 

Learning rate for GFN’s Z-

estimator 

10−3 

Conditioning-vector sampling 

distribution 

w ∼ Dirichlet(1) 
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Chapter 7 

Conclusion and future work 

The goal of this thesis is to explore how machine learning can be used in Carbon 

Nanotube field effect transistor research. Chapter 1 described the structure, fabrication 

and characterization of CNTs and summarized the current development of CNTFETs and 

challenges faced.  Some of the challenges are hard to solve through traditional methods. 

In chapter 2 we described the  

We have demonstrated that machine learning can be a useful tool to summarize 

experimental data (chapter 3), build models (chapter 4) and generate experimental 

conditions (chapter 5).  In chapter 3, we developed neural network models for CNTFETs 

with one single CNT with varying gate length, contact length and. We have also 

developed a data cleaning method to cope with the noise in experimental observations. 

The model can successfully predict device performance and predict unseen cases. We 

further created a model that can take fabrication process into device modeling. 

In chapter 4, we explored the use of simulation-based inference to extract key parameters 

in random CNT network conductance. We build a compact model for random CNT 

network FETs and use the experimentally observed device performance distribution to 

extract CNT conductivity, CNT-CNT junction resistance and CNT-metal resistance. We 

successfully produced a model that can describe the experimental observation. 

In chapter 5, we developed a generative model for CNTFETs using GFlowNet structure. 

We designed environment, action space and proxy reward functions for a CNTFET and 
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shows that GFlowNet can characterize device performance and generate more samples 

with higher reward values. We’ve also tried generating device processing information 

with target I-V curve. The categorical information generated have a good result, but that 

of continuous parameters needs further improvement. 

Possible future work 

The Neural Network model for CNTFETs needs further improvement. Functions can be 

designed to incorporate known physical equations into the neural network structure to 

simplify NN structure and achieve better and more stable training results. A good way 

may be using NN as a ratio extractor together with some basic models like modulation of 

Ids with Vgs.  

Further work can also be done for the processing information generation of CNTFETs. 

The generation of categorical parameters shows a good result, but that of continuous data 

is far from ideal. A way to cope with it could be discretize the continuous dimension into 

several intervals and use these intervals as categorical parameters.  

Future work can also be done on using machine learning for scientific discovery. As is 

pointed out in chapter 4, using only neural network to model scientific data may likely 

face the problem of failure in extrapolation. Also, the successful training of a neural 

network may likely require more data. A better way could be to find a way to incorporate 

existing knowledge with machine learning to produce a model that both extrapolate well 

and also fits the reality better.  I think this could be done in the following procedure: 
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(Fig 7.1: Proposed procedure for auto-scientific discovery) 

 

1. Design action space that contains existing physical knowledge. In each step, 

physical equations or hypothesis will be included for each unique physical 

process. 

2. Let the agent take actions by choosing which physical equation to use in each 

step. 

3. Choose parameters that is required by these physical equations. The range of 

parameters should be restricted so that they are reasonable physically or meet 

experimental observation. 

4. Combine the chosen physical equations and parameters. Calculate the results with 

training data input. The combination of equations and parameters that fit more to 

reality will have a higher score. If multiple goals need to be achieved, such like 

the case that multiple experiments were done  to justify one case, the  multi-goal 

optimization can be used.  

5. We can choose the most likely combination as our hypothesis and do further 

experiments to test whether the hypothesis works.  
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Theoretical and experimental work need to be done to justify whether this method would 

work. The correctness of the model produced will require both correct equations to be 

included in each step and enough data to train on. Problem may also occur that no model 

produced can fit all situations and new hypothesis or new combinations of actions might 

be needed. However, I think it may show some possibility for auto-science discovery and 

facilitate scientific research.  I hope my idea may give some inspiration to future 

researchers. 
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