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Vorean
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Fig.1. Diagram of experimental apparatus.
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intrinsic laryngeal muscles. Perhaps the most interesting finding was the narked

increase iIn lateral criceoarytenoid and vocalis muscle activicy just prior to
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Experiment

In the 1€ ten native speakers of Yorean were rvecorded, six males and
four females, of 18 and 26. Seven were speakers of the Scoul
dialect, two cct and one of the Hyomsang Nam Do dialaect,
Their reside tates ranged from 1 to ; e

by each subject six
in reverse order,
ature of the stop.

Table 1: Korean VWord Pairs
1a) {pjal "ric 1b) [p*jis] "bone®
2a) [pag] "room" 2b) [p*agl "bread"
3a) [“pie] "enpty” 3b) [“p*ie] “sprained"
La) ['pes] "soak through® 4bhy [“p*ea] "pull out"
A typical exumple of an oscillomi D given in Fig
arrows indicate the points measured. leasure t e of peak ora
during the occlusion and peak oral flow idm diately after articulato

Figure 4 vepresents the air pressure and flow data collected for cach word
pair. On each ;ranh peak flow on the ordinate (in litre/sec.) is plotted ajainst
peak pressure (in cm. H20) along the abscissa. Fach point represents an average
of the 5 tokens of the word indicated recorded from a single speaker, solid
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Aerodynanic Thodel

In order to understand the possible articulatory and lifforences  in
stop produ n which result in the observed pressure and flow differences, an

1

io

rcult model was used., Using such a model forces one to consxdcr

¢ in determinin P

for realistic int
o s

aerodynan

ic
avery variab input wvalues and helps to narrow down the

possibilitias >vpretations of the data. Once set up  for
known values, he model can serve as a testing ground for hypothases concerning
the less we components of an artic nLati

The  aesrvodynamic wmodel wuscd
derived from Rothenbery (1968), simi
Brown (1930) and ‘“estbury (19

pressure and current is the analoy of voiuwne voelocity airflow. The model g

its output oral pressure, subglottal pressure, flow throuah T slottis and flow

through the wouth opening. For simplicity 1in calculation, of  the input
i

a given simuAntion, including some of

(e
4

parameters are regarded as invariant during
the glottal dimensions, oral tract wall impedance, vocul tract volume and

area, Other input parameters wmay vary over time, notably respirs LOV] auscle
force, distance between the articulators, distance between the vocal folds and
active expansion of the supraglottal cavity,

The model was used to Lry to simulate the observed pressure and flow data
reported above. Input values for the present study were estimat from previously
mentioned results reported in the literature of fibevoptic and x-ray studies of
wiottal opening, —raj £ 1 eisht and pharyax width and from
acoustic measuremesnts of ok r the Korean fortis-lenis distinction. 1In
order to get a realistic closure durstions were measured
from the data of all ten speakers. (I re was consideved te begsin  as
pressure curve begaa to e o inning of flow rise
It was found that the fortis closures were considerably longer than
closures, This result 2id not significantly between word

average closure duration of all
Stopb was 188,25 msec, For mod
of 135 wmsec and the fortis 150
sesture from fully closed to fu
Figure 5 illustrates ti
difference in c}osurn durwt o and Lhe ulfLerence in glot

a. It is 3enerallv J>r°c*

L

above

as estimated frow Kagaya’s (1974 da

stops the wvocal folds coae fai

folds graduall

nornal voicing. The increase in vocal fol
i

release. After release the

1

. [
100 was mo Jl(_,J,Qi.E, 48 Ccan ol seen on

the left side of TFigure 5, by a narrowing of the dJdistance betweon the vocal
folds. The model has no parameters directly reflecting voeal fold teusion. Tt was
presumed that greater tension would have the effect of bringing the vocal Ffolds
closar together and that by this substitution, similar results (i.e., decreascd
flow through the glottis) would be obtained. The hypothesized tension in the
vocal folds is also supported by the results of the glottograph nitch record in
the present study which showed consistently a higher pitech immediately after
release of the fortis stop. On the vighthand side of the figure, the glottal area
function for the lenis stop is given. Wot only is the initial glottal opening
greater  than  that during the fortis stop, but vocal folds do not become
adducted for voicing until approximately 40 msec af

w0 ' s
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Fig.5. Input values for the aerodynamic model simulating measured glottal area and
closure duration differences for fortis and lenis stops.
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If these differences 1In uglottal area function and closure durution are
modeled without caan;ing any other variablesg, t
vocal c 1 pressure and s
G, wi £
lenis P 5 2 Hem H20

re fference between lenis and
speakers was l.bdem 1120, The average flow differen

results of the simulati in Figures 5 and 6 show :

1120 and a flow difference of S4ul/sce, unroalasLLcully low
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iti differences in  peak values,

In addition to the
i r
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more rapid increase in respiratory muscle force as shown.
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Independent of curve Shnpe, the oral pressure value is proportionitely too
high in the sianulation showing a wore rapid increase in respiratory muscle force
Figure #) and too low when an increase in supraglottal cavity volume is modeled

(left side of Figure %). On the
are combined, ziving acceptable

tnese  strategics

1t was noted in an carlier sect
ey made the lenis-—
i

r fiow differcnces, he outy f he simula d
values of 7.2 ca 20 oral presstifﬂ and 302 =ml/sec flow i top which
wien compared with the lenis values in Figure 7 (5 cm H20 oral pressure  and 484
ml/sec flow) ives a pressure Ltgferoncc of 2.2 cm H20 and a flow diffaerence of
184 ml/se T ver t} veake
di 1t

1 D

c. These values correspond more to a:
te any one sgpeaker of the group. The previous!
factors that co involved in speaker s
iratory auscle for

rapid increase in
difference, wherens the oxpansion of the supraglOf"
resulted in a large flow Jdifference and

flow in the leni:
nu 3 lgh front vowel
ase in supraglottal cavity volume and a
r the 1ip opening) & decrease
and fortis stops. The d
1

Also noted
["pio ]-{"p*io |
modeling an incre
oral constric

1

1
A
- 3. - 1, - 1 e
in both the leni
o)

ecrcase was slightly
s perhaps dJdue to the

in the case f the lenis stop. This i ac 3 i

stop was modeled with lag vocal tract wall values which, with the increase in
supra”lottal cavity volume, gave cffectively a greater volume increase because of
the elasticity of the walls.

To summarize, Korean fortis stops are characterized by higher oral prossure
and lower oral flow than their lenis counterparts. This is duc in pavt to the
closely adducted wvocal folds In the fortis stop. In addition, evidence from
modeling laﬁds us to posg late tenser vocal tract walls for the fortis stop and a
more rapid increase in respiratory muscle force. For some speakers laryax
lowering or other supraglottal cavity expansion also appears to occur just before

release of i

fortis stop.
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Aerodynamic modeling at UCLA

Patricia Keating

0. Introduction

This report describes the aerodynamic vocal tract simulation currently
implemented on the Phonetics Lab's DEC PDP-11/23 computers. The major use of this
simulation to date has been in the study of consonants, particularly stop
consonant voicing; examples of such work can be seen in other papers in this
volume. First I will discuss qualitatively the aspects of speech aerodynamics
being modeled, and the kinds of data that such a model will provide. Then I will
describe the particular kind of model used in our simulation, outlining some of
the basic ideas for phoneticians. Next I will document, in general terms, how the
UCLA computer program is used. Finally, I will give an example of work done that
will illustrate the use of the model and the kind of results that can be
obtained.

1. Speech aerodynamics

Figure 1 shows a schematic of the vocal tract as relevant to a discussion of
speech aerodynamics. To a first approximation, the vocal tract consists of two
soft-walled cavities, the lungs and the mouth. They are separated from each other
by a constriction formed by the vocal cords, and separated from the atmosphere by
constrictions at the velum and/or mouth opening. The driving pressure generated
by the respiratory system results in airflow from the lungs to the atmosphere via
the glottis and one or both of the other openings. Over the course of an
utterance, the volumes of both cavities, dimensions of various constrictions, and
the mechanical properties of the vocal tract walls may be controlled by a
speaker, thereby producing the familiar variations in air pressures and flows
which characterize the speech wave.

Figure 1,

NOSE {:
SUPRAGLOTTAL

MOUTH [ SYSTEM

|suBGLOTTAL
[SYSTEM
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The circumstances of air pressures and flows are particularly important in
considering vocal cord vibration. A sufficient flow of air through the glottis,
from the lungs to the pharynx, is crucial to the occurrence of voicing. According
to the myoelastic-aerodynamic theory of phonation (van den Berg 1958), the vocal
cords will oscillate when they are suitably adducted and tensed, and when there
is a sufficient airflow across them. Such airflow will occur when the pressures
above and below the larynx are different: in the usual case, when the pressure in
the oral cavity is lower than the pressure in the subglottal system. Air will
flow from the region of higher pressure to the region of lower pressure.
Calculation of air pressures above and below the larynx, then, will indicate
whether voicing could occur for a particular laryngeal state. Since subglottal
pressure is relatively constant for most of an utterance, oral pressure is
generally the major determinant of that transglottal pressure difference.

Oral pressure depends on how much air is flowing through the glottis into the
oral cavity, how much air is flowing through any oral constriction (or the nose)
out of the oral cavity, and how much the walls of the oral cavity 'give' in the
face of rising oral pressure, counteracting such a rise. Therefore, for example,
a larger glottal opening, a smaller oral opening, and stiffer oral cavity walls
will all tend to contribute to a higher oral pressure, as contemplation of Figure
1 should make clear. During a vowel, with its large oral opening, oral pressure
is essentially the same as atmospheric pressure (taken as a baseline of 0
pressure), so the pressure drop across the larynx (the difference between
subglottal and oral pressures) is equal to the subglottal pressure. During a
stop, the vocal tract is suddenly and fully occluded, preventing any escape of
air and causing pressure behind the occlusion to build rapidly. In this case,
then, the pressure drop across the larynx may be small or nonexistent. Consonant
release allows the built-up air to escape, and oral pressure drops accordingly,
giving a transglottal pressure drop.

2. The analog circuit model

What does it mean to construct a model of speech aerodynamics? In modeling,
an idealized representation of a system is constructed to further our
understanding of that system. This technique is quite general, and is used in
many areas of linguistics besides phonetics. In our case, the simulation is of a
physical system, and is numerical, and therefore can be rather precise. One
advantage of modeling as a research enterprise is that it forces us to be
explicit about our assumptions about the system and about our account of it.
Another advantage is that it encourages and focuses the search for new patterns
in data.

One way to model speech production would be to build a physical version of a
vocal tract, with movable articulators and an air source. This sort of modeling
has certainly been tried in the past, but it is less common nowadays than more
convenient and more precise numerical simulations of the vocal tract. Such models
consist of numerical equations or functions that encode crucial properties of the
vocal tract. In some cases these representations are taken directly from the
physical system. The aerodynamic model of, for example, Ohala (1976) is of this
basic type: airflows and air pressures are calculated directly from things like
volume of the vocal tract, and muscular forces.
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A less direct kind of model is the electrical analog, which represents the
vocal tract as being like a circuit. A circuit is a physical device through which
electrical charge can flow; the flow of charge is called current. Various devices
or elements may be part of a circuit and will influence this flow in certain
known ways. One advantage of a circuit model is that the properties of circuits
have been well-studied. If we simply want to know how a circuit would respond to
certain inputs, we 4o not actually need to build it. Rather, we can use circuit
theory to devise a set of equations which will describe the behavior of the
circuit. Circuit theory also provides mechanical and acoustical correspondances
for electrical circuits. Thus a circuit can be designed to represent a
non-electrical system, such as a vocal tract; the circuit is then an analog of
the vocal tract. The steps in electrical analog modeling are to design a circuit
which represents crucial aspects of the vocal tract; formulate the equations
describing the behavior of that particular circuit; determine the outputs from
those equations for a variety of conditions of interest; interpret those results
as phonetic events. ‘

Figure 2 illustrates the circuit used in our work to model vocal tract
aerodynamics for low frequency events. This model of the breath-stream control
mechanism is derived from work of Rothenberg (1968), who actually built and used
a physical circuit. A computer simulation of the circuit model is described by
Muller and Brown (1980); essentially the current implementation is described
briefly by Westbury (1983). The electrical current moving through the circuit is
the analog of volume velocity airflow in the vocal tract. The electrical voltage
at any point in the circuit is the analog of air pressure in the vocal tract. The
circuit contains five kinds of elements, described below, (plus wire connecting
them). These elements, plus their arrangement as a group, represent the crucial
aspects of the vocal tract for aerodynamic events.

Figure 2.
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The elements labeled Es and I, are sources of electrical energy in the
circuit: the first introduces voltage, and the second introduces current. I
stands for current; the other three I's in the circuit simply label the current
coming out of an element. The other three kinds of elements respond to electrical
energy, rather than introduce it. All the elements labeled R are resistors, which
dissipate energy as heat. The elements labeled C are capacitors, which store
energy as electrical energy. The elements labeled L are inductors, which store
energy as magnetic energy and in fact introduce magnetic fields into the circuit.
Some elements have diagonal arrows through them, which means that their values
change over time. Basically, the current starts in the lower left corner, induced
by the E_ source, and moves upward through C_, L,, and R_, at which point there
is a fork with branches going to both R  and CS. Below CS is a horizontal wire
with nothing on it; this is ground or zero where all the charge ends up. Beyond
Rs there are several more elements and branches. Every time there is a branching,
some current goes one way and some another.

As a reference point, R_ in the top middle represents the resistance to flow
presented by the glottis. “Basically the glottis is acting like a valve whose
opening size can be varied. Everything to the 1left of R_ represents the
subglottal system, and everything to the right of it representg-the supraglottal
system. The voltage (pressure) source E_ represents the respiratory muscular
force, which causes inhalation before gn utterance, and counters a drop in
subglottal pressure later in an utterance. A set of a capacitor, an inductor, and
a resistor in a row, as with ¢, L, R, and C, L, Rw, represents the
properties of vocal tract walls: In the first case for the trachea and other
subglottal cavities, and in the second case for the supraglottal cavity. The
capacitor represents the stiffness of the walls; this then includes in the
subglottal case what we normally describe as "elastic recoil™ and in the
supraglottal case, "tenseness"™. The inductor represents the mass of the walls,
and the resistor represents mechanical heat loss inside the walls. The other two
capacitors, C_ and C , represent the volume of air inside the subglottal and oral
cavities, respective?y. The volume of the oral cavity is one of the ways in which
place of articulation will be reflected. R_ represents other subglottal losses
(i.e. it is essentially a fudge factor). The other two resistors, R_ and R_, are,
like R _, valves: R_ to the nasal cavity and Ra to the atmosphere. If the velum is
completely closed so that it totally blocks the flow of air, then it is as if R
were not in the circuit. Currently, Rn is not represented on our implementation.
R, representing the oral constriction, is given as three dimensions which depend
on place of articulation and vary over time as the constriction is formed or
released. The other time varying element, the current source I , represents in a
single, undifferentiated way, various possibilities for active expansion (or
contraction) of the oral cavity, e.g. advancement of the tongue root or jaw
movement.

To summarize the elements of the circuit model:

Element Definition
E Voltage source: respiratory muscle force

S

C Capacitance {compliance) of tracheal walls;
in part depends on surface area of walls

Ly Inductance (mass) of tracheal walls
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R Mechanical resistance of tracheal walls

t
Cs Capacitance (compliance) of air in subglottal system;
in part depends on volume of cavity
RS Other subglottal mechanical resistance
R Total glottal resistance;
J in part depends on size of glottal opening
Lg Reactive component of glottal impedance
Io Supralaryngeal current source: change in cavity size
Co Capacitance (compliance) of air in oral cavity:
in part depends on volume of cavity
CW Capacitance (compliance) of oral tract walls;
in part depends on surface area of walls
Rw Mechanical resistance of oral tract walls
Lw Inductance (mass) of oral tract walls
Rrl Total nasal constriction resistance;
no nasal options currently implemented
Ra Total oral constriction resistance;

in part depends on size of oral opening

Equally important in using the model are the voltages across the capacitors.
Voltage is the electrical analog of pressure: here, either the pressure exerted
by air within a volume (voltages across C_ and C ) or by stretched walls
(voltages across C,_ and CW). The two subglottal voltages C_ and C_ are involved
in representing elastic recoil. The supraglottal voltage Co is equal to oral
pressure.

The arrangement of the elements in the circuit is dictated by the physical
system the circuit is modeling in ways that are well understood by engineers, if
not linguists. Given this circuit diagram, an engineer can derive a set of
differential equations which describe its behavior. These equations can then be
approximated by difference equations which compute changes in pressures and flows
for each small unit of time. Such equations are suitable for programming on a
small laboratory computer.

A caveat is in order about how voicing is represented in this model. It does
not directly represent the vocal cords, so voicing cannot be seen directly as
vocal cord vibration. Recall that the conditions on vocal cord vibration include
position and tension of the cords, and airflow through them. The position can be
fairly well represented via the glottal dimensions. The glottis is modeled as a
three-dimensional space, essentially a valve-like opening, which does not vary
during voicing. The cross—sectional area of the glottal slit approximates the
average glottal area during a vowel, determined over the full duration of a
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glottal period. This average area is used in simulations where the glottis is
meant to be in a position that would allow voicing, and is used as the final
value of any glottal adduction gesture. (The area we use is .04 cm ; _this value
is justified by the fact that oral flow during a vowel is about 150 cm” /sec while
the pressure drop across the glottis is about 10 cm ag.) The tension of the vocal
cords cannot be represented, since there are no vocal cords. Instead, tension is
reflected in our estimation of how much airflow would be required to cause
vibration: the tenser the cords, the greater the volume velocity required. We
consider this aerodynamic condition in terms of the pressure drop across the
larynx. There is some concensus in the literature that a pressure drop of 2 cm ag
is necessary to sustain vibration (Lindgqvist 1972, Ladefoged 1964, Ishizaka and
Matsudaira 1972, Baer 1975), though initiating voicing may require a pressure
drop twice as large (Baer 1975). Whenever our model is used to look at voicing,
we can only look at pressure across the vocal cords. Typically we assume 'normal’
tension of the cords, and the glottal dimensions just described, and determine
when the pressure drop is great enough to allow voicing.

Other 1limitations of this model follow from various simplifications. The
treatment of the subglottal system is sketchy. As noted above, various ways of
changing the size of the oral cavity are not distinguished. Different parts of
the tract are not distinguished, for example, the stiffness of the walls is
assumed to be uniform, though obviously this is not the case. Furthermore, the
model is valid only for low frequencies (large time intervals).

3. Use of the computer program

The FORTRAN computer program is called VTM, for Vocal Tract Model. Presently
it runs on the Phonetics Lab's PDP-11/23 computer under a time-sharing system,
without graphic capabilities. However, it produces output files that can be

transported to the Phonetics Lab's speech system for displaying and printing.

The following is a complete list of all the input variables under control by
the user. Many of them are discussed further below.

User likely to vary from run to run:

CO volume of oral cavity, with constants

CW, RwWw, 1w oral wall properties, including area and stiffness
GWID, GLEN constant glottal dimensions

OWID, OLEN constant oral dimensions

vCcs, VCT elastic recoil factors in subglottal pressure

User unlikely to vary from run to run:

RHO density of air

VISCOS viscosity of air

c speed of sound

CT, RT, LT subglottal wall properties, including area and stiffness
Cs volume of subglottal cavity, with constants

RS other subglottal losses

TINCR time interval for calculations

NPPE "sampling rate" for output of calculation results

GTURB glottal turbulence factor (angle of entry)

OTURB oral turbulence factor (angle of entry)
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Functions over time:

GHEI distance between vocal cords

OHETI distance between oral articulators

ES respiratory muscle force

I0 active change in volume of oral cavity

VIM provides default values, suitable for a medial labial stop, for all of
the input variables that are constants. Some of these values are given below.
None of them have to be changed in using VIM, but any or all of them may be. In
contrast, the functions over time, for ES (respiratory muscle force), GHEI
(distance between vocal cords), OHEI (distance between oral articulators), and IO
(active expansion of oral cavity), do not have default values. Values at any
mumber of points in time are specified by the user, and VIM linearly interpolates
between those values.

Following are descriptions of and values for each of the input wvariables
likely to be changed in VTM.

The wvariables CO, CW, RW, and COILW together encode the size of the oral
tract, the surface area of the tract walls, and the stiffness (or tenseness) of
the walls. Values appropriate to typical choices are given on the next page. GLEN
represents the dimension of the glottis parallel to the fiow of air, i.e., the
vertical dimension. The glottal area in the horizontal plane is represented as a
rectangle with one fixed and one changing dimension. The fixed dimension, GWID,
is the larger of the two dimensions perpendicular to flow. The changing
dimension, GHEI, is discussed below. The glottal area is calculated as the
product of GWID and GHEI.

OLEN and OWID (and OHEI) are the equivalent oral constriction dimensions;
again, OHEI is variable and described below. OLEN is the dimension parallel to
flow, and OWID is the larger perpendicular dimension -- for a labial, the width
across the lip opening. OHEI is the vertical opening dimension. Again, the area
of the constriction is the product of OWID and OHEI. Values have been estimated
for John Westbury's vocal tract but are schematic. Good values for OLEN (at the
moment before release, from X-rays) are .2 cm for labials, .3 om for alveolars,
and .7 cm for velars. OWID has a small enough effect on outputs that we don't
bother to change it.

VCS and VCT do not have such easy physical interpretations; they are
variables in the subglottal system representing pressures that together control
subglottal pressure via elastic recoil. Roughly, VCS is related to the volume of
the subglottal cavity and determines the initial subglottal pressure for a
simulation; VCT is related to the surface area of the stretched subglottal walls
and determines the change in subglottal pressure, which usually rises when VCT is
negative. The default values are for high and very slightly falling subglottal
pressure, as for utterance-medial material. Subglottal pressures can be scaled
down by varying both VCS and VCT. At the beginning of an utterance, subglottal

pressure should rise -- this is done by letting VCS = 0, leaving VCT at default,
and varying ES as described below. At the end of an utterance, subglottal
pressure should fall -- this is done by leaving VCS and VCT at default, but

varying ES as described below. Variation of ES is also described below for
changes associated with stress.
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The following are possible values for the constant representing the volume of
air in the oral cavity, CO, depending on place of articulation:

labial alveolar velar
7.16E-5 5.82E-5 4,48E-5
The following are possible values for the constants describing the stiffness of

the vocal tract walls, depending on place of articulation. They are ordered with
respect to increasing stiffness.

WALLS LIKE LAX CHEEKS

labial alveolar velar
RW=6.4 Rw=7.27 RW=8.0
COILW=1.68E-02 COILW=1.909E-02 COILW=2.1E-02
CW=1,4973E-03 CWw=1.3018E-03 CW=1.,1834E~-03

DEFAULT CASE -- WALLS LIKE TENSE CHEEKS

labial alveolar velar

RW=8.48 RW=9.64 RW=10.6
COILW=1.,2E-02 COILW=1.,364E-02 COILW=1.,5E=02
CW=5.6256E~04 CwWw=4.9505E~04 CW=4.5E-04

WALLS LIKE NECK WALL

labial alveolar velar
RW=18.56 RW=21,09 RW=23,2
COILW=1.92E-02 COILW=2.182E~02 COILwW=2.4E-02
CW=2,5458E-04 CW=2,2403E-04 CW=2.0367E-04

There are four variables whose values are functions, not single numbers.
These variables, GHEI, OHEI, ES, and IO, do not have default values, and they are
all given values at the same time and in the same way. In principle, any variable
in VIM can be time-varying, and for a specific application a user may want to do
the minor amount of programming required to make some variable a time function,
but in general the arrangement described here gives a reasonable balance between
accuracy and convenience.

GHEI is the function for changing glottal opening. We represent the mean
value over a vibratory cycle as .022 cm. A reasonable value for a spread glottis
is .18. For an opening or closing gesture, the user can have VTM interpolate
between these. OHEI is the function for changing oral opening. A typical value
for an oral opening is .2 or .3; closure for a stop is 0.0. Transition durations
for an oral opening or closing gesture must be specified with the OHEI function.
20 msec may be used for a quick trial run, but something like 50-~55-70 for
labials-alveolars-velars is more natural.
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ES represents changes in subglottal pressure through muscular force. When it
is zero, subglottal pressure is determined solely by elastic recoil. ES should
rise from about -10 cm ag to 0 for initial stops and fall back from 0 to -9 om aqg
or so for final stops. A rise or fall like this takes 200 msec in English; we
model it linearly. Changes in ES to represent stress look like the desired change
in subglottal pressure: e.g. for a rise of about 4 cm ag, ES rises about 4 cm aqg
with the peak in ES about 20 msec earlier than the desired peak in Ps.

I0 represents active expansion or contraction of the volume of the vocal
tract, such as jaw lowering, pharynx expansion, or larynx lowering. Its unit
corresponds to volume changes (in cc's). 40 cc/sec is a large change typical as a
peak value for a [b].

When the RUN command is given, VTM performs all calculations, puts an output
file into the LP queue, and asks for new inputs.

Envisioned for the future is a version of VTM that works in terms of
physiological, rather than circuit, variables, so that the user of the program
need not know anything about circuit elements or about the model to use the
program. It may even be desirable to group together variables into such
higher-level phonetic inputs as "place of articulation", using default values as
sketched above, so that undergraduate students can do simple exercises.

4. An example: voicing in utterance-medial stops

Using the model, it is possible to calculate such things as how P_ will
increase in time following the moment of occlusion, as long as sufficient detail
about the articulatory states corresponding to its elements is specified.
Consider, for example, how P_ will change during a labial stop which occurs
utterance medially, between identical vowels. Suppose that all but one of the
time-variable elements in the model subject to voluntary control are fixed.
Specifically, pressure below the glottis (initially perhaps as much as 10 cm H.O
above atmosphere) derives entirely from elastic recoil of the stretched tissues
surrounding the lungs (therefore E =0); there are no muscularly induced changes
in supraglottal volume (therefore I =0), or in the mechanical properties of
tissues surrounding the lungs and mouth (therefore RLC, and RLC are constants);
and the vocal folds are appropriately adducted and tensed for voicing (glottal
area is constant). Only cross-sectional area of the mouth opening (A ) is allowed
to vary, as it must, first to produce a constriction at the lips and then to
release it.

Under conditions such as these, pressures above and below the glottis (P _ and
P , respectively) can be expected to change with time as shown in Figure 3. Note
from this figure that the difference between P and P , though decreasing, is
clearly greater than 2 cm aq, the amount thought to be required for wvoicing
maintainence, for the first sixty-odd msec of the 80 msec closure interval. Thus,
voicing can be expected during that portion of the intervocalic stop, with offset
occurring only late in the closure, within 20 msec of release. The general
result, then, is that a labial stop articulation under the aforementioned
conditions will naturally be largely voiced.

The relatively lengthy interval of closure voicing for the simulation shown

in Figure 3 is due almost entirely to the yielding walls which surround the
supraglottal cavity. In effect, their outward motion during the stop closure --
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in response to the increasing air pressure they contain -- slows down the
decrease in the transglottal pressure drop, and thereby lengthens the interval
during closure when voicing is possible. If the walls of the vocal tract were
rigid, effective pressure neutralization (and voice offset) would occur within 10
msec of occlusion, as Rothenberg (1968) showed. The value used here for wall
stiffness is a more realistic one, and allows voicing to continue for a longer
time.

Figure 3.
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Of course, a voiceless output could be guaranteed by a glottal spreading
gesture during the closure interval. On the other hand, there are several
articulatory adjustments which may prolong the voicing interval well beyond the
60 msec or so suggested by Figure 3, producing a fully voiced stop. These include
increasing P_ by activating the expiratory muscles; decreasing average area of
the glottis and/or tension of the vocal folds; and decreasing Po by decreasing
the level of activity in muscles which underlie the walls of the supraglottal
cavity; actively enlarging the volume of that cavity by adjusting positions of
the larynx, tongue, and soft palate; or creating a narrow opening between the
posterior pharyngeal wall and soft palate (nasal 1leak). These maneuvers,
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occurring singly or in combination, will have their greatest effect on the
duration of closure voicing when they occur during the closure interval itself,
in concert with the rise in P, which accompanies vocal tract occlusion.
Implementing maneuvers such as these in the model involves specifying how each of
the relevant control parameters will vary in time.
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Physiological effects on stop consonant voicing

Patricia A. Keating

Slightly expanded version of
paper presented at ASA meeting, May 1983, Cincinnati

Introduction

The effect of the voicing distinction on various temporal measures for stop
consonants has been much studied. Phonologically voiceless stops are known to
have longer Voice Onset Times, that is, more phonetic voicelessness, than
phonologically voiced stops. They may also have less closure voicing and a longer
total voiceless interval. However, other phonological distinctions Dbesides
voicing affect these same timing measures. So, for example, place of articulation
is known to affect VOT and closure duration, and stress to affect VOT.

Various researchers, in noting these diverse effects, have offered
suggestions that they are due to aerodynamic conditions, as determined by such
things as vocal tract volumes, release velocities, and heightened subglottal
pressure (e.g. Klatt 1975, Smith and Westbury 1975, Weismer 1980). Although some
of these suggestions have been picked up by others and repeated as fact, to date
there has been little evidence offered in their support. This paper reports
preliminary results of an attempt to explore various possible explanations of
temporal effects using an aerodynamic model.

Method

The model, shown in the figure below, is a computer implemented simulation of
a circuit analog of the vocal tract derived from Rothenberg (1968) and similar to
the model of Muller and Brown (1980). Details about values of circuit elements
for this version are given in Westbury (1983). In such a model, voltage is taken
as the analog of air pressure, and current as the analog of volume velocity
airflow. Values for subglottal pressure, flow through the glottis, oral pressure,
and flow through the oral constriction, among other things, are calculated for
each small moment in time. Our interest here will focus on when aerodynamic
conditions will permit voicing, other conditions being favorable: specifically,
when the difference between subglottal pressure and oral pressure is sufficient
to permit vocal cord vibration. It will be assumed that a difference of 200
dynes/cm” is necessary to sustain voicing, while a difference of 3000 dynes/cm
is necessary to initiate voicing. All results of simulations reported below
represent time elapsed until such pressure differences were obtained.

As a source of acoustic data to be modeled, six speakers each of California
English, Stockholm Swedish, and Tokyo Japanese were recorded reading real words
with stop consonants /b d g p t k/ in initial and medial positions, before
nonhigh vowels but after an uncontrolled set of vowels. For English, the 196
words also systematically varied degree of stress; for Swedish, the 372 words
also varied pitch accent and stress, and for Japanese the 48 words also varied
pitch accent. From a computer oscillographic display, up to three measurements
were made for each stop: duration of voiced closure, duration of voiceless
closure; and duration of voicing lag. Measurements were averaged across speakers
of a language for each word type.
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Results

A topic of some interest in phonetics has been the maintenance of voicing
during the closures of medial [b], [d], and [g] through passive expansion of the
oral cavity, which keeps oral pressure relatively low. The effect of place of
articulation on the duration of this medial voicing is illustrated in Table 1,
which shows data for [bl, [d], and [g] in two English stress conditions and one
Swedish pitch-stress condition. The numbers represent msec of voicing after stop
closure.

Table 1
ENGLISH SWEDISH
__main stress __ 2ary stress __main stress
b 55 42 71
a 40 39 57
g 31 24 43

Although such effects used to be thought due to differences in cavity size
behind the oral constriction (Smith and Westbury 1975), it is now recognized that
the contribution of this parameter is quite small compared to the contribution of
the surface area of the cavity walls. Rothenberg (1968), Muller and Brown (1980),
and Ohala (1983) all agree that the differences in compliant wall area across
place of articulation should produce the observed differences in voicing
duration, but none of them have presented supporting data from modeling. This is
the goal of our first modeling exercise. The three places of articulation were
simulated at three degrees of wall impedance following Ishizaka et al. (1975). No
subglottal or glottal differences were assumed. Differences in place of
articulation can be represented as differences in cavity volume, surface area of
walls as it influences impedance parameters, +the dimensions of the oral
constrictions, and the speed of the closing gesture. However, independent
manipulations of these variables indicate that the largest effect by far on
closure voicing is due to the wall surface variables. Table 2 gives the duration

30



of voicing to be expected from simulations for [b], [d], and [gl when the walls
are like lax cheeks, when they are like moderately tensed cheeks, and when they
ara 1likXe the mneck walls. The 1linguistic data in Table 1, with which the
simulations in Table 2 can be compared, suggest wall values that were slightly
more tensed than the tense cheek values used here. But the point is that for any
given setting, place of articulation differences will produce acoustic
differences in voicing maintenance: fronter places, with greater surface area,
have more voicing.

Table 2
lax cheeks tense chaeks nack
b 145 54 25
d 124 46 21
g 105 36 13

[bl, (dl, and [g] are not the only stops to have voicing during closure: for
most speakers, especially of Bnglish, [pl, [t], and [k] will have at least one or
two pitch periods of closure voicing. Table 3 shows durations of such closure
voicing in ®nglish before reduced vowels, in Japanase betwaea High and Tow
pitches, and in Swedish in Accent 1 words between reduced and stressed vowels. As
Rothenberg suggested, the vocal cords' opening gesture for voiceless segments
will allow some vibration, presumably breathy, before their separation makes
voicing impossible. Will wall surface area differences across place of
articulation produce the voicing duration differences observed?

Table 3
ENGLISH JAPANESE SWEDISH
__reduced V H_ L reduced V __ stressed V
jo) 13 10 16
t 7 10 12
k 3] 5 3

The first column in Table 4 below shows (as closure voicing in msec) the
result of simulations in which all three stops have a constant glottal gesture
beginning at closure and walls like tense chesks. These simalatinas indicate that
the differences due to wall surface area are quite small, with only a 3 msec
difference between labial and velar. The differences in the acoustic data in
Table 3, while also small, are larger, and may indicate some additional
mechanism. One such mechanism is suggested by observations on the timing of the
glottal gesture relative to consonant closure and to consonant release. Lofgqvist
(1980) and others (e.g. Lofqvist and Yoshioka 1981} have noted that for aspirated
stops the glottal gesture appears to be timed to begin at the moment of stop
closure and to reach its peak opening value within 20 ms before the moment of
release. That is, the time to peak glottal area is proportional to closure
duration. Extending this observation to the case at hand, we can note that stops
at different places of articulation differ in closure duration: Ffronter places

31



have longer closures. As long as peak glottal area does not vary across place of
articulation, then fronter places of articulation will have more +time for the
vocal cords to travel the same distance, that is, slower glottal gestures. With
these assumptions, the right order of magnitude of voiced closure will result;
the second columnn in Table 4 shows the durations of closure voicing in msec that
result when the labial closure duration (and therefore the time to peak glottal
area) is 10 msec longer than the alveolar, and 20 msec longer than the velar.

Table 4
wall effects only add varying glottal gesture
P 15 15
t 13 12
k 12 9

Consider next the effect of stress on medial [b d g] voicing. First, English
[b & g] before reduced vowels are typically voiced throughout their closures,
which are quite short. But if there is a break in voicing, as is common for stops
before non-reduced vowels, then there is more stop closure voicing before a more
stressed vowel. Table 5 shows durations of closure voicing for Swedish and
English [b d gl as affected by the stress on a following vowel.

Table 5
SWEDISH ENGLISH
__Main stress __other V __main stress __other V
b 71 56 55 45
d 57 31 40 34
g 43 39 31 28
Main stress Lacreases the duration of voicing. To see why this rather unexpected

result should hold, consider how stress is effected through increased respiratory
muscle activity, resulting in greater subglottal pressure. Data of Ladefoged and
colleagues (Ladefoged 1967) shows that there is muscle activity before a stressed
vowel, that is, during the closure of the preceding consonant. These data, and
similar data of Lieberman (1967), show an increase in subglottal pressure of Ffrom
1 to 5 em aq, with peak pressure after the onset of the vowel, and relatively
smooth increases and decreases of about 100 msec around that peak. Simulations
indicate that a peak in subglottal pressure will lag a respiratory force peak by
about 20 msec. Table 6 compares the effect {msec closure voicing) on labials of
such a muscularly-induced boost in subglottal pressure when it begins at the
moment of closure and lasts longer, and when it begins half-way through closure
and is somewhat shorter, with the ordinary case we saw before for b. Under the
two boost conditions, both subglottal and oral pressure will be higher during
closure, but the subglottal pressure will bas proportionately higher, such that
closure voicing will be increased in duration by about 5 msec, on one simulation,;
or will last longer than the consosnaal, oa the other.
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Table 6

Long P boost Short P_ boost No P_ boost
(51
100+ 59 54
The finding that stress on a following vowel favors voicing, all things being

equal, does further work for us. Table 7 compares lag VOT in initial stops in
English before main stressed, secondary stress, and reduced vowels. Stress on the
vowel following [b]l, [dl, and [g] also decreases the VOT value, as has been noted
by Lisker and Abramson (1967).

Table 7
__main stress V __ 2ary stress V __reduced V
o) 10 19 13
d 13 16 18
g 24 27 27

An initial /b/ was simulated under two conditions, with and without the extra
muscularly-induced boost in subglottal pressure. In the case without, VOT is
about 3 msec, but if we give an extra respiratory push, subglottal pressure will
be relatively higher than the oral pressure, and voicing begins at 6 msec, that
is, 2 msac eariier. It's not clear that the magnitude of the simulated effect is
sufficient compared to the data, but the direction of the effect found is
encouraging.

Conclusions

Although more work clearly remains to be done, ws have seen that certain
observations about acoustic effects of place of articulation and stress may be
accounted for as consequences of other physiological variables. The effects of
place and stress on the duration of closure voicing for [b 4 gl may derive from
independently necessary factors, such as wall area and respiratory forca. The
effect of place on [p t k] may involve a more arbitrary factor, the starting time
and speed of the glottal gesture. Further work, with more attention to small
cross—-language differences, may motivate these interarticulator timing
differences. At the same time, it may elucidate how the physical properties of
the speech production system constrain acoustic variation.
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Universal phonetics and the organization of grammars

Patricia A. Keating

Chapter to be published in a book edited by V. A. Fromkin

Introduction

Phoneticians have long been interested in the relation between phonetics and
phonology, and especially so since the rather explicit proposals of Chomsky and
Halle (1968). Much of the attention has focused on the nature and substance of
the phonetic feature system; Ladefoged (e.g. Ladefoged 1971, Ladefoged 1980) has
been a notable participant in this discussion. However, it is of some theoretical
interest that in the SPE model, phenomena that might be called 'phonetics' are
found in two separate places. On the one hand, the phonetic rules that convert
binary into scalar feature values are part of the phonological component of the
grammar. On the other hand, the other part of phonetics, the part actually called
phonetics, is not technically in the grammar. It is a largely universal and
predictable component which translates a segmental phonetic transcription into
continuous physical parameters. Broadly speaking, this extra-grammatical physical
phonetics is the locus of many of the traditional (as well as recent) concerns of
phoneticians -- articulation, timing, coarticulation, etc. In this paper I would
like to consider the division of labor between phonology and phonetics in more
detail, and suggest a direction for revision in the model.

The figure below gives a schematic view of the relevant parts of the SPE
model. First, +the phonological component of the grammar contains both
phonological rules that operate on binary-valued features, and language-specific
phonetic detail rules. The phonetic detail rules convert binary phonological
feature specifications into quantitative phonetic values, called the 'phonetic
transcription', or systematic phonetic representation. These rules in part depend
on universal phonetic constraints concerning possible combinations and contrasts.
"Given the surface structure of a sentence, the phonological rules of the
language interact with certain universal phonetic constraints to derive all
grammatically determined facts about the production and perception of this
sentence. These facts are embodied in the .'phonetic transcription'." (p. 293)
According to Chomsky (1964), phonological rules apply until a representation in a
universal phonetic alphabet results. The phonetic transcription represents "what
the speaker of a language takes to be the phonetic properties of an utterance,
given his hypotheses as to its surface structure and his knowledge of the rules
of the phonological component"” (SPE, p. 294). It is not "a direct record of the
speech signal”, and is only one-iggrameter determining the actual acoustic shape
of the tokens of the sentence". The physical utterance itself is not generated by
the grammar; the phonetic transcription is the terminal output of the grammar.

As such, the phonetic transcription must be further interpreted (translated,
spelled out, realized) as a physical phonetic representation by a phonetic
component which is not technically part of the grammar. The assumption here is
that, with the right phonetic representation, any utterance in any language can
be interpreted by a set of phonetic conventions. The translation from discrete
segments to articulations that exist in time is treated as being automatic; the
phonetic component includes, for example, "the different articulatory gestures
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and various coarticulation effects -- the transition between a vowel and an
adjacent consonant, the adjustments in tPe vocal tract shape made in anticipation
of subsequent motions, etc." (p. 295). Chomsky and Halle further suppose that
these phonetic conventions are universal rules —-- that the same phonetic rules
can interpret a phonetic transcription in any language. Although not strictly
necessary within the general model, certainly this view is an appealing one. The
phonology contains the language-specific statements required +to produce a
detailed enough transcription to allow phonetic interpretation, and the phonetics
converts that transcription into a physical utterance in a quite automatic way.
This distinction between language-specific rules vs. automatic low-level phonetic
rules 1is in some ways similar to the distinction between "extrinsic" vs.
"intrinsic" allophones (MacNeilage 1970), or between "soft" and "hard"
coarticulation (Fujimura and Lovins 1978). Though apparently not by Chomsky and
Halle, the phonetic rules are often thought to be directly motivated by, or be
identical to, physical constraints on articulation or perception.

binary and scalar
phonology | >

PHONETIC TRANSCRIPTION —>

universal >

phonetics

PHYSICAL
REPRESENTATION

The SPE model of grammar thus specifies a very constrained relation between
phonologEEEl and phonetic representations. The use of phonetic features in
phonological representations ensures that lexical representations and
phonological rules can be evaluated for their phonetic naturalness (the
Naturalness Condition, Postal 1968). However, the phonetic representation may,
under this theory, be much broader or much narrower than a +traditional
transcription. Here the phonetic transcription is defined by its position in the
model between the phonological and phonetic components. It follows, then, that
the fewer universals of phonetic realization are posited, the narrower the
phonetic transcription will have to be, while the more such phonetic universals
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there are, the broader the transcription will be. Suppose, for example, that
speakers interpreted all phonetic properties as grammatical ones. In that case,
the phonetic transcription as defined by the theory and generated by the grammar
would be much narrower than the traditional segmental phonetic transcription. For
example, such a view is found in Pierrehumbert (1980)'s work on intonation. The
language-specific quantitative rules in her system directly output something very
close to a physical utterance.

How could a more traditional phonetic transcription be maintained if speakers
interpreted phonetic properties as grammatical? Clearly we would have to say that
the interpretive rules of the phonetic component are part of the grammar. This
move would recast the phonetic component so that it is no longer mainly the
domain of universal conventions. Would such a revision be completely arbitrary,
just to preserve the phonetic transcription? We might propose that, rather than
provide automatic aspects of interpretation, the phonetic component derives any
aspect of a representation in which continuous time is involved (c¢f. BAnderson
1974). Then the phonetic component could still do much of the work of deriving
the physical phonetic form of an utterance, and the transcription could be a
fairly broad one.

Some revision in the SPE model is required in one of these directions simply
because in fact there does not appear to be a well-defined body of phonetic
universals that operate automatically across languages. Phoneticians are aware
that many supposed universal rules of phonetic interpretation have exceptions.
What is to be made of these exceptions, of the phonetic rules, and of the
phonetic component of the SPE model? Is there any role for a universal phonetic
component, in or out of the grammar? And what is the relation of near-universals
to physical phonetic constraints?

Questions about the nature of phonetic rules do not disappear if we reject
the SPE model of grammar. In fact, the importance of the issue is only increased
when we look at alternative theories proposed in the seventies. Some rejections
of the SPE model have been based on phonetic naturalness as a defining property
of phonology. In these views, naturalness, in turn, is generally linked to the
mechanisms of speech production and to phonetic universals (e.g., Natural
Generative Phonology (Hooper 1976)). There, phonological rules are constrained to
be those natural rules that are exceptionless because they are directly
physiologically motivated.

In this paper I will examine three known phonetic patterns in light of the
SPE model and the discussion above. With the first case, I will discuss the fact
Eﬁshetic patterns are not necessarily automatic results of speech physiology.
With the second case, I will illustrate that they need not be universal, and that
they can operate as abstract phonological rules. With the third case, I will
consider the limitations of physiology in determining phonetic patterns. While
none of these types of observations are original, taken together they will lead

to some tentative proposals about the place of phonetic patterns in grammars.

Intrinsic vowel duration

Let us first consider the case of intrinsic vowel duration. In most if not
all languages low vowels such as [a]l and [&# ] are longer than high vowels such as
fil and [ul, all things being equal (Lehiste 1970). Not only can this phonetic
pattern be observed across languages, but a physical explanation has been
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suggested. As Lehiste notes, lower vowels require a greater articulatory
movement; if movement velocity is nearly the same across vowels, lower vowels
will be longer. Furthermore, the observed differences in vowel duration could be
accounted for Dby automatic biomechanical effects rather than by deliberate
temporal control. Lindblom (1967) provided an explicit account of such an
automatic effect with a mechanical model of jaw activity. Of course, since
Lindblom mentioned that compensations in vowel durations could be made, he did
not intend the model to account automatically for all aspects of intrinsic vowel
duration. However, his work is important because in principle it could provide
such an account. Lindblom's model showed that if the force input to jaw lowering
muscles had the same duration but different amplitudes for different vowels,
biomechanical sluggishness would automatically result in the correct vowel
duration pattern., That is, if the jaw gets a harder, but not longer, send-off for
lower vowels, which translates automatically into longer movements, then no
explicit timing representation is needed. By hypothesis, all vowel heights have
the same representation for duration at every point in their production. Thus no
information about intrinsic vowel duration need be included in a grammar, since
intrinsic vowel duration patterns can be accounted for automatically in a
universal component. Such a view is compatible with what Fowler (1980) called
'extrinsic timing' models, in which time is never specifically included in the
plan for an utterance, but is introduced only in production. That is, here is a
case where, apart from any cross-linguistic data, modeling of the speech
production mechanism supports an automatic phonetic universal.

An experiment by Westbury and Keating (1980) investigated this ciaim about
speech production in a physiological study of spoken vowels. Electromyographic
techniques were used to study the force input to a jaw lowering muscle for
vowels, the anterior belly of the digastric, or ABD. Three American speakers read
items of the form /sVts/ 15 times each, where V = each of ten English vowels. We
recorded simultaneously on channels of FM tape the speech signal from a
microphone, the mandible displacement from a strain gauge device attached to a
tooth splint, and the EMG signal from the ABD as measured with hooked wire
electrodes. We then measured the acoustic vowel duration from the speech signal,
the extent and timing of Jjaw displacement from the movement signal, the EMG
daration from the EMG waveform, and the EMG maximum amplitude from the rms time
envelope.

Our results replicated the earlier finding by others of intrinsic vowel
duration: lower vowels are longer in acoustic duration than higher vowels,
especially (but not crucially) if the English phonological distinction between
tense/lax or long/short vowels is taken into account. The measurements also
showed (as expected) that lower vowels have a lower jaw position than higher
vowels. In addition, the two measures were statistically correlated: the vowels
with the lower jaw position had longer acoustic durations. The longer durations
were due to longer travel times, not longer steady states. Thus we obtained the
data enabling us to address the question of force input. We found that the EMG
duration and maximum amplitude both showed the same pattern across vowels, with
low vowels having longer Jdurations and higher amplitudes of EMG activity,
correlating with jaw displacement. That is, more extensive and longer movements
are made with a force input that is both longer in duration and higher in
amplitude: the ABD muscle fires longer and more actively; loosely speaking, it
pushes both longer and harder to go farther.

We conclude, then, that at the level of neural control tapped by measuring
EMG activity, vowels are represented as having different durations, since the
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muscle firing varies in duration, like +the acoustic vowel signal. Thus vowel
duration differences are not due directly to sluggishness of the jaw; rather,
they are controlled as such. This result in itself does not show that vowel
duration differences must be language-specific, or represented in the grammar:
durations could be provided at a very late stage in production before motor
commands are issued, by the phonetic component. However, if vowel duration is a
controllable parameter, it is in principle available for language-gspecific
manipulation. Thus we should expect to find languages with different vowel
duration patterns, just as we found languages without the expected vowel
shortening. Such patterns could be seen, for example, when low vowels are
considered phonologically short, and are produced with short travel times and
high velocities.

We may still wonder why so many languages have similar patterns of intrinsic
vowel durations. Though the pattern is not a hecessary one, it must be convenient
in some sense. It may be that some physical patterns and movements are preferred
over others because of general principles of economy of effort and motor control;
see, for example, Nelson {1930). The point here, though, is that such principles
must be more subtle than absolute mechanical constraints of the sort that might
have been proposed. The physical factors clearly influence vowel duration, but
they do not control it.

Extrinsic vowel duration

Consider next the general finding that vowels are shorter before voiceless
obstruents than before voiced obstruents or sonorants®. Chen (1970) surveyed a
number of languages, including some described in the literature, and found such
vowel duration differences in all of them. Of seven languages studied, all showed
at least a 10% difference in vowel duration. This was so whether the vowel and
consonant were word-final and tautosyllabic, or whether the vowel and consonant
were word-medial and heterosyllabic. Chen suggested that some contextual
durational difference is wuniversal and physiologically determined, although
languages may individually exaggerate this difference by rule, e.g. English.
Although there were problems with Chen's cross-language comparisons”, 1t has
generally been accepted that vowel length differences depending on consonant
voicing constitute a phonetic universal, albeit one whose mechanism is not
understood. Fromkin (1977) uses this result to argue that the vowel duration
effect is given by phonological rule in English (that is, is represented in the
phonetic transcription), but is automatically supplied by wuniversal phonetic
conventions in other languages without the exaggeration. However, the pattern is
not a universal one, and it must be given by rule even in some languages that do
not exaggerate the effect.

As part of a study on Polish voicing contrasts {Keating 1979), Polish vowel
durations before voiced and voiceless consonants were measured for the pair rata
- rada. Polish, like other Slavic languages, has a rule of word-final devoicing,
so there are no voicing contrasts at the end of isolated words. Thus +the
durational phenomenon can only be studied in medial position, though based on
Chen's survey and on the English studies cited below a robust difference is still
to be expected. Twenty-four speakers in Wroctaw, Poland, were recorded reading
this pair, and durations of the stressed syllabic nuclei were measured from a
computer implemented oscillographic display at the Brown University Phonetics
Lab. The mean duration of [a] before [t] was 167.4 msec, and of [a] before [4],
169.5 msec. The ratio of these two means is .99. In addition,; the vaizio of the

39



two vowel durations was computed for each individual speaker. The mean of these
24 ratios is 1.0. These data indicate that Polish vowel duration does not vary
systematically according to the voicing of the following consonant.

Comparable data for English vowels before medial stops has been collected by
Sharf (1962) and Klatt (1973). The pPre-voiceless/pre-voiced ratios they obtained
were .75 and .79, respectively. A higher ratio, -89, was obtained by Port (1977},
using sentence contexts rather than word lists. (Since English flans its medial
alveolar stops before stressless vowels, these data are for vowels before labials
and velars,)

The finding that Polish, unlike English, does not shorten vowels before
voiceless consonants was extended by recording speakers of Czech. As both Czech
and Polish are West Slavic languages they are similar in many ways, but Czech has
phonemic vowel length contrasts. Thus it seemed possible that Czech would also
fail to differeatiate vowel durations according to consonant voicing, so that
vowel duration could be reserved for the phonemic length contrast. Three native
speakers of Czech read several words of the following form:

BEE

The number of phonemic short and long vowels was balanced., The mean duration of
vowels before [t] was 193.7 msec; before [d], 204.2 msec. The ratio of thasa two
means is .95, and the mean of the individual ratios is .928. Thus there is a
slight tendency for vowels to be shortened before voiceless consonants, but the
difference in durations did not reach statistical significance (t =—=,37, p>.20).
In sum, neither Czech nor Polish disyllables show the supposed universal vowel
shorteaning before voiceless consonants.

One 1line of explanation that has been offered Ffor vowal length differences
involves the fact that closure interval durations also vary with voicing, and are
inversely related to the vowel durations. That is, voiceless stops havs longer
closure intervals than do voiced stops. In English and presumably other languages
with vowal lengthening, the two ratios, vowel and closure, essentially balance
each other, so that the syllable duration is relatively constant. What happens to
closure, and syllable, durations in Polish? Closure durations for the same 24
pairs were also measured., The mean duration for [t] was 130.1 msec, and for [4],
91.5 msec. The ratio of these means is 1.42, and the difference is statistically
significant (t,_=8.81, p<.001). Comparable data for English 1labial stops is
Lisker (1957)'s” ratio of 1.60, and Port (1977)'s ratio of 1.35 (again, from
sentence contexts). Thus Polish, like English, has longer closure durations for
voiceless stops. Because Polish shows the closure but not the vowel effect, its
syllable durations are not balanced.

This finding indicates that the vowel shortening effect, in those languages
where it occurs, is not physiologically determined by the closure duration
effect. Of course, there could still be some non-physiological relation between
closure and vowel duration that some languages could choose to implement., For
example, language~specific prosodic factors like stress or rhythm could make it
desirable to balance intrinsic syllable durations. This factor may operate more
powerfully in a language like English, with variable stress and vowel reduction,
than in a language like Polish, with fixed stress.
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Thus the possibility that vowel shortening before voiceless consonants is an
{automatic) phonetic universal is not supported by an investigation of Polish and
Czech. Further counterevidence from Saudi Arabic is found in Flege (1979). He
found that long /a:/ was not significantly longer before word-final /d/ than /t/.
Therefore, we know that this rule cannot be placed in a universal phonetic
component because it does not occur universally across languages. Rules of
phonetic vowel duration as a function of a following consonant's voicing must be
language-specific.

Furthermore, Chen's study shows that exceptions to the phonetic pattern take
still another form. For example, Chen found a vowel duration difference in
Russian completely comparable to that in other languages, although a footnote
indicates that all the final consonants determining the vowel durations were
voiceless, Russian having a rule of final devoicing . The duration pattern was
apparently determined by underlying values of the voicing feature. In the same
way, vowel duration for speakers of some English dialects varies before voiced
flaps according to wunderlying stop voicing wvalues (Fox and Terbeek 1977).
Clearly, if vowel durations can be determined by underlying phonological values
for voicing, then the relation between vowel duration and wvoicing cannot be
automatic and physiological. Tt 1is important to realize that these cases are
actually counterexamples to the pattern at the systematic phonetic level, since
in Russian longer vowels occur before voiceless consonants, and in the TEnglish
dialects shorter vowels occur before voiced consonants. The pattern is clear only
at some point in the derivation before the phonetic transcription.

At the same time, there is obviously a trend across languages and across
phonological rules that must be accounted for. We can summarize the possibilities
as follows: languages can show no vowel durational differences, or they caa show
some kind of differences which relate shorter vowels to following voiceless
obstruents. If they do show such a pattern, they can do so at either the phonetic
or phonological level. No language shows durational effects in which vowels are
shortened before all voiced consonants and lengthened before all voiceless
consonants. It is as if there is a possible patterning available to languages:
vowels may be shorter before voiceless consonants. The reverse pattern is not
available in this way. Thus we find languages like Polish and Czech, with no
difference, languages like French and some English dialects, with shorter vowals
before phonetically voiceless consonants, and languages like Russian and German,
with a phonologically conditioned pattern.

This example of extrinsic vowel duration patterning shows that a supposed
phonetic universal is not in fact universally attested. Because of this fact, and
because the extent and level of duration differences varies aacross those
languages with the pattern, the pattern cannot be automatic or predictable. Each
langaage must specify its own phonetic facts by rule. Possibly, following Fromkin
1977, we could say that languages with an exaggerated pattern, and languages with
no pattern, must include a rule in their grammars. In addition, languages whose
patterns are not exaggerated but operate on phonological representations must
also include a rule in their grammars. This leaves languages with an
unexaggerated duration difference that is entirely phonetically conditioned:
following Fromkin, this pattern could be provided by the phonetic component.
Obviously, however, such a treatment entails a change in the conception of the
phonetic component. Rather than a phonetic universal that is predictable and
automatic, that phonetic statement would represent one special case, simply a
kind of "elsewhere" condition on phonetic detail. Alternatively, the phonetically
conditioned cases could be treated exactly like the phonologically conditioned
cases, by a grammatical rule.
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As in the intrinsic duration case, it appears that the role of the phonetics
is to provide a pattern that might be prefered. Within any one language, however,
vowel duration is controlled by the grammar, even though it is a low-level
phonetic phenomenon. While it is a good idea to continue looking for phonetic
universals that would support a model of automatic phonetic interpretation, it
seems more likely that our eventual model will incorporate phonetic rules of
timing into the phonology.

Voicing Timing

In the case of the occurrence and timing of stop consonant voicing, each of
the investigative methods considered above has been employed by a number of
people. Cross-language surveys have revealed patterns that must be explained, and
modeling studies have tried to provide some explanations. What is interesting is
that none of the patterns found are universal, yet they are good examples of
phonetic "naturalness". Thus these patterns are a key to the relation between
physical motivations, phonetic rules, and the grammar.

The sort of patterns I have in mind are exemplified as follows. Surveys of
phoneme inventories (e.g. Maddieson 1983) produce itwo major observations. First,
voiceless stops are generally preferred to voiced stops, especially for
geminates. Second, the extent of this stop consonant preference re voicing varies
according to place of articulation, with further front stops being more likely to
be voiced. Thus some languages have /b/ but no /p/ (labials favor voicing), ox
/k/ but no /g/ (velars favor voicelessness). Surveys of allophone occurrence and
detail lead to similar conclusions. In most environments, voiceless unaspirated
stops are favored -- even in intervocalic position, contrary to popular belief
(Houlihan 1982; Keating, Linker, and Huffman 1983). Place of articulation effects
on the duration of voicing and of aspiration can be observed across languages
(Lisker and Abramson 1964), although various exceptions have been noted. In this
section I will confine discussion to the more categorial effects on voicing
discussed in Keating et al. (1983), namely, the position-in-utterance preferences
seen in uanrelated languages.

The best-known work on physiological motivations for voicing patterns in
general is probably that of Ohala (much of it summarized in Ohala 1983). Ohala
has used a simple model of breath-stream dynamics to illustrate the common
observation that voicing requires glottal airflow, while stop occlusion impedes
such airflow, and in this sense stop occlusion and voicing are at odds with each
other. Thus it is understandable that voiceless stops should be more common than
voiced. He also used the model to reason about the further patterns found.
Drawing on other modeling work by Rothenberg {1968) and Miller and Brown {1980),
Ohala stressed the role of passive and active expansion of the vocal tract walls
in allowing airflow, and hence voicing, to continue during stop occlusion. Wall
expansion is related to findings about place of articulation in that the further
front the occlusion, the more expandable vocal tract wall area there is between
glottis and occlusion. Thus we should expect further front places to allow
voicing continuation more easily than further back places.

Westbury and I, together and separately, have looked in more detail at
effects of place of articulation, of position in utterance, and of stress on
Voice Onset Time (VOT) and on closure voicing duration. A model of voicing based
on Rothenberg's was devised, and is described in more detail in Westbury (1983).
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It allows us to vary over time the subglottal pressure, the position of the wvocal
cords, the oral constriction in three dimensions, and the stiffness of the vocal
tract walls. We use results from an X-ray study (Westbury 1979) and a tracheal
puncture study (University of Texas Phonetics Lab unpublished data) for
constriction and pressure data, and other, published, dJdata such as glottal
opening, as inputs (see Westbury 1983 for references). The computer program takes
these inputs, and calculates the resulting airflows and air pressures in the
vocal tract. From the airflow through the larynx we can see exactly when voicing
should occur. In the case of position-in-utterance effects, our resalts (Westbury
and Keating 1984) were clear. We compared initial, intersonorant, and final
positions, assuming that the only difference across them was the subglottal
pressure being generated. We assumed that the vocal cords were equally ready to
vibrate in all three positions, and that the oral gestures' closures and
velocities were the same, except {(non-crucially) that initial closures were
longer. Such modeling showed that the pressure differences result in three
different acoustic patterns. In initial position, voicing does not occur until
after consonant release with these inputs; in medial position, voicing continues
from the preceding sonorant through most but not all of the stop occlusion: in
final position, voicing continues into the beginning of the occlusion but ceases
earlier than in medial positiom.

A preference of languages for voiceless unaspirated initial and final
allophones is thus seen to arise from the physical operation of the speaking
device. What does this preference explain? It may be useful to compare our
account of final stop voicelessness with Dinnsen (1980)'s discussion of supposed
aerodynamic explanations of phonological vrules of final devoicing. He
distinguishes explaining a rule's structural description (here, that it affects
final stops) from explaining its structural change (here, that it devoices them)
and from explaining why there should be any rule in the first place (here, some
difficulty posed by final wvoiced stops); he says that only the structural
description 1is explained by e.g. Ohala. Our explanation is different from
Ohala's”™, however, and goes further in illuminating a final devoicing rule's
structural change and arguably its motivation. This improvement comes from
carefully quantifying the articulatory conditions that hold before the stop
consonant, the acoustic characteristics of a stop in which those conditions are
changed only minimally, and the acoustic characteristics of stops in which those
conditiong are changed more drastically. A devoicing rule specifies a structural
change most in accord with the result of a minimal change in articulatory
conditions.

However, as Dinnsen emphasizes, a phonological rule exists independently of
such a phonetic motivation. That this must be so in the case of final devoicing
ig shown by the fact that our motivation applies only to position in utterance
effects. Position in utterance is not the game as position in word, and mani
linguistic rules and constraints operate in the word domain. Tor example,
instances of word-final devoicing in utterance-medial position are phonetic
counterexamples to the patterns generated by the wmodel. They may serve to
demarcate word boundaries in running speech, for e=xamaple, bDut are no longer
directly physically motivated. At best, then, physiology motivates one basic case
that can be incorporated arbitrarily into ohonological rules.

Does that mean that those cases where a linguistic voicing pattern does
correspond directly to outputs of the model are in fact automatic? The answer
must be, only if controlling articulation in the wav we have assumed is
auntomatic, It is important that specific sets of articulatory inputs are required
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to produce the outputs discussed here. The speech production system must be
controlled by a real speaker in a way that ensures those inputs and no others.
Possibly, as was suggested for the extrinsic vowel duration case, such control of
the phonetic pattern is provided outside the phonology, with only the
"exceptions" given in the phonology. But already that means that some very
low-level phenomena of timing are to be included in the phonology. Consider, for
example, the pattern for place of articulation to correlate with Voice Onset
Time, presumably due in part to differences in the movement velocity of the
various articulators. Suppose that in some language this pattern was
counterexemplified by having apical stops with lower VOT values than labials, and
that the reason was that the upper lip did not participate in the labial gesture
(giving a lowar net labial movement velocity). This would mean that in this
language the place of articulation counter-pattern would be specified in the
grammar, though it is concerned with mere milliseconds of timing diffarance.
Thus, if every time we find an exception to a phonetic generalization,; wa stata
that exception in the grammar,; then our notion of grammar will be much expanded.
In fact, the grammar will include all the kinds of statements that remain in tha
ohonetic component, for no kind of generalization appears to be excaptioniass.

On analogy with the use of an articulatory model, we can think of preferred
articulatory values as being "default" values of the articulatory system, and the
outputs that result from these inputs as "default" outputs of the systen.
Speakers are not physically constrained to use these default inputs, and Lt is
clear that across languages a wide variety of articulatory values are used6. In
those cases the language has chosen to override the default settings and
substitute more marked settings. Possibly the more substitutions a given output
requires, the more marked it will be. Nonetheless, the default settings, where
found, must still be specified at some point in the production of an utterance.

Discussion

Three candidates for inclusion in the set of phonetic universals have been
considered: intrinsic vowel duration, extrinsic vowel duration, and voicing
timing., Wone of them are automatic consequences of articulatory biomechanics, the
strongest view of what a set of universals might be. None of them are necessarily
universal. Thus it cannot be the case that a segmental phonetic transcription is
automatically interpreted by phonetic conventions, at least with respect to such
timing variables., Rather, language-spacifiz vrulas extend further into phonetics
than was assumed in the constrained SPE model. There are two ways that the amodel
can be revised. If the phonetic component still consists of universals; or even
just "default" cases, then almost everything is in the phonology, and the
phonetic transcription will be quite narrow. If the phonetic component can
include language-specific rules, then the phonetic transcription need not be so
narrow, bul some independent way of deciding what is in the phonetic component is
needed, e.g. all timing rules. Phonetic experiments will not determine which of
these possibilities is preferable. Only actually tryving to devise grammars to
include new phonetic data is relevant to that guestion.

What phonetic experiments can do is identify those parameters that must be
controlled by the speaker, and default values for those parameters, by studying
recurrent phonetic patterns. These patterns exist as options available to
languages as pnysical conveniences, but not necessities. Languages must choose
whether to incorporate the default; and at what level of the grammar. It is not
the phonetic patterns themselves that constitute wuniversals; rather, what are
universal are the general principles that dictate the default articuiatory
settings.
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Lindblom (1983), in discussing the concept of economy of effort as a factor
in the development of sound systems, arrives at a similar overall conclusion. He
stresses that speech typically underexploits the capabilities of the speech
production system. In his view, more economical speech gestures are favored, but
are not 'inevitable' (p. 226). Thus the occurrence and extent of consonant-vowel
coarticulation, for example, may differ across speakers or be specified
phonologically. Patterns found across languages are due to minimizing the
expenditure of energy per unit time (p. 231); lack of a pattern in a given
language indicates a greater level of performance effort of the speech system.
Lindblom also concludes that the physiological mechanisms underlying economy of
effort are not yet understood.

Previous approaches to language-specific exceptions to phonetic patterns have
given a special grammatical role to the exceptions. Stampe {1972) proposad that a
child begins acquisition with a set of phonetic processes, and replaces some of
them with rules on the basis of learning. Hyman (1975) developed the idea of
phonologization, that some universal phonetic processes get incorporated into the
phonologies of certain languages by being made arbitrary in some way, and then
plaving a role in the grammar. But it seems more plausible that every aspect of
phonetic control must be learned -- for example, the patterns of subglottal
pressure rise and fall that give rise to consonant voicing patterns. I am
suggesting here that we consider all phonetic processes, even the most low-level,
to be phonologized (or grammatizizéd) in the sense that they are cognitively
represented, under explicit control by the speaker, and once-removed from —-- that
is, not automatic consequences of —- the physical speaking machine.

Where this account seems unmotivated, as discussed before, are those cases
where the default pattern actually occurs withou: exception phonetically. In
these cases it would be possible to say that the default pattern is not
controlled by a "phonologized" rule, but that a value is filled in by a phonetic
component after all rules have applied. Congider, however, such a phonologization
account of extrinsic vowel duration in various languages. That account will
distinguish languages like Russian and German (with final devoicing and opague
vowel 1length differences) Ffrom languages like French (with phonetically
transparent vowel length differences). Russian and German will have phonologized
vowal length, while French will not; it will have durations supplied by the
phonetics. Suppose now that French acquires a rule of final consonant devoicing
like that of German or Russian, and that, as in German and Russian, vowel length
is sensitive to phonological voicing. The phonologization account would have to
say that at the moment the devoicing rule is added to the French grammar, vowel
length also becomes a grammatical rule, as opposed to a default option or
pattern. Since the only change in the vowel length pattern is that it has changed
from phonetically transparent to opaque, then rule transparency must be criterial
in asgsigning phonetic patterns to the phonetics or the phonology. On the other
hand, if all phonetic patterns, including ¢transparent vowel length, are
represented in the grammar, then the only change in the French grammar is the
addition of the devoicing rule. In the absence of arguments for the transparency
criterion, then, the phonologization -- unmarked patterns not in the grammar --
account seems more complex than required.

The view that all phonetic phenomena are controlled by rule has a further
interesting implicgzian. Anderson (1981) argued that phonological rules by
definition aren't natural -- they're what's left over when everything else is
factored out. As a response to various theories of 'natural phonology', this

argument is wvalid. But it leaves the frequent phonetic naturalness of rules --
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even rules with exceptions on the surface -- unexplained. It sounds ad-hoc that
gsome rules {(most low level ones) should actually be natural, while other rules
(the opaque ones) only look natural. But once wé_;ecognize that all phonetic
patterns are rule-governed, and once-removad from the physical machine, then
naturalness can be seen as a more abstract and general property of rules,
wherever they are in the phonology. Various rules will have in common the fact
that they embody default patterns. Some of thegse rules will apply transparently;
others will apply opaquely. Naturalness is not direcktly a fact about the speaking
machine. It is a fact about the phonological component: the phonology values
highly rules that in form indulge the preferences of the speaking machine.

Patterns of phonetic detail are interesting, then, not because they
constitute a special universal component outside of grammars, one whose workings
are quite different from those of phonology, but rather because they are an
intergral part of phonology. It seems likely that there are no true linguistic
phonetic universals, and that a language's grammar controls all aspects of
phonetic form.
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Footnotes

1. Also taken into account at this stage are nongrammatical suprasegmental
parameters, both for languages (base of articulation) and for individuals at a
given moment (voice quality, rate of utterance).

2. It will not matter for this discussion whether the pattern is seen as
shortening of vowels before voiceless obstruents, or lengthening of vowels in
converse environmments.

3., Chen's comparisons confounded language and position of the voweltconsonant in
a word: some languages were represented mainly by monosvllables, others mainly be
disyllables with a medial vowel+consonant. The degree of vowel duration
difference is known to vary even within a single language according to position
(compare Sharf 1962 and Klatt 1973 with Lehiste 1970).

4, Though the rule of devoicing does not guarantee that the neutralized
consonants themselves are identical; cf. Dinnsen (1982).

5. Ohala links final devoicing to an observed lengthening of final consonants,
that is, they devoice for the same xreason geminates do. Notice that in our
modeling we have not lengthened final consonants, showing that such lengthening
is not required, though of course it would have the enhancing effect Ohala
describes.
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6. Though these settings have some absolute limits in the physical world (e.g.
how fact the tongue can move), it 1is interesting that these limits are not
typically approached in speaking. For example, the changing wvolume of the oral
cavity is relevant in any consideration of voicing maintenance for stop
consonants, as we have seen, and obviously there is some finite 1limit on how
large an individual's oral cavity can become. But this limit is probably never
approached in speaking; Westbury (1933) shows that the set of possible maneuvers
to expand the oral cavity makes so much expansion possible that from the point of
view of speaking the oral cavity seems to have unlimited potential volume. When a
speaker exploits these maneuvers is a separate question, of course.
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Vowel allophones and the vowel-formant phonetic space
Patricia Keating, Marie Huffman, and Ellen Jackson

Paper presented at ASA meeting, November 1983, San Diego

It is well-known that vowels vary phonetically across segmental and prosodic
contexts, as shown years ago, for example, by Stevens and House (1963), Ohman
(1966), and Lindblom (1963), among others. In English, quite a range of segment
types result from such context effects: nasalized vowels, long vowels, central
vowels, front rounded vowels. English vowel tokens thus exploit the phonetic
space much more than a list of the vowel phonemes would suggest. Our research
project is concerned with the extent to which languages share such allophonic
variation, with focus on the F1-F2-F3 phonetic space. If allophones tend to fill
this space, then the interesting possibility arises that languages with quite
different vowel phonemes could nonetheless be rather similar phonetically. On the
other hand, it seems more 1likely that a 1language's phonemic inventory and
structure determine its phonetic variants. Not only which vowels it has, but also
what consonant and prosodic contexts those vowels occur in should matter. Yet
another factor affecting variation could be differences among vowels in how they
vary. Recently Louis Goldstein suggested, based on articulatory modeling and
language change, that vowels should differ in where they spread in the vowel
formant space: front vowels spread up while back vowels spread forward as well as
up. This proposal has not been tested against patterns of natural allophonic
variation.

In this paper we will discuss allophonic variation in the F1-F2 space for
Japanese and, briefly, Russian, vowels. Both of these languages have five vowels.
Japanese has short or long monophthongal /i e a o w /. /w / is a high back vowel
that differs from an [ul in that it is not rounded and is perhaps more
centralized, both of which result in a higher secand formant. Another difference
between Japanese and English or Russian is that Japanese is a pitch-accent, not a
stress, language, meaning that each vowel has a high or low tone according to
fixed word patterns. Japanese, then, does not have vowel reduction in unstressed
syllables as English and Russian do. Instead, Japanese short low-tone vowels in
certain environments are shortened to the point of being inaudible, or are
deleted altogether. This rather different sort of prosodic system makes it
plausible that Japanese vowels should vary less across contexts than vowels in
other languages. However, in our data we have found that Japanese vowels do vary,
and nearly fill the F1-F2 space, although the [u]l region remains unfilled.

Our data consist of LPC-measured formant frequencies for vowel tokens of
seven young male speakers of Tokyo Japanese. Table 1 shows the three word lists
that each speaker read twice. In addition, each speaker read several prose texts.
For each vowel token, a single set of F1, F2, F3 measurements was obtained by
averaging LPC values for a 30 to 40 msec span in the middle of the steadiest
portion.

For the prose, we attempted to get 100 tokens of each vowel from each speaker,
but some speakers deleted /i/ and /w/ so freely that we could only get about 80
tokens of each of these vowels. For each speaker, equal numbers of the 5 vowels
were used. Vowel sequences and nasalized vowels were not included.
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hibi +tabi wasabi
hebi nabe otabe
habu kaba anaba
ﬁébo yaﬁé otstg
hubo kobu manabu

EO0 MmO K

tones HL HL LHEHH

Table 1

When the 30 word-list tokens for each speaker are compared, the results are
similar, even in absolute frequency. Figure 1 shows roughly where the 5 vowels
are located for the entire group. The axes have been flipped so that the vowels
are arranged as in a traditional tongue-position vowel chart. Note that /e/ and
/o/ are about equal in height, while /w/ and /a/ are about equal in backness.
/i/ is tacked onto this diamond pattern, being higher and fronter. The space has
a gap where most languages have an [u] or [ol. The next two figures show the set
of values for two speakers each representative of a subset of the group. Figure 2
shows a speaker whose mid and high vowels are quite separated. Figure 3 shows a
speaker whose mid and high vowels are less separated.

Now 1let's see what happens to the vowel space with the tokens from the
uncontrolled prose text, for these same two speakers. Figure 4 is the first word
list set we saw in Figure 2, overlaid with the prose tokens. This speaker, the
one with the more separated word-list vowels, has relatively less variation for
each vowel in the prose condition. The ellipses are small, they overlap little,
and the center of the space is empty. Figure 5 shows the word list and prose
tokens of the speaker whose word list vowels are closer together. His vowel
ellipses are larger and they overlap more, leaving no gaps. Furthermore, this
space is larger than any other speaker's.

For the 7 speakers, /w/ varies the most: it covers a larger area than other
vowels for each speaker's space, and its position in the space differs more
across speakers. Figure 6 shows just the /i/ and /u/ tokens for the speaker whose
vowels spread the least. As you can see, the /u/ varies more than the /i/, with
some overlap between them. Even so, the /i/ is still clearly higher than the /y/.
Though the /w/ spreads back into the [o] region, it does not spread up into the
high back rounded [u] corner. In some cases, tokens of /o/ do spread up into that
corner, but not often. Figure 7 shows a representative /w/ and /o/. /o/ is
clearly more back than /w/, and sometimes it is as high--that is, like an [ ¢}
vowel. But overall the [u] area remains empty.

Is there any evidence in these data that vowels differ in their directions of
spreading, as Goldstein suggested? We find no consistent differences for the
seven speakers, except perhaps that /i/ varies the least and /W/ varies the most,
but never spreads up and back in the space. In addition, we find no effects of
tone on vowels' spreading in these data. High and low tone vowels spread alike.

Let us now compare the situation in Japanese with that in Russian. Russian
also has five vowels, with /u/ instead of /w/. It also has stress and vowel
reduction, and a contrast of palatalized vs. plain consonants that is said to
produce much variation in vowels. For example, the Russian /i/ has an allophone
[4] not too unlike Japanese /W/--but Russian also has /u/. How do the 5 Russian
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vowels compare with Japanese? So far we only have partial data for 1 speaker from
Kiev. Figure 8 shows measurements of his word-list vowels in labial consonant
contexts similar to the Japanese words, except for the palatalization contrast.
The dotted circle indicates an area of vowel tokens that had to be measured from
spectrograms—-—-the LPC routine couldn't spearate F1 from F2. Note that in Russian
the /i/ and /u/ are equally high, and that the variation in /i/ represents the 2
allophones due to consonant differences. Now consider the Russian prose tokens in
Figure 9. Compared with Japanese, the Russian speaker shows more variation for
each vowel, and more overlap of vowels. Compared with his word-1list tokens, the
Russian speaker's prose tokens spread inward. Is this because unstressed tokens
in the text are reduced and centralized? No, the stressed prose tokens considered
separately also fill the space. The unstressed tokens do not cover new parts of
the space; they simply concentrate in the most centralized areas of the stressed
vowels. The large amount of variation and overlap, then, must arise from the
consonantal effects. For example, palatalized coronal consonants have the effect
of fronting and raising /i/ tokens while eliminating back /u/ tokens. The result
is a vowel space quite similar to that of Japanese.

In conclusion, we have found that even languages with few vowels will
essentially fill the vowel space with vowel tokens in running speech. Context
effects will not, however, produce an [u] in Japanese, leaving a gap in the space
reflecting the phonemic inventory. Further, the spreading of vowels across
contexts apparently does not depend on prosodic effects, either tone or stress.
Languages are perhaps more similar phonetically than we might have expected, but
differences reflecting the phonology are also apparent.
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Places of Articulation:
An investigation of Pekingese fricatives and affricates

Peter Ladefoged
Phonetics Laboratory,Department of Linguistics, UCLA,Los Angeles, CA 90024, USA.
and
Zongji Wu

Institute of Linguistics, Chinese Academy of Social Sciences, Beijing, China.

Phoneticians generally believe that there 1is a set of places of
articulation. This notion is embodied in charts of comsonants, such as that of
the IPA, where the separate columns specify separate places of articulation. It
is also implied in every system of distinctive features (e.g. Chomsky and Halle,
1968), Of course, most phoneticians agree that the boundaries between adjacent
categories are not clearly determined. They accept, for example, that there is mo
precise boundary between palatal and palatoalveolar sounds, so that it is hard to
say whether the Akan word for "father" should be transcribed as [ajga] or [adal,
with a palatal or a palato—alveolar stop. Or, to take another example, they know
that the distinction between dental and alveolar stops is somewhat tenuous, and
that the IPA recognizes this fact by placing these sounds in a single,
undifferentiated column. (The reason in this latter case is presumably simply a
historical accident., The IPA was founded by Europeans speaking languages that do
not distinguish between dental and alveolar stops. If it had been founded by
Australian aboriginals we might have had a different chart.) But, after allowing
for the fact that the boundaries between adjacent categories cannot always be
clearly delineated, it is usually held that consonants can be described in terms
of a set of specific places (and manners) of articulation. They are not treated
like vowels, which are clearly recognized as being points in a space. Consonants
are regarded as belonging in discrete cells on a chart,

Some of the major problems in this notion occur in the description of
fricatives. The IPA chart has a larger number of symbols in this category than in
any other, Phoneticians have long recognized that there are subtle differences
between the fricatives of different languages that necessitate the use of
different symbols. But the values of these different symbols have not always been
clear. In order to shed some light on part of this problem, we will present some
data on fricatives and affricates in Standard Colloquial Chinese (Pekingese) as
spoken in Peking. We will refer to this language as Pekingese.

The set of sounds we will consider are given in an IPA transcription in
Table 1, the traditional IPA category labels are also shown.
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Table 1. The fricatives and affricates of Pekingese

Labiodental Alveolar Retroflex Alveolopalatal Velar

voiceless fricative £ s s (o] %
voiceless affricate ts ts te
aspirated affricate tsh t§h tgh

Words illustrating the sounds in Table 1 are given in the official
Pinyin spelling in Table 2. It may be seen that this romanization differs in
many ways from IPA practices.

Table 2. Words illustrating the sounds in Table 1, written in the official
Pinyin romanization

fa sa sha xia ha
za zha jia
ca cha qia

Procedure

The data to be reported here have been selected from those in a much larger
study (Wu, 1963), which is designed to illustrate the principal features of all
the sounds of Pekingese. The complete set of data includes palatograms, audio
recordings and various kinds of acoustic analyses for five subjects, together
with x-ray photographs of three of the subjects. We will be concerned here mainly
with the articulatory data for the three principal subjects, with only occasional
comments on the acoustic data. All of the subjects were native speakers of
Pekingese, born and raised in the neighborhood of Beijing. Speaker A was a male.
Speakers B and C were females. All of them were around 20 years old.

When producing the palatographic data, subjects said each of the words in
Table 2 in citation form. The palatograms were obtained using a modified version
of a technique described by Hammarstrom (1957). Chinese carbon black ink was
painted onto the tongue. The subject then said the word being investigated,
causing the ink from the tongue to be deposited on the upper surface of the
mouth, A record of the contact area was made by placing a mirror in the mouth so
that this surface could be photographed. The enlargements from the negatives were
all made exactly life size, as checked by comparison with an artificial palate
made from a dental impression of each subject’s mouth. Tracings of the contact
areas were made of the outlines for each utterance,

Lateral x-ray photographs were taken, In order to enhance the outline of the
vocal tract, the nose, the lips, and the center line of the tongue were painted
with a barium solution. Further enhancement was achieved when making the
life-size photographic prints from the negatives. Parts of the image were masked
by an adjustable cut-out with a shape corresponding to the bony structures of the
upper and lower jaw. This mask was dodged (held, but with a slight movement)
between the lens of the enlarger and the photographic papers, so that the images
of the lips and the oral cavity were fully exposed without the bony structures
becoming over—exposed.
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In addition, instead of the usual way of tracing the outline of the vocal
tract by placing tracing material on top of the photograph (a practice that
inevitably lessens the visibility of the image), a new technique was evolved. The
positions of the articulators and relevant structures such as the surfaces of the
teeth were drawn directly on the photograph in black waterproof ink. The image on
the photograph was later leached away with a potassium permanganate solution,
leaving only the required drawing.

The x-ray photographs were taken while the subject was trying to maintain
the articulatory posture for the initial consonant in a syllable (the closure
phase in the case of the affricates). Consequently the data may not provide a
valid description of the sounds as they occur in natural speech. However the
general consistency both across the three subjects, and within each subject for
the pairs of sounds that differ only in aspiration, together with the fact that
the x-rays show similar points of contact to those on the palatographic data
(which were obtained from pronunciations of whole words that sounded completely
natural) all tend to confirm the validity of the x~-ray data.

Results

Data based on the X-rays of the fricatives [s,s,¢] are shown in Figure 1.
Corresponding palatographic data are shown in Figure 2. The first point to note
is that for all three sounds for all three subjects the upper and lower teeth are
fairly close together. It is this narrow channel between the teeth that gives all
these sounds their sibilant (strident) quality. In each of the sounds the tongue
forms a differently shaped channel for the air. But the main source of acoustic
energy is always the turbulence that arises when this air passes between the
nearly clenched teeth., This similarity in the articulation of all three sounds is
not captured in any way by the traditional IPA categories. But it is, of course,
explicitly recognized by distinctive feature systems such as that of Jakobson,
Fant and Halle (1951) by the provision of the feature Strident.

As the top row of Figure 1 shows, all three subjects produced [s] with the
tip of the tongue; and in all three cases there is a hollowing of the tongue such
that the tongue is concave with respect to the roof of the mouth. Again we have a
failure of the descriptive categories, this time in the case of both the IPA and
the feature system approaches. If we categorize this sound simply as Alveolar (or
[+ coronal, - anterior]) we are implying that the tongue shape is the same as in
other alveolars such as [t]. But [t] does not have this hollowing of the tongue.
It would seem as if we have to make our phonetic definitions context sensitive:
if Alveolar and Fricative (or [+ coromal - anterior] and [+ strident]), then a
hollowing of the tongue is implied.

It is interesting to try to estimate the size of the channel when the
constriction is at its greatest. The palatograms show that subjects B and C make
this sound with a narrow slit, with width of 4.5 mm for subject B and 3.75 mm for
subject C. (Subject A makes this sound with the narrowest channel on the teeth,
so palatographic data is not available for this measurement.) The height of the
slit is about 1 mm for subjects A and B, and even less for subject C.

The position of the point of greatest constriction is sightly different for
each subject. For subject A it is on the teeth for Subject B slightly behind the
teeth, and for subject C still further back on the alveolar ridge. Given these
data, it seems that the exact place of articulation (in the sense of the precise

location of this channel) is not particularly critical for these sounds. What
matters more, as in many sounds, is the shape of the vocal tract as a whole.
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Figure 1. Tracings from x-rays of three speakers producing Pekingese sibilant

fricatives. Where there are two lines drawn for the tongue, the lighter

line represents the positions of the sides of the tongue.
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The so-called retroflex [g] is shown in the middle rows of Figures 1 and 2.
It is immediately apparent that this sound does not have the tip of the tongue
curled up and backwards, as it does in Indian sounds symbolized in a similar way
(compare Balasubramanian, 1972), All three speakers produce the constriction for
this sound with the upper surface of the tip of the tongue (as compared with the
under surface of the tip, as is common in the Dravidian languages of Southern
India). The constriction is at about the same place for all three speakers,
namely at about the center of the alveolar ridge. Both the height and the width
of the channel are greater than in [s]; but the width varies considerably, from
18,5 mm for subject A to 5 mm for Subject C. The increased channel size results
in the jet of air not attaining as high a velocity as it does in [s].

The articulatory differences between [s] and [g] in the width of the
constriction are not captured by any of the traditional descriptions in terms of
place of articulation. Nor are the differences in the shape of the rest of the
tongue. For [g] the front of the tongue is fairly flat for subjects A and C, and
only slightly hollowed for subject B. The root of the tongue is more advanced in
[g] than it is in [s] for all three subjects, resulting in the tongue being more
bunched up lengthwise. These aspects of the articulation are not described simply
by specifying the place of articulation as retroflex, or indeed, by any
description that merely specifies the location of the source of the fricative
turbulence.

The tongue has a very different position in [c] from that in either of the
other two sounds we have been considering, as may be seen from the data in the
bottom rows of Figures 1 and 2. It is much higher in the mouth, forming for both
subjects, a comparatively long, flat, constriction. Subject A probably produces
this raising of the front of the tongue by the action of the genioglossus muscle.
As can be seen in Figure 1, the sides of the tongue (the thinner line) are higher
than the center of the tongue (the solid line) in the region just above the
epiglottis. This is caused by the genioglossus muscle pulling the root of the
tongue forwards and producing the characteristic groove in this region that
results from the action of this muscle. Subject B and C do not have such a deep
hollowing of the root of the tongue, and may produce the raising of the body of
the tongue by the action of the mylohyoid muscle. Use of these different muscles
would account for the differences in the vocal tract shapes of the subjects.

The narrowest channel occurs near the front part of the alveolar ridge for
subject C, and notably further back for subject B. For neither subject is the
constriction in the same place as in either of the other two sounds; it is
farther back than in [s], but not quite as far back as in [s]. Accordingly,
although the high position of the front of the tongue might lead to this sound
being considered as palatalized, it is in no sense a palatalized version of
either of the other two sounds, It must be assigned to a separate "place of
articulation" as has been done by the IPA. And, as in the previous cases, the
category to which this sound is assigned has to specify not only the location of
the constriction but also the shape of the whole body of the tongue. (Or,
alternatively, we have to add some new low level phonetic features to take care
of these differences in tongue shapes.)

This category may have to be interpreted in other ways when used to describe
sounds in other languages (just as we have already noted that the category
retroflex has to be assigned a different interpretation when used to describe
Dravidian languages). The IPA (1949) regards the Pekingese sound as the same as
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the Polish "§" as in "ge§". But both our own listening and the x-ray data in
Puppel (1977) indicate that the Polish sound is more palatal.

The affricates of Pekingese are illustrated in Figures 3-5, Figures 3 and 4

show show that, the unaspirated affricates [ts, tg, te] and the aspirated
h % YU . o

counterparts [ts ,tg ,tg ]; are fairly similar to each other; there do not seem
to be any systematic differences. Furthermore there is clearly a great deal of
similarity between the affricates and the corresponding fricatives, In fact, we
could have made many of the points concerning the general shapes of the tongue
simply by reference to these data. We must note, however, some small but
systematic differences between the affricates and the fricatives. To say that a
sound is an affricate implies only that it involves a stop closure followed by a
fricative, But in addition to the change in the tip or blade of the tongue that
is required for making the stop preceding the fricative there is also a change in
the positions of the body of tongue that is not necessarily implied by the
traditional terms stop as opposed to fricative. The body of the tongue is often
slightly higher during the stop closure than it is during the corresponding
fricative,

If we overlook these minor discrepancies we can say that the place of
articulation in the traditional sense is much the same in the affricates and the
corresponding fricatives., In so far as the terms alveolar, retroflex, and
alveolopalatal can be said to specify not just a place of articulation, but the
shape of the tongue as a whole, then the same interpretation can be given to each
of the categories for both fricatives and affricates. (But, as we have already
noted, the same interpretation cannot be used for other manners of articulation;
alveolar stops and nasals such as [t, d, n,] do not have the same tongue shape as
the alveolar fricatives and affricates considered here.)

For the sake of completeness in our study of Pekingese fricatives, we must
also mention [f] and [x]. The first of these sounds is a labiodental fricative
with the lower lip in contact with the upper teeth as in many languages. The
second is a weak velar fricative as shown in Figure 6. The three subjects have
slightly different positions from one another. Subject A has the narrowest
constriction in the front of the velar region. Subject B uses a distinctly
further back position, including a narrowing in the upper part of the pharynx.
Subject C is in between the other two, with the constriction being more nearly in
what is traditionally described as the velar region,

The acoustic analysis of these fricatives will not be considered in detail
here, but it is appropriate to discuss briefly how our articulatory findings can
be correlated with some preliminary acoustic observations. The frequency of the
turbulent noise associated with a fricative sound depends in part on the velocity
of the air striking the sources of turbulence, and in part on the size of the
cavity in front of the source of turbulence., Because of the first of these
factors the mean frequency of the fricative noise in [s] is higher than that in
[6], and because of the second [c] is typically higher than [x]. The high
velocity produced by the very narrow channel in ([s], together with the more
forward point of articulation and the smaller front cavity in comparison with
[s], combine to produce the differences in frequency that distinguish this pair
of sounds. Acoustic analyses (reported in more detail in Wu 1963) indicate that
there is a wide spectral peak centered in the neighborhood of 6400 Hz for [s],
with half power bandwidths at 5700 Hz and 10,000 Hz, whereas [s] has two lower
and narrower peaks, one centered at about 2900 Hz, and the other at about 4500
Hz.
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Figure 3., Tracings f om x-rays of three speakers producing Pekingese voiceless
unaspiratea usibilant affricates.
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Figure 4. Tracings from x-rays of three speakers producing Pekingese aspirated
sibilant affricates,
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Figure 6, Tracings from x-rays of three speakers producing Pekingese non-sibilant
fricatives,
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General discussion

Throughout the presentation of the results we have been noting inadequacies
in the notion place of articulation. But perhaps the basic question is really:
Are there places of articulation? There are two ways of considering this
question., Firstly we might ask, in the phonological description of a language,
are there categories that group the sounds together in ways that can be thought
of as corresponding to their places of articulation? The answer to this is,
undoubtedly, vyes. In nearly all 1languages, Chinese included, there are
phonological rules that specify groups of sounds that can be said to be made at
the same place of articulation.

The second way of considering the question is to ask whether there are, in a
general phonetic sense, places of articulation that can be wused in
cross-linguistic descriptions of sounds, or even in the precise specification of
the allophones that occur in a single language (for use, for example, in a
synthesis by rule system), The answer to this is by no means clear, and leads us
to consider the whole problem of how to relate phonological descriptions to
observable phonetic data.

Phonology is concerned with describing (perhaps explaining) the patterns
among the contrasting units in a language. Phoneticians want to describe (explain
in terms of physiology or acoustics) the sounds that occur. The major problems in
relating phonology and phonetics arise because of the different aims. They are
made worse by the fact that an average language uses only about 31 contrasting
segments, 23 of them being consonants (Maddieson, forthcoming). But the human
vocal apparatus is capable of producing a vastly greater number of perceptually
distinct sounds.

The usual practice of phonologists has been to give only a very approximate
description of the sounds of a language, declaring that more detailed phonetic
specifications could be made, but without showing exactly how this could be done.
Many phonologists seem to feel that the phonetic details do not matter, and that
precise accounts of the sounds of languages are not part of linguisties, But the
details do matter to the phonetician who wants to teach people how to talk
without a foreign accent, or who is trying to program a computer to reproduce the
sounds of a language in a natural way. They also matter to any linguist who wants
to make a complete, accurate, description of a language. Phonetic details are
part of linguistics. Accordingly we are left with the problem of how to reconcile
phonological and phonetic descriptionms.

There are a number of phonologists who are very much concerned with phonetic
detail. For example, Chomsky and Halle (1968) should certainly be absolved from
the strictures against phonologists given above. They frequently point out small
phonetic differences among languages, clearly regarding them as part of the
phonology. The solution that they suggest is for the phonological description to
specify "what the speaker of a language takes to be the phonetic properties of an
utterance." But following this course would entail setting up a large number of
phonological features to account for all the phonetic details of languages that
speakers must know. There is no doubt that speakers of Pekingese take it that,
for example, one of the phonetic properties of their alveolar fricative [s] is a
deep hollowing of the tongue that is not found in their other fricative (or
strident) sounds, or in their other alveolars. These speakers also consider their
retroflex fricatives to have different phonetic properties from Telugu retroflex
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fricatives; no speaker of Pekingese would make [g] with the underside of the tip
of the tongue. The raising of the tongue in affricates in comparison with
fricatives also has to be taken into account by some feature, unless we can find
a physiological explanation for its inevitability (meaning that every language
always did it). In fact, for a linguistically adequate description, every
particular aspect of tongue shape would have to be assigned to a particular
feature, as Pike (1943) noted many years ago.

When faced with a similar problem involving the precise specification of the
possible states of the glottis in different languages, Halle and Stevens (1971)
opted to solve it by setting up a number of new features. They proposed that what
speakers took to be the possible states of the glottis were whether it was
[+ spread] or [- spread], [+ comnstricted] or [~ constricted], [+ stiff] or
[- stiff], and [+ slack] or [~ slack]. Using these features they were able to
suggest different specifications for several sounds that did not contrast within
a language, but which nevertheless had different phonetic manifestations. For
example, they specified English initial /p/ as in "pie" as [+ spread,
- constricted, + stiff, - slack] and Korean so-called lax /p/ as [+ spread,
- constricted, - stiff, — slack]. This same kind of detailed specification can be
used for describing allophones within a language. Thus the stops in the English
words "spy, sty, sky" can be differentiated from those in '"pie, tie, kye" by
calling them [~ spread, - constricted, + stiff, - slack]. But there is a high
price attached to this gain in phonetic accuracy. The more general categories
[+ voice] and [~ voice] have been given up. Few phonologists would be willing to
do this. It is useful to consider English and many other languages, as having a
contrast between [+ voice] and [~ voice].

Following a similar approach in describing places of articulation would lead
to similar difficulties. We could create more categories by dividing the columns
in a consonant chart. This 1is the course the IPA has followed over the years
since its founding, although clearly with some reluctance. The category
alveolopalatal, which we have been using to describe some of the sounds of
Pekingese, does not currently have the status of a column heading. It is listed
(IPA 1979) among the miscellaneous items below the chart as a possibility for use
in describing fricatives. It is not available for describing stops or any other
sounds. If we were to add alveolopalatal as a separate column heading (as it was
in earlier editions, IPA 1949), plus another column so that we could distinguish
the retroflex sounds of Pekingese from those of Telugu, yet other categories
(which may involve additional rows such as 'Grooved") to allow for the hollowing
of the tongue in some sounds but not others, and so on, we would soon have a very
unwieldy set of features. It would be as wuseless to phonologists as are
specifications such as [+ spread], [- constricted], [+ stiff], [- slack]. The IPA
(1949) obviously recognizes this in its comments such as: "The more familiar
letters f,g may be used to denote the sounds ¢,z in languages like Pekingese,
which contain these sounds and do not contain the more usual varieties of .,.."

We may be able to handle this problem with the aid of cover features, as
suggested by Ladefoged (1972) and Vennemann and Ladefoged (1973). In the case of
the glottal features, Stevens (1983) has proposed something very similar., He has
listed a set of features that includes Voiced as well as the four glottal
features given above. Although Stevens might not put it in this way, this makes
Voiced a cover feature definable entirely in terms of specific combinations of
the other four features. The feature Voiced then becomes available for
phonological rules, leaving the other four features available for detailed
phonetic specification of the states of the glottis.
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We do not know how this notion should be applied to places of articulation.
We could set up cover features such as Coronal (or Lingual) for articulations in
the dental, alveolar, and a little bit further back region, and Dorsal for the
uvular, velar, palatal, and a little bit further forward region. But it is not
apparent how such cover features could be defined in terms of more precise
phonetic features. It might be possible to do this in terms of acoustic
properties, but it seems to us that the acoustic correlates of places of
articulation for stops (both exploded and unexploded), nasals, and fricatives are
not likely to have much in common; so acoustics is probably not the answer to
giving suitable definitions of places of articulation,

An alternative possibility 1is that we should consider the phonological
categories as specifying only approximate phonetic properties of the sounds,
Doing this would enable us to equate sounds in different languages; but again it
is not at all clear how it could be done. For example, there are five Pekingese
voiceless fricatives /f,s,s,s,x/ and four English sounds /f,0,s,[/ in the same
category., But how can we equate them? English /f/ goes with Pekingese /f/ all
right, but it would be very odd to put English /0/ in the same category as
Pekingese /s/. But even when we have left English /¢/ unpaired, so that we can
put English /s/ with Pekingese /s/, our troubles are not over., Which is the most
appropriate category for English /[/? Is it the same as Pekingese /s/ or /g/? As
we have seen, the IPA answered this by saying that they are all different; and we
can do no better. If we are trying to associate each feature with a specific
phonetic property, we will have to say that English /[/ has a feature
specification that is different from any of the Pekingese fricatives. We cannot
see what phonetic property English /[/ has in common with one of the Pekingese
fricatives /g,¢/, which they do not also have with each other. We would add that,
despite the IPA, we can see no motivation for classing Tamil [g] with Putonghua
[g]. They are as different as Pekingese [g] and [¢]. Within English, Pekingese,
and Tamil there seem to be eight phonetically identifiable places for fricative
sounds: [f,0,s,[,¢, (Pekingese) g, (Tamil) g,x}. Given other languages there
could be even more. As we noted earlier, we are not at all sure that the Polish
sound that the IPA symbolizes [g] is the same as the Pekingese sound which is
also represented by this symbol. Is there a specific number of possible fricative
sounds?

So we are really no further forward. We have not escaped the dilemma
described in the preceding paragraphs. There is no way of non-arbitrarily
assigning sounds to approximately specified places of articulations. The feature
system must be rich enough to allow for the specification of all the distinct
places of articulation (up to seven contrasting stops occur in Yanuwa (Ladefoged
1983). It must also provide a non-arbitrary way of relating all the sounds of a
language to some specific phonetic properties. But if it does all this adequately
it will be inconvenient for use in describing the phonological patterns within a
language.

There is no simple way out of this problem. When we are considering
ourselves as phonologists, we will continue to describe the patterns among the
contrasting sounds. As phoneticians, we will continue to describe the actual
sounds that occur. Phonologists must behave as if there were distinct places of
articulation, grouping sounds together in ways that are appropriate for the
particular language being described. Meanwhile phoneticians will have to go on
doing their best to specify the sounds of each language in general anatomical and
acoustic terms, They will not be able to allocate consonants to a small number of
cells on a chart, just as they cannot describe vowel qualities or tonal contrasts
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in terms of a set of distinct phonetic properties. Nor is it simply a matter of
not being able to define the boundaries between adjacent places. Languages divide
up the continuum of possible places of articulation in different ways, much in
the same way as they divide up the tone and vowel spaces in different ways. There
are, of course, favored regions that occur in many languages. But the phones that
are grouped together phonologically in one language will not be the same as those
that are grouped together in another. Nobody imagines that the vowel and tone
spaces are divided into specific sets of categories, Why should we imagine that
there are discrete place of articulation?
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Is there a valid distinction between voiceless
lateral approximants and fricatives?

Ian Maddieson and Karen Emmorey

Paper presented at the 10th International Congress of Phonetic Sciences
Utrecht, August 1983,

Many schemes of phonetic classification propose that there is only one
manner of articulation for voiceless laterals, namely that they are fricative.
Pike, in his classic book Phonetics, expressed this view as follows:
"Laterals...upon becoming voiceless narrow the opening sufficiently to get local
friction™ (1943: 72). Catford (1977: 132) also implies that phonemic voiceless
laterals are invariably fricatives. And many practising field linguists seem to
feel that once they have said a lateral is voiceless, they have said all that is
necessary. For other phoneticians, voiceless lateral fricatives and voiceless
lateral approximants are distinct types of sounds. This view was taken by
Ladefoged in Preliminaries to Linguistic Phonetics, but he adds that the
difference is not used contrastively in languages. He says, "the contrast between
voiceless lateral approximants and lateral fricatives occurs only among voiced
sounds. I do not know of any language that distinguishes between voiceless
lateral fricatives and approximants, although many languages...have one or the
other of these sounds” (1971: 53) (emphasis added). More recently “Maddieson
(1980; forthcoming) has also commented on the lack of examples of languages
reported to have voiceless laterals of both these types.

But are these two types of sounds really different from each other? If there
is no reliable way of distinguishing them, it follows that no language would use
‘them contrastively, and the claims of Ladefoged and Maddieson about the avoidance
of such contrast would be vacuous. We would be dealing with a difference in
terminology and transcriptional practise that has no real phonetic basis, but is
instead a reflection of different traditions and habits among Ilinguists. In
general, linguists working on languages of Africa, the Americas, and Europe favor
terms and transcriptions that imply that the voiceless laterals in these
languages are fricative, whereas those working on Asian lanquages favor terms and
transcriptions that imply that the voiceless laterals are approximants. However,
if this is not merely a reflection of linguists' habits, then it would imply that
there are ﬁiagftant areal/genetic assymetries in the distribution of the two
sound types.

This paper sets out to establish that there is a phonetic distinction
between two types of voiceless laterals and moreover that the phonetic difference
has important phonological consequences as well.

Speakers of several languages with voiceless laterals were recorded saying
words with these sounds in initial position. Among those languages reported to
have voiceless lateral fricatives we recorded nine speakers of Navaho, three
speakers of Zulu, and eight speakers of Taishan Chinese, as well as examining
several individual speakers of other languages. BAmong those languages reported to
have voiceless lateral approximants, we recorded four speakers of Burmese, and
three speakers of Tibetan (one of whom speaks the Sherpa dialect). The majority
of these speakers were recorded in the UCLA Phonetics laboratory under the same
conditions. Where possible, words with a low central vowel after the lateral were
used. As we will see, these five languages form +two pairs, the fricative
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languages Navaho and Zulu vs. the approximant languages Burmese and Tibetan, with
Taishan occupying an intermediate position.

Three types of measures were made, measures of duration, amplitude and
spectral shape. The procedures used and the results obtained with respect to each
of these will be presented in the order just given. Figure 1 shows how durations
were measured from a display of the digitized waveform on a computer screen. The
duration of the noisy portion of each lateral was measured from the onset of the
lateral to the onset of voicing. The duration of any voiced lateral portion
before the vowel was also measured. As in the particular tokens from Burmese and
Zulu shown in Figure 1, this voiced portion is typically longer with the
voiceless approximants than with the voiceless fricative laterals, and the
voiceless noisy portion is correspondingly shorter. Mean durations of these two
portions for all tokens from all speakers of each language are shown in Table 1.
In addition, the duration of the voiced portion as a percentage of the total
duration is given.

noise voice proportion of voicing
Zulu 232 17 6.8%
Navaho 195 15 7.1%
—————————— significant difference
Taishan 150 21 13.3%
Tibetan 111 18 14.8%

—————————— significant difference
Burmese 136 55 29.2%
Table 1: Duration measures

The languages with the longest durations of noise are those with voiceless
fricative laterals. Burmese has a markedly longer voiced portion in its voiceless
laterals than the other languages. The best measure for comparing the durations
is the percentage measure, since this normalizes for possible speech rate
differences. This measure divides the languages into three groups, as shown in
the table (significance was computed using Tukey's Studentized range test with a
criterion of .01). Note that Taishan and Tibetan are not distinguished, although
Zulu and Navaho are significantly different from Tibetan and Burmese.

The relative amplitude of the voiceless lateral with respect to the
amplitude of a following low central vowel was measured from amplitude envelope
displays 1like those in Figure 2, produced by the Kay digital spectrograph. In
general, as in the particular tokens from Navaho and Tibetan shown in Figure 2,
the amplitude in the voiceless approximants is less than in the following vowel,
whereas in the voiceless fricatives, the amplitudes of the lateral is closer to
that of the vowel. Table 2 shows the mean amplitude differences between lateral
and vowel in all the tokens of each language. Units of measurement are arbitrary
but constant across languages.

mean
Zulu 0.24
Navaho 0.44
————————— significant difference
Taishan 1.46
Burmese 1.58
————————— significant difference
Tibetan 3.53

Table 2: Lateral/Vowel Amplitude Difference
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On this measure Zulu and Navaho are again significantly different from the other
three languages. Additionally, Tibetan is significantly different from all the
other languages. Taishan is not distinguished from Burmese.

The third property of the voiceless laterals examined was the spectrum
between 100 and 9000 Hz. An FFT analysis was made of the central portion of the
noise in the laterals (all tokens analyzed were word-initial preceding /a/). This
spectrum was then convolved with a filter designed to approximate the functioning
of the human auditory system and the output was expressed as values of 20
critical bands. (For more information on the analysis system used, see Nartey
1982: 21-33.) The critical band values were then analyzed by means of canonical
discriminant analysis, using language as the classification variable. Although
four canonical variables are statistically significant, only the first has an
interpretation which relates to the fricative/approximant distinction. Figure 3
shows a plot of the first two canonical variables. Each letter represents the
position in this two dimensional space of one token from the language indicated.
As may be seen, the Zulu and Navaho tokens cluster to the right of the diagram
with similar values on the first canonical variable. Burmese and Tibetan are
distributed over the center and left. Taishan is in the center right area. This
plot shows again that there are differences between the two types of voiceless
laterals with Taishan tending to be intermediate. Note that on this measure
Taishan is more similar to Zulu and Navaho than it is on the duration and
amplitude measures. In the other dimension shown, it can be seen that the two
characteristically "fricative" languages, Zulu and Navaho, are the most distinct
from each other. We therefore assume that this (and, likewise, the other higher
canonical variables) must be unrelated to the distinction we are investigating.
We will attempt an interpretation of only the first canonical
variable.

Examination of the canonical coefficients indicates that the major relevant
differences are to be found in critical bands 7, 8, 10, 15, 16, 17, 18, 19 and
20, since these have the highest (positive or negative) coefficients. Mean
amplitudes in these bands for each language in the critical band spectra were
compared. Simplifying the result somewhat, we find that the fricative laterals
have high energy in a region of the spectrum from 3150-6400 Hz. (bands 16-19),
whereas the approximant laterals have high energy in the band below this region
(band 15, 2700-3150 Hz.). All the languages show relatively low energy in band 10
(1270-1480 Hz.), but it is particularly low in Tibetan, the language with the
highest negative coefficient on the canonical variable. In band 8, Zulu, Navaho
and Burmese all have low values, whereas Tibetan and Taishan have higher values.
It 1is less obvious how band 7 (770-920 Hz.) contributes to the discrimination.
Most obviously, the fricative laterals have a broad high frequency peak, while
voiceless approximant laterals reach their peak at a lower frequency.

In summary, the evidence from our three measures shows that the two types of
voiceless laterals can be distinguished and that languages such as Navaho and
Zulu on the one hand and Tibetan and Burmese on the other provide good archetypes
of the voiceless fricative and approximant types respectively. Furthermore, the
nature of these distinctions correlates well with the labels given; that is, as
fricatives vs. approximants. The fricatives tend to have later onset of voicing,
relatively greater noise amplitude and greater energy at high frequency than the
approximants. These are all reasonable effects to find as results of a difference
in aperture. However, as with many other phonetic variables, there is gradience
in this distinction, and the languages differ from each other by degrees and not
by completely categorical divisions. In particular, Taishan presents itself as an
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intermediate case. On all three measures it is closer to Zulu and Navaho than
Tibetan and Burmese are. It should perhaps be noted that Taishan is the only one
of the languages compared in which the voiceless lateral is dental rather than
alveolar in articulation. Furthermore, the segment {1] in Taishan varies with [8]
in the speech of several of our speakers. °

It should be recognized that despite our ability to document a difference,
the voiceless lateral fricative/approximant distinction remains a subtle one. It
has been argued that the absence of languages which contrast these sounds can be
explained by the lack of sufficient saliency for the differences between them
(Maddieson, to appear 1984). It is therefore perhaps surprising to find that
there are notable differences in the phonological behavior of the two
types.

Several phonological differences were observed in a survey of some 60 or so
languages with voiceless laterals. These involve phonotactics, allophonic
variation, and co~occurrence with other laterals in the inventory. The most
striking of them may be briefly stated as follows:

{1) Voiceless lateral approximants are restricted to syllable initial

position; fricatives aren't.

(2) Voiceless lateral fricatives may have affricate allophones;

approximants don't.

(3) Voiceless lateral approximants always occur together with a voiced

lateral approximant in the inventory; voiceless lateral fricatives

may occur without a voiced lateral.
The restriction of /%/ to initial position is only of serious value in
establishing a difference between /%/ and /]l/ when there are not more general
restrictions on final consonants. Thus, although /%/ is restricted to dinitial
position in Yao, Burmese, Iai and Tibetan, so also is /1/. But in Klamath, S.
Khmu?, Kuy, Sedang and Irish (in those dialects in which mutation of /sl/ and
/fl/ is the only source of /1/), /1/ has greater freedom of occurrence than /]/,
including in final position. As for the possibility of affricate allophones of
/%/, these occur in intervocalic positions in Alabama and Nez Perce, after nasals
in Totonac and Zulu, finally in Tolowa and initially in long syllables in Hupa.
In most of these cases, the affricate is an optional variant. Thirdly, Tlingit,
Nootka, Puget Sound Salish, Chukchi and Kabardian are among those languages with
voiceless lateral fricatives but no voiced lateral approximants. Proto—Chadic
{(Newman 1977) is reconstructed with /%/ but no /1/ and some of the modern Chadic
languages retain this feature (e.g. Bade and Ngizim, at least with respect to
native vocabulary). Thus the phonetic difference between voiceless lateral
fricatives and approximants is a significant one in phonological terms. There are
considerably more languages with fricative lateral phonemes than with voiceless
lateral approximants, suggesting that the latter are diachronically less stable
(e.g. the formerly distinct /1/ and /%/ in Proto—-Tai have merged as /1/, Li 1977)
or have fewer possible sources. This may point to another difference between
them. In any case, to collapse these two types of laterals into a single class is
to miss an important difference.
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Phonetic Cues to Syllabification

Ian Maddieson

Introduction

Ladefoged (1982:219) states simply that "there is no agreed phonetic
definition of a syllable". That such a definition is lacking can be readily seen
in any reading of current phonetic literature. Earlier optimism over defining the
syllable (see Pike 1943, Stetson 1951, inter alia) has largely given way to
pessimism. Yet despite the difficulty of defining it, the syllable has been given
a major role in recent developments in phonological theory (e.g. by Kahn 1976,
Kiparsky 1979, Selkirk 1980, Steriade 1982, Cairns and Feinstein 1982, Clements
and Keyser 1983, inter alia)., Views differ as to how complex the internal
structure of the syllable is, for example over whether a syllable node dominates
higher order elements with their own constituent structure such as onset and
rhyme, dominates C and V elements, or directly dominates segments (i.e. feature
matrices). However, all accounts essentially agree that in some way segment-like
elements are grouped into syllables.

Moreover, there may be rules which change the membership of a segment from

one syllable to another (resyllabification rules). For example, Harris (1983)
states a common observation about Spanish as follows: "in casual speech a
word-final consonant syllabifies with the initial vowel of the following word"
(p. 43). He formulates a rule which reassigns a consonant before a word boundary
and a vowel to an onset rather than a rhyme, and exemplifies the effect of the
rule with the sentence:

Los otros estaban en el avibdn.
After this rule applies this sentence is syllabified as follows (a syllable
boundary is represented by a period):

Lo.so.tro.ses.ta.ba.ne.ne.la.vién
Elsewhere, Marlett and Stemberger (1983) argue that resyllabification of a
somewhat different sort applies in Seri after vowel deletion in certain forms
with prefixes. The prefixes have the form consonant + /i/, as in the irrealis
/si=/. When a consonant follows this prefix, the vowel /i/ is dropped so that

o o o

' A A

i - s i - ka
becomes

(o o o

f | A

i - s - k a

Since a syllable containing only /s/ 1is mnot well-formed, a rule of
resyllabification applies which attaches /s/ to the onset of the following
syllable, giving /i.ska/.

With the ability to define a syllable phonetically in doubt, questions
obviously arise concerning the basis on which selection between plausible
alternative syllabifications is made. These questions apply as mnuch to any
initial (lexical) assignment to syllables as to cases where resyllabification is
posited across word boundaries, as in the Spanish example above. Likewise, in the
Seri example the syllabification of /s/ with /ka/ is obviously only one of two
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potential ways that the faulty syllabic structure could have been remedied. The
output of resyllabification could have been /is.ka/, with the syllable boundary
between the consonants as in the Spanish example /es.ta.ban/.

Determining syllabification

When syllabification is at issue what is the basis on which linguists have
determined that their view in any given case is the correct one? There are
sometimes formal arguments that «can be made to justify particular
syllabifications, e.g. those related to input to reduplication rules advanced in
Steriade (1982). These seem more likely to relate to initial syllabification,
leaving surface syllabification to be determined from other kinds of evi ence, If
it is accepted that languages differ in their surface syllabification™, it is
reasonable to assume that there must be some indications of the differences in
syllable structure in the phonetic string., Note that the lack of a phonetic
definition of the syllab does not prevent the recognition of phonetic markers
of syllable constituency.” Their presence would enable a resolution to be made in
situations where alternative syllabifications might be posited.

Of course, in many languages there are extrinsic allophonic rules which
select allophones based on their position in the syllable. A well-known example
is the difference between syllable-initial and syllable—final /1/ in both British
and American English. Acoustic data on this phenomenon in American English is
provided in Lehiste (1964). Since it is syllable-based, this allophonic
difference is capable of providing evidence for constituency of syllables in
potentially ambiguous cases. An example is "holy" vs. "holey" (i.e. "hole" +
adjectival suffix "-y"). The word "holy" is syllabified [hou.li] with the
syllable-initial ("clear") allophone of /1/. In the monosyllable "hole" a
syllable~final allophone of /1/ occurs and, in my speech as well as that of many
other speakers of British English, a special allophone of the preceding vocalic
element that occurs only before a tautosyllabic lateral also occurs. That both of
these features occur in the derived form "holey" provides evidence that the
syllabification of this word retains the lateral as a constituent of the first
syllable (cf. Faure 1972). Tokens of "holy" and "holey" showing these syllable
bound properties from my speech are given in Figure 1.

Such an allophonic difference in laterals (and in vowels preceding laterals)
is a part%cular fact about my dialect of English and is not general across
languages.” Many languages lack such salient cues for syllable constituency in
their allophonic rules. And in the languages which do show them they are mnot
present in all segment types. It follows that if there are cues to syllabic
constituency in these other situations, they must be more subtle ones. Linguists
(not to mention native speakers) may well be responding to these cues when they
make judgments about syllabic constituency in their data.

An explicit appeal to these more subtle cues can be made in the attempt to
determine syllabic constituency in ambiguous circumstances. For example,
Maddieson (1983) claims that most word-initial consonant sequences in the Chadic
language Bura are resyllabified when a vowel precedes. Thus the first element of
the sequence becomes a coda to the syllable containing that vowel and the
syllable boundary falls between the elements of the sequence. For example, the
verb /bda/ when preceded by the person/aspect marker /tsa:/ is syllabified as
/tsa:b.da/, and similarly with other sequences. Part of the evidence for this
view is that the vowel preceding one of these sequences tends to be shorter than
that before a single word-initial consonant. Figure 2 shows waveforms of
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(a) before a single consonant:

0 msec 200 400 600

(b) before a consonant sequence:

p
(p)

Figure 2, Vowel duration in the morpheme /tsa:/ before word—

consonant,

initial (a) single

and (b) consonant sequence in Bura (from Maddieson 1983).
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Figure 2. Syllable dependent allophones of /1/ in the near-homophones
holy (left) and holey (right) in the author's speech. Note
F. above 1000 Hz in holy but below 1000 Hz in the vowel /ou/

2
and the lateral in holey,
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utterances containing /tsa:/ before [ptsi] and [pil. A substantially shorter
vowel can be seen before the sequence consisting of [p] preceding the affricate
/ts/ (Maddieson 1983 argues that this [p] is actually an underlying /b/) than
before the single consonant /p/ in the form /pi/. As will be shown below, vowel
shortening in closed syllables is a relatively common phenomenon across
languages. Its occurrence in this Bura example thus provides some objective
support for the intuitive feeling that the syllable boundary falls where it is
shown in /tsa:b.tsi/.

However the appeal to vowel shortening in Bura carries no weight unless the
phenomenon of vowel shortening in closed syllables is in fact a general
cross—linguistic one. Since there are no Bura words which contain unambiguous
syllable-closing obstruents (e.g. word-final stops), the argument cannot be
extended to the between-word cases on the basis of language-internal evidence
from within-word cases. Unless closed-syllable vowel shortening can be shown to
be quite widely found in other languages the Bura data are unconvincing evidence
for any particular syllabification, since the mere fact of a difference could
reflect a language-particular rule of vowel shortening under some other
circumstances.

The topic of universal bases for recognition of syllable constituency seems
to have been rather neglected since an early and unconvincing experiment on
formant transitions with the Haskins pattern-playback synthesizer by Malmberg
(1955 [1967]). Although the vowel shortening referred to above has been mentioned
as common before (e.g. by Jones 1950, Abercrombie 1967), there does not seem to
be any study which has explicitly shown that it tends towards universality and
hence has value as evidence. The remainder of this paper is dedicated to sh?wing
that vowel shortening associated with syllable structure is widely found.~ For
convenience the phenomena being investigated will be referred to under the name
Closed Syllable Vowel Shortening (CSVS).

Vowel duration

0f course, many other factors beside syllable constituency affect the
duration of a vowel including 1lexical vowel quantity and other inherent
properties of the vowel itself, as well as various '"suprasegmental" factors
(stress, tone, intonation, etc.), and contextual effects such as the nature of
surrounding segments and position in units such as the word, sentence, etc.
However, when these factors are controlled for, many languages prove to have a
vowel duration difference that relates to the syllabification of the following
consonant. It will also be shown below that there are quite a few languages in
which this effect seems to have been phonologized, for example in the form of
rules that require only short vowels in closed syllables or forbid them in open
syllables.

Phonetic vowel duration before single and geminate consonants

The best test for a relationship between vowel length and syllabification is
to be found in languages which allow word-internal geminated intervocalic
consonants., It is assumed that the analysis of these geminates is as a sequence
of two identical consonants with a syllable boundary falling between them. The
syllable closed by the first of a pair of geminated consonants can be compared
with a single consonant of the same type which is the onset to a second syllable,
i.e. C V1C2.C V, compared with C.V 'CZVZ' In this way the contrast is limited to
only tﬁe syllabic structure and all other variables are controlled for.
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A shorter vowel before geminate than before single consonants is known to
occur at least in Kannada, Tamil, Telugu, Hausa, Italian, Icelandic, Norwegian,
Finnish, Hungarian, Arabic, Shilha, Amharic, Galla, Dogri, Bengali, Sinhalese,
and Rembarrnga. I will review some of the phonetic data from these languages,
reporting principally on studies in which measurements from several speakers are
provided.

Mona Lindau (personal communication) has measured the duration of short
vowels before single and geminate consonants in three pairs of words in the
Chadic language Hausa. The results are given in Table 1.

VC- VCC- V:C-
word V duration word V duration word V duration
citaa 67 cittaa 46 1iitda 106
watda 71 bAttaa 64 faatda 118
ghdaa 67 haddaa 50 tdadda 125
means 68 53 116

difference 15
Table 1. Short vowels before single and geminate plosives in Hausa.
Long vowel duration is provided for comparison. Each value is the mean
of 2 or 3 tokens from 9 or 10 speakers, except for the third set
for which data from only six speakers is available.

Italian also has shorter vowels before geminate consonants (Antonetti and
Rossi 1970). The difference in duration is greater in Italian than it is in
Hausa. Some measurements of the vowel /a/ before single and geminate affricate
/tS/ were made at two different speech rates by Maddieson (1980). The results are
reproduced in Table 2 below.

slow speech rate fast speech rate

VC- VCC- vC- VCC-

208 132 153 112
difference 76 41

Table 2. Vowel duration before single and geminate affricates in
Italian at two speech rates. Each value is a mean of 10 tokens from
each of 8 speakers.

Ghai (1980) recorded data from 5 speakers of Dogri, an Indo-Iranian language
related to Panjabi. He reports that the short vowels /3/, /./, and /o/ before the
geminates were 27 msec on average shorter than the vowels before single
consonants in the three word pairs in Table 3, and the long vowels /o:/ and /a:/
were 36 msec shorter before geminates in the two word pairs in Table 3. (The mean
values themselves are not reported, only the differences.)

short vowels long vowels
'koca: / 'kecca: bo:li: / 'bo:lli:
"koli: / 'kolli: l30.:da: / 'sa:dda:

'kila: / 'killa:
Table 3. Word pairs with single and geminate consonants
in Dogri used in Ghai (1980).
It should be noted that there is a tendency for single medial stops to become
fricatives in this language. The examples cited here, with the possible exception
of /4a:da:/, are exempt from this trend.
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In the variety of Icelandic labeled Norjlenzka (Northern Icelandic) by
Orebnik and Pétursson (1977) vowel quantity can be predicted. For our purposes
what is important is that the vowels are about half as long before long voiceless
stops (orthographic bb, dd, gg) than before single voiceless stops (orthographic
P, t, k). The mean duration of all vowels classed as short is 81 msec, the mean
duration of long vowels is 163 msec. Data are from two speakers, but results are
not given separately for vowels before geminates as opposed to other clusters or
environments in which short vowels are found. (The facts in the more standard
Southern Icelandic are different and call for vowel length to be taken as an
underlying contrast, see Oreénik and Péturssom 1977: 163-167.) In another North
Germanic language, Norwegian, Fintoft (1961) found that vowels before geminate
consonants had a mean duration 94 msec shorter than vowels before single
consonants in a set of nonsense words (8 speakers). That CSVS also operates in
Finnish can be deduced from a remark by Wiik (1965): "The same amount of
lengthening [as is found when comparing final open syllables with final closed
syllables] is found in words like muuta, puuta as compared with muutta, puutta"
(p. 118). Wiik has data from 5 speakers but does not publish these measurements
separately.

Less extensive data 1is available on several additional languages. Length
differences consistent with CSVS can be seen in spectrographic data from the
Dravidian language Telugu, although this evidence is only from a single speaker
(Peri Bhaskararao, personal communication). Balasubramanian (1972) indicates that
shorter vowels occur before the geminate sonorants that remain in Tamil.
Applegate (1958: 13) reports shortening of vowels before geminates in Shilha
(Berber) on the basis of spectrographic data from one speaker. McKay (1980) found
in spectrograms of one speaker of the Australian language Rembarrnga that "in
general shorter vowels occurred before the geminate stops than before the single
stops'. Informal examination of material in the language data archives of the
UCLA Phonetics Laboratory confirms that the same phenomenon is found in Amharic,
Galla, Kannada (cf. Gowda 1970), Bengali, Sinhalese, and Arabic. Surprisingly no
published measurements on this question in Arabic could be located, although a
few spectrograms are included in Al-Ani (1970) showing shorter vowels before /22 /

and /$¢/ than before /?2/ and /¢/.

Thus the reality of CSVS can be demonstrated in data from languages of
several diverse language families which provide the most controlled environment
for its observation, namely, before geminate and single consonants. It can be
shown to occur in languages with and without a lexical vowel length contrast, in
different speech rates and under different prosodic conditions.

In at least one language the phonetic length difference before single and
geminate consonants is in the process of being converted into what is essentially
a phonological contrast of vowel length. In the cornouallais dialect of Breton
studied by Bothorel (1982) the distinction between single and geminate sonorants,
preserved in the léonais dialect, has been reduced to insignificance.
Measurements of both consonant and preceding vowel durations are given in Table
4, The difference in consonant duration is an insignificant 5 msec, but the
vowels before the former geminates are 40 msec shorter than before the historical
single consonants.
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*-VC- *-yCC-
V duration C duration V duration C duration
127 48 87 53
Table 4. Mean vowel length before former single and geminate sonorants
and duration of following consonant in a Breton dialect, calculated
from data in Bothorel (1982). (3 speakers, 5 words of each type).

In some Dravidian languages, such as Tamil and Malayalam, the formerly
general contrast between single and geminate consonants has been eliminated from
obstruents and replaced by a contrast between long voiceless stops and short
voiced fricatives (Lisker 1958; Velaydhan 1971). In these languages the vowel
length difference before the former contrasting single and geminate stops 1is
retained. Tamil data from 4 speakers is given by Balasubramanian (1981). Means
from his results are reproduced as Table 5.

short vowels long vowels
VC- VCC-  CVC- (CVCC- V:C- V:CC- (CV:C— CV:CC-
mean 112 97 93 80 221 188 184 152
diff. 15 13 33 32

Table 5. Mean durations of 7 long and short vowels before single
and geminate voiceless plosives in Tamil (4 speakers, about 60 tokens
per speaker), after Balasubramanian (1981).

In the case of Swedish a different phonological consequence has ensued from the
restructuring of length contrasts originally related to syllable structure into
quantitative and qualitative distinctions between sets of "tense" and "lax"
vowels. Elert (1964) provided measures across different vowel pairs before single
and geminate consonants from 8 speakers. His results before /t/ and /tt/ in the
two Swedish word accent patterns are reproduced in Table 6,

Accent T Accent II
-VC- -VCC- -VC- -VCC-
140 90 134 92
difference 50 42

Table 6. Vowel duration before single and geminate alveolar stops
in Swedish in two accent patterns. Each value represents a mean
of 10 tokens for each of a set 9 vowels. (Data recalculated by Mona

Lindau from Elert’s raw measures).

Phonological constraints on vowel quantity and consonant gemination

Elsewhere, other reflections of the association between shorter vowel and
geminate consonant can found in phonotactic constraints. Quite commonly those
languages with both long and short vowels and single and geminate consonant
restrict the vowels before geminate consonants to being phonologically short.
This rule is found in Arabic (Al-Ani 1970), Hausa (Abraham 1959), Hindi (Ohala
1972), Estonian (Lehiste 1966), and apparently in both Gowda and Standard
dialects of Kannada (Gowda 1970) and Ulithian (Sohn and Bender 1973). In Koya
"long vowels do not occur before geminates" (Tyler 1969: 6), and this language
also has morphophonemic rules that shorten an underlying long vowel when
geminates are derived. In Punjabi the set of "lax" centralized vowels, which tend
to be shorter than the peripheral vowels, are the only vowels which may precede
geminate consonants (Gill and Gleason 1963: 12), In a Bavarian dialect of German,
Bannert (1972) reports that a long vowel can only precede a short consonant and a
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short vowel can only precede a long consonant (in the minimal pair [vi:sn] vs.
[vis:n] vowel length is 190 msec vs. 110 msec).

We thus see that both on the phonetic level and in phonological constraints
shorter vowels frequently precede a geminate consonant that contrasts minimally
with a single consonant within a word. In other words, the shorter vowel is in
the closed syllable. An apparent counterexample, Japanese, will be discussed
below, Otherwise all the languages on which data is to hand show the occurrence
of a shorter vowel in a syllable closed by a geminate consonant.

Vowel duration in open and closed syllables generally

In a fairly wide range of other languages there are phonetic measurements
available or brief descriptive remarks that indicate that there is a difference
between vowel length in open syllables and closed syllables in general. Jones
(1950: 126-128) was among the first to measure such differences in English,
comparing such items as see, with seed and seat. Jones also comments on a similar
difference for Russian (p. 132). Wiik (1965) confirmed Jones’ findings on a
larger scale for English and extended them to Finnish, using 5 speakers from each
language. Han (1964: 57-61) reported that in a set of Korean data (29 words from
each of 4 speakers) the mean duration of the vowel /a/ in CV syllables was 266
msec, whereas in CVC syllables it was 127 msec. In Standard Chinese the only
possible syllable-final consonants are nasals. Mean values for a set of vowels
and diphthongs measured by Ren Hong—-Mo (personal communication) before /n/ and
/n/ are 238 and 200 msec respectively, whereas these syllable nuclei without a
final nasal are 363 msec long (means of data from 4 speakers). Phonologically
long vowels in closed syllables in Thai are reported as substantially shorter
than the same vowels in open syllables (Abramson 1962). Listeners’ judgments of
vowel quantity reflect an awareness of this fact in that a shorter vowel is
judged to be phonologically long in a closed syllable than is the case in an open
one.

Brief remarks on vowel duration and syllabification in other languages
include the following. For Assamese, Goswami (1966: 114) reports that stressed
vowels are longer in open syllables than elsewhere in nonfinal syllables. Buth
(1980) reports that "long vowels are lengthened slightly in open syllables" in
the Nilotic language Jur Luo.

A phonologization of the kind of distribution of vowel duration discussed
here can be found in several languages, either as a synchronic or historical
process. For example, in Ngizim there is a general limitation on vowels in closed
syllables, requiring them to be phonologically short (Schuh 1978: 255). In an
earlier period of English, short vowels in open syllables were lengthened, in
some cases merging with existing phonologically long vowels (principally the
lower vowels /e, a, o/ were affected). The phonetic basis of this change, namely
the correlation of length and syllable structure, inspired the 13th-century monk
Orrm to devise an orthography in which all short vowels were indicated by writing
a geminate consonant after them. (For a convenient brief summary of these facts
see Strang 1970).

Hence, several further languages which show a general relationship between
shorter vowel and closed syllable can be added to those which provide evidence
for the widespread effects of CSVS. If CSVS is universal there will be no
languages in which it does not occur. Therefore a search for possible
counterexamples was conducted.
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Apparent counterexamples to CSVS

There are a small number of apparent counterexamples to CSVS. One of these,
Japanese, is the only documented language which shows no difference in the length
of the vowels preceding geminate and single consonants in word-medial position
(Han 1962, Homma 1981, Dalby and Port 1982). However, Japanese has long been held
to be a language which is organized temporally on the basis of the mora (see, for
example, Bloch 1950). That is /kan/ is a two mora word equivalent in this respect
to /kana/, but /kana/ is not equivalent to /kanna/ which has three moras. Many
analyses of Japanese treat the word-final consonants and the first element of the
"geminates" as syllabic consonants (e.g Jorden 1963). The first part of a a
geminate consonant in Japanese derives from a former CV syllable and 1is
represented orthographically by a symbol which corresponds to such a syllable
(Miller 1967: 109). In an emphatic (?facetious) style of pronunciation this
syllable may be pronounced in full (Akira Fukuyama, personal communication). The
two elements of a geminate are also separated in a Pig Latin-type secret
language, reflecting a division such as /ka.n.na/. There is thus specific
evidence in the case of Japanese to reject the general assumption made above that
the first part of a geminate is the coda of the syllable containing the preceding
vowel, Japanese is therefore not a genuine counterexample to CSVS, All other
languages with geminates that have been studied show shorter vowels before them.

The other apparent counterexample to the relation between phonetic vowel
length and consonant gemination arises from the conclusion of Delattre (1968)
that "in distinguishing a geminate from a single consonant, the duration of the
preceding vowel is a negligible factor" in English, French, Spanish and German
(p. 126). These are not languages which have geminates in a similar sense to
those which are found in the languages surveyed above. Most of the examples used
concern consonants which occur on either side of word boundaries. Delattre
comments that '"what is most striking as one looks at spectrograms of these
utterances is the number of cases in which a vowel preserves its original length
despite a practical doubling of the following consonant’s duration, as in The
race ends vs. The race sends." (p.126). In these sentences [ei] is 170 msec long
in each case but [s#] is 120 msec in the first while [s#s] in the second is 230
msec. But there is no reason to consider the final consonant of race in the first
sentence to have been resyllabified as an onset to the word ends; in such
circumstances many English speakers have a distinct word-initial onset to the
vowel with glottalization. Hence there is no reason to anticipate a longer vowel
in race in this sentence. Delattre’s data do not address the issue of concern in
this paper.

As for counterexamples to the more general correlation of shorter vowel with
closed syllable, there is a possible one in French. Standard descriptions of
French (e.g. Martinet 1960) mention that there is a rather 1limited length
contrast of /&/ vs. /d:/ on the basis of such contrasts as grand vs. grande
(/grda/ vs. /gra:d/). The long vowel occurs in the form with the closed syllable.
Malmberg (1964) challenges this account, suggesting that the longer vowel
optionally occurs as an indication of the originally closed nature of the
syllable when it is resyllabified, as in an example such as la grande Adéle where
the syllabification would be /la.gr3.da.dgl/, but that it is otherwise absent. No
other authorities seem to agree with Malmberg. In fact, the long vowel in forms
like grande probably originally arose when the feminine became disyllabic with
addition of /-e/ (Ewart 1943) and thus had two open syllables at a time when the
masculine grand was a single closed syllable. Hence the /3/ vs. /4:/ contrast
derives from operation of CSVS, and Martinet’s account of it as an underlying
contrast (for those speakers who maintain it) is probably preferable.
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Some languages have phonological rules that appear to run counter to CSVS.
One language which is reported to have a phonological rule that lengthens vowels
in closed syllables is the Micronesian language Kusaiean (Lee 1975, Levin 1983).
In one pattern of reduplication a short vowel in the unreduplicated form 1is
repeated as a long vowel in a closed syllable, e.g. the simple form /fule:/ has
the derived form /fu:lfule:/. The reduplication process appears sensitive to the
closed nature of the syllable because there is another reduplication pattern in
which the medial consonant is not repeated, that is, the reduplicated syllable is
CV rather than CVC. In this pattern when the simple form has a short vowel the
reduplicated syllable also has a short vowel, giving for example /fufule:/.
However, it should be noted that the lexically short vowels in this language are
severely restricted in their distribution and it is clear that vowels are
"normally" long. The short vowels are only permitted in the first syllable of
disyllabic or longer words (apart from a few derived forms including some
reduplicates). All vowels in monosyllables and noninitial syllables are long.
Moreover only nonlow vowels may be short. Lee’s grammar of Kusaiean does not
include any evidence to suggest that the occurrence of the short vowels can be
predicted, but their limited distribution does suggest that this might be a
possibility. An account of Kusaiean in which all vowels are underlyingly long
would replace the rule that lengthens vowels in closed reduplicated syllables
with one that shortens vowels under certain conditions that are not tied to
syllable structure. It is unclear that such an account can be successfully made,
but if it were it would have the advantage of explicitly representing the fact
that the long vowels are the normal variants.

According to Bloomfield (1939), Menomini has rules which both lengthen short
vowels in closed syllables and shorten long vowels in open syllables under
certain conditions. These rules are a part of a process which appears to be
mainly concerned with establishing an alternating rythmic pattern, which is in
part tied in with stress (Pesetsky 1979). The rythmic pattern seems to evaluate
CV and CVVC syllables as equivalents; the even-numbered syllables following the
first long vowel in a word are changed minimally so that they conform to one or
the other of these structures. On the other hand, the vowel in the second
syllable of a word is lengthened regardless of whether it is in an open or closed
syllable, and vowels in the odd-numbered syllables are unchanged in length. This
set of rules taken as a whole does not produce any general association of length
and syllable structure which is counter to CSVS.

The above are the possible counterexamples to CSVS that I am aware of. They
do not seem to be such as to seriously challenge the validity of the claim that
CSVS is found across the broad generality of languages.

Discussion

CSVS seems to be present in the world’s languages with sufficient uniformity
that it can be used as a cue to the syllabic constituency of a string of
segments. In addition, the demonstration of the generality of of CSVS may have an
important implication for wunderstanding of speech production and linguistic
structure. CSVS is consistent with the view that the rhyme of a syllable is a
unit of organization in speech production. This view is connected with but not
identical to the view that -VC- sequences are units of timing organization. Many
studies have drawn attention to the tendency for vowel duration to be longer and
consonant duration to be shorter in VC sequences in which the following consonant
is voiced compared to when it is voiceless. Walsh and Parker (1982) have used
this inverse relationship as evidence for the unity of the VC portion of a CVC
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syllable (at least at some point in the derivation). Port (1981) also argues for
a similar "macrounit" consisting of the '"vowel plus following tautosyllabic
consonant" (p. 272). However much of the experimental data on vowel duration and
consonant voicing demonstrates that voicing-related length variatioms occur
whether or not there is an intervening syllable boundary. Chen (1970) provides
examples from French and Russian which show these phenomena before both
tautosyllabic and heterosyllabic consonants, and Korean data in which all the
consonants are heterosyllabic but which still shows a mean vowel duration 28 msec
shorter before voiceless (aspirated) stops than before voiced stops. In
Balasubramanian’s Tamil data mean duration of long vowels before heterosyllabic
voiced consonants is 30.3 msec longer than before voiceless ones; short vowels
are 14 msec longer before voiced consonants than before voiceless ones (data
recalculated from tables in Balasubramanian 1981).

None of the many studies on this question of vowel length before consonants
which contrast in voicing report data in a way that enables the possible effect
of syllable boundary placement to be entirely separated from other factors which
also affect duration (such as word length, consonant manner, vowel quality,
ete.). However, in Chen’s Russian data the 5 word pairs in which the vowel was
measured before a heterosyllabic consonant have a mean difference of 27.2 msec,
whereas the 6 word pairs with tautosyllabic consonants show a mean difference of
29.8 msec. Consonants and vowels are not matched across these two sets of words
and the majority of tautosyllabic cases occur in monosyllables whereas the
heterosyllabic cases are in disyllables. Furthermore, there is a rule of final
obstruent devoicing in Russian; hence the monosyllables examined by Chen show
contrast in which the phonetic presence of voicing is probably not a factor.
Nonetheless there is some indication here that the length difference associated
with the voicing contrast is the same in open syllables and in closed syllables.

Because of this, those who have argued that the vowel (and consonant) length
adjustment associated with voicing contrast provides evidence for the unity of VC
as a constituent of the syllable have yet to show that there is any basis for
doing so. This influence on vowel length behaves 1like certain types of
coarticulation, such as anticipatory rounding of the lips, which has been shown
to ignore word (Bell-Berti and Harris 1982) and syllable boundaries (to judge
from McAllister 1978). Although data from coarticulation studies has sometimes
been interpreted as throwing light on the syllabic organization of speech
production (e.g. Song and Perkell 1983), these studies do not normally examine
utterances which differ minimally in syllabification. Hence they also do not
address the question of syllable structure in speech production and language
representation.

CSVS on the other hand is (ex hypothesi) related to syllable structure and
thus provides a basis for drawing conclusions about the role of the syllabic unit
in languages and in the general human capacity for producing articulate speech.
It also provides some support for those such as Kiparsky (1979) and Selkirk
(1980) who wish to recognize the rhyme as an internal coanstituent of the
syllable.

Notes
]-.

This is implicit, for example, in Clements and Keyser’s (1983) discussion of
their Resyllabification Convention (RC) which states that "the output of every
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rule is resyllabified according to the syllable structure rules examined up to
that point in the derivation" (p. 54). They go on to comment that "individual
grammars may specify a point in the set of ordered rules at which the [RC]
becomes inoperative; indeed, some languages may not make use of the [RC] at all.
++...Resyllabification across word boundaries.....is normally optional, and may
differ in some respects from initial syllabification.”

2.

Jones (1931 [1972]) asked a similar question about the phonetic reality of the
word and drew attention to several features which serve to demarcate words in
English, including marking the intermal boundaries in compounds.

3.

Even British English accents differ im this regard. For example, in Jenny
Ladefoged’s speech "holy" and "holey" rhyme, both being [hou.li]. Note that in my
speech the lateral in "holey" could well be considered to be an ambisyllabic
consonant. However, this means that it is still a constituent of the first
syllable, which is the major point of interest here, so I will not take space to
argue for or against this interpretation.

4,

Note that the example in figure 2 shows /tsa:/ before underlying /b/ and /p/. If
this underlying voicing difference made a contribution to the difference in vowel
length in these two phrases it would be expected to be in the opposite direction
from that seen, i.e. vowels are commonly longer before voiced stops (for a brief
discussion of the generality of this phenomenon see Javkin 1979: 53). Ohala
(1981) suggests use of this length distribution as a tool to determine if [p] in
words like teamster [timpstd] is underlying or intrusive. Such a use of phonetic
patterning is similar to using the vowel length difference as evidence for
syllabification, as suggested here and in Maddieson (1983).

5.

Another property of vowels which is associated with the difference between closed
and open syllables and which may possibly be linked to the question of length is
the tendency for high and mid vowels to have lower and/or more central allophones
in closed syllables than in open syllables. This may also help to determine
whether a postvocalic consonant is closing the syllable in which the vowel occurs
or is the onset to a following syllable. At this point the generality of this
tendency is harder to establish than the generality of CSVS. Some effects of
vowel lowering in closed syllables are reported in at least Kharia (Pinnow 1959),
Kurukh (Pinnow 1964), Javanese (Herrfurth 1964), Danish (Basbpll 1974), Spanish
(Navarro Tomids 1968) and French (Lennig 1978). Like CSVS, this tendency has also
left its historical imprint in a number of languages. A well-known example is
French (Ewart 1943: 42-48), where phonetic changes based on the open or closed
nature of the syllable have occurred in several historical periods. One result of
this is the kind of alternation seen in forms like sot, sotte [so, sot] and
espére, espérons [esper, esper3]. CSVS and vowel lowering in closed syllables
could be linked because of the general association between shortness and lower or
more central quality in vowels which is found in languages as diverse as Navaho,
Kurdish, Arabic and Somali. For some discussion of the relationship see Straka
(1959).

6.
No restriction of this kind operates in Tamil and Finnish where we have already
seen that the phonetic shortening effect is found, nor in Hungarian, Malayalam
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and various other languages where phonetic data is not readily to hand. (Hegedlis
(1958) published waveforms of words with geminates in Hungarian but provides no
data on contrasting words with single consonants.)

7.

It is not clear if phonologically voiced obstruents which have been devoiced are
actually phonetically the same as the phonologically voiceless obstruents in this
position in Russian. It seems likely that they are not, just as the stops in
pairs of English words like "rope'" and “robe" are not.
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Using a Spectrograph for Measures of Phonation Types in a Natural Language

Paul L. Kirk (Department of Anthropology, California State University,
Northridge), Peter Ladefoged and Jenny Ladefoged (Phonetics Laboratory,
Linguistics Department, UCLA)

Obviously the best way of evaluating what the vocal cords are doing is to
look at them. If we want to quantify different types of phonation then the most
direct technique is to measure the glottal movements observed by means of high
speed cinematography, and the muscular actions as recorded by electromyography.
But speech scientists frequently have at their disposal only an ordinary tape
recording, often one made in the field rather than under ideal 1laboratory
conditions. In these circumstances they must quantify different types of
phonation simply by reference to acoustic data. Furthermore, for many speech
scientists, the only instrument available is a sound spectrograph. It is
therefore important to evaluate the ways in which this instrument can be used for
measuring different types of phonation recorded in field conditions.

The Kay Digital sound spectrograph is a delightful new aid for researchers
in speech science, providing a number of different types of display. It will
produce the traditional three dimensional spectrogram, showing the relation
between amplitude, frequency, and time, using filters of various band widths.
There are also facilities for obtaining the power spectrum at two precisely
located points in an utterance. In addition the waveform may be displayed for the
whole utterance, or more importantly, for an expanded part of the utterance. The
principal aim of this research is to evaluate the effectiveness of these
different displays in quantifying differences in voice quality.

The term voice quality is used in a variety of ways. Laver (1980) uses it to
describe any long term characteristic of a speaker, including things such as
persistent pharyngealization or labialization. We will use the term voice quality
in a more restricted way, applying it only to those aspects of speech that are
due to the action of the vocal cords. Differences of phonation type of this kind
are sometimes referred to as breathy voice, creaky voice, laryngealized voice,
etc. The major problem with these labels is that they are used in different ways
by different people. Furthermore, they are often used to identify purely
individual characteristics of voices. Obviously it would be preferable to have a
set of terms that could be used to describe not just one voice at a time, but a
group of voices each of which could be said to be, for example, breathy, meaning
that each of these voices was perceived by all listeners to have something in
common with all the other voices in the group, and this quality sets them apart
from voices that might be said to have modal voice, i.e. normal voiced sounds of
the type present in all languages. It would be particularly appropriate if we
could find something that enabled not just trained listeners, but any listeners
to say that a given pair of sounds differed in a particular voice quality.

These requirements are satisfied by using material from languages which
distinguish meanings by changes in voice quality. Most languages distinguish
between just voiced and voiceless sounds, and it does not matter whether the
voice sounds breathy or harsh. If one speaks with very loose vibrations of the
vocal cords, allowing a greater airflow than normal, a laryngologist might
prescribe therapy; but such a voice quality does not affect the linguistic
contrasts between words. There are, however, a number of languages in which
differences in the mode of vibration of the vocal cords reflect differences in
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meaning (Ladefoged 1983). When a speaker of such a language uses a change in
voice quality to produce a change in meaning, then everyone who understands the
language has to be able to recognize this change. Moreover all speakers have to
make the change in much the same way. These languages therefore offer material
that can be used for evaluating methods of measuring phonation types because one
knows, a priori, that a given pair of sounds will differ in a given way.
Individual speakers may have their own idiosyncratic characteristics; but for
each speaker, if the meaning requires a word with a breathy voiced vowel in one
instance and a modal voiced vowel in another, then the measurable difference
between the two words is a measurable difference between breathy voice and modal
voice. It is still, of course, possible that what we call breathy voice in one
language may not be the same as what we call breathy voice in another. However,
if we find that the measures we use for quantifying the difference in one
language are also reliable indicators of the difference in other languages, then
we can conclude that we are in fact measuring difference between phonation types
that can be defined.

There is, however, a cost to using real language material that does not
apply to artificially produced samples of different phonation types. Thus many
clinical approaches to the study of voice quality (e.g. Davis 1976) use samples
elicited by asking the patient to produce a steady state vowel lasting for
several seconds. In real 1languages the differences occur in running speech;
consequently they may be difficult to analyze because they may last for only a
small part of a second. But this cost is more than offset by the advantage of
being able to use several speakers, knowing that they must all be behaving in
some similar ways, if they are producing words which their listeners can identify
correctly.

Language data

The language we chose to examine is the Jalapa de Diaz dialect of Mazatec
(hereafter referred to as Jalapa Mazatec), spoken by approximately 8,000 people
in the District of Tuxtepec, Oaxaca, Mexico. Twenty three dialects of Mazatec
have been identified (Kirk 1970) and a number of similarities as well as
differences among the dialects are clearly observable (XKirk 1966). Mazatec is a
member of the Popolocan branch (Gudschinsky 1959) of Otomanguean (Rensch 1976).
The syllable structure of Huautla de Jiménez Mazatec, described by Pike and Pike
(1947), has many similarities to other dialects of Mazatec (Pike 1956, Kirk 1966,
Jamieson 1977a, Jamieson 1977b, Schram and Pike 1978).

Among the various dialects of Mazatec we chose Jalapa Mazatec because it is
rich in voice quality distinctions. In fact it probably makes a greater use of
differences in phonation types than any other language that we know of. 1In
consonants, it makes use of voiced and voiceless oppositions as well as aspirated
and unaspirated oppositions. In addition Jalapa Mazatec makes use of modal voice,
creaky voice, and breathy voice for lexical differentiation. It distinguishes
words such as "horse"” and "arse" by the former having breathy voice and the
latter having creaky, (all other features of these words are the same, i.e.,
[nd& ] "horse", [ndp ] "arse"). Jalapa Mazatec is a tone language contrasting
three pitch 1levels” and glides between them. Contrastive tones differentiate
meanings of words as well as grammatical categories and along with nasalization
are the domain of the syllabic nucleus (Pike and Pike 1947). In this paper we
write low tone with the widely used convention of superscript one. However, most
publications on Otomanguean languages use the superscript numbers in reverse
fashion with one representing high tone and increasing larger numbers

representing lower tones.
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[ni?me2] "bumble bee"
[nda?] "good"
[ni%2?2ja?] "house"
[jel] "snake"

[ni2] "red"

[ju2] "willing"
is also an opposition

[ 717 "hunt"
[nud] "year"
[k&2] "twenty"
[t[a3] "o1d"
[the?] "itch"
[hi3tsil] "yours"

[m§2] "he wants"

[ndélz] "hard"

[jgz] "he wears"

[Tfu1j§1] "turtle"

[ja3n12] "he carries on his back"

[ti3ju2] "it is stopped"

between modal voice and creaky voice

[[71] "male"
[n;3] "vine"
[k%z] "alone"
[t[a3] "load"
[théz] "sorcery"

[tsil] "nausea"

In addition to the distinction between breathy voice and creaky voice, there
is an opposition between modal voice and breathy voice as in:

as in:

Three way opposition, through not minimal, between modal voice, creaky voice, and
breathy voice is attested by the following examples:

[ja3] "tree" [ni2?2ja2] "house"

[n’thal] "see "

[ja2] "he carries" [ja2] "he wears"

[ndel] "arse" [nde!] "horse"

Although a detailed examination of the phonology of Jalapa Mazatec is not
the focus of this paper, nevertheless from the discussion thus far, it is evident
that the phonology is fairly complex. Examples cited above show that differences
in phonation type are not just an incidental phenomenon associated with a few
words, but a pervasive factor of the language. If phonation type is taken to be a
property of a syllable, there is a three way contrast between modal voice, creaky
voice, and breathy voice. If it is regarded as a property of a segment, then we
may say that there is an opposition between breathy voiced and modal voiced
consonants, and between creaky and modal voiced vowels.

The material we used in our analysis comes from a recording of a longer word
list illustrating a wide range of phonological properties. There were five
speakers all of whom spoke the same dialect; in December 1982 four were recorded
in Jalapa de Diaz and the fifth was recorded in Mexico City. For the purposes of
the present analysis we concentrated on three words _which were careful%y matched
for pitch and vowel quality. Two of the words [ndm ] "arse" and [nda ] "horse"
are differentiated only by creaky voice as opposéa to breathy voice. The third
word used in this study [nthw ] "seed” has a vowel with modal voice of the same

quality and tone as the vowels with creaky and breathy voice.
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Wide band spectrograms

We produced a number of different displays of this data. Figure 1 shows
frequency-amplitude-time displays, using a 300 Hz bandwidth filter (wide band
spectrograms) illustrating vowels with creaky voice, modal voice, and breathy
voice for all five speakers. Thei$1vowels have been segmented from the words
[ndg' ] "arse", (creaky voice), [nt @ ] "seed", (modal voice), and [nda ] "horse"
(breathy voice). Wide band spectrograms provide good displays of what Fant (1973)
calls the F-pattern, the overall pattern of the formants during a sound. The
formants are particularly clear during the creaky voice vowels in the top row,
and fairly evident during the modal voice in the second row. In the breathy
vowels in the bottom row the first formant is less well defined. In general the
formants are in similar places in all three phonation types. There may be a
tendency for the first formant to have a sightly higher frequency during creaky
vowels -- a difference that would be associated with the raising of the larynx
and the consequent shortening of the vowel tract during creaky phonation. We
were, however, unable to use these displays to provide reliable measures of
formant frequencies that could be used to quantify phonation types.

Wide band spectrograms also provide a very suitable basis for duration
measurements. The displays of the vowels in Figure 1 were carefully segmented
from the spectrograms of the complete utterances. They begin with the first pulse
of the vocal cords after the release of the consonant. It is arguable that this
may not be the beginning of the vowel, as the spectrograms show the formants
associated with the movements of the tongue away from the alveolar ridge. These
are particularly noticeable in the case of the creaky vowels in the first row.
The modal vowels follow an aspirated [t], and the transitions are over before
voicing starts. The breathy vowels in the bottom row do not have such a clear
first formant, but nevertheless do exhibit some evidence of consonant
transitions. Despite the presence of transitions we took the first pulse of the
vocal cords as the start of the vowel because it enables us to make more reliable
measures; we could not find a satisfactory procedure for defining the end of the
transition.

Defining the end of the vowel was also difficult, as there is no following
consonant. For the purposes of this study it was taken to be the last point at
which there is energy in at least two of the formants. Given these definitions it
is quite clear that both the creaky and breathy vowels are longer than the modal
vowels. The mean durations for the five speakers are: creaky vowels 266 msec
(s.d. 58); modal vowels 174 msec (s.d. 9); breathy vowels 244 msec (s.d. 49).
Some of this difference may be associated with the differences in the contexts:
the modal vowels followed an aspirated consonant cluster [nt ], whereas the
creaky and breathy vowels followed a voiced cluster [nd]. But our observations of
the length differences in the other contrasts reported above also provide support
for the conclusion that the breathy and creaky phonation types are regularly
accompanied By greater duration. For example, the mean duration of the breathy
vowel jn [m@ ] "he wants" is 317 (s.d. 40) msec, compared with the modal vowels
in [ni"m&"] "bumble bee" is 177 (s.d. 27) msec.

A number of points that are more easily quantified with the aid of other
types of displays are clearly visible in the general picture provided by the wide
band spectrograms in Figure 1. Most importantly it may be seen that the vowels in
the first row with creaky voice are marked by jitter. The vertical striations
(i.e. glottal pulses) occur at irregularly spaced intervals. For all speakers,
the pattern is for pulses to be grouped closer together at the onset of the vowel
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Figure 1: Wide band spectrograms of Jalapa Mazatec creaky, modal, and breathy
vowels, for five speakers, S1-S5.
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followed by increased distances between pulses moving toward the center of the

vowel, followed by decreased distances between pulses toward the coda of the
vowel.

Despite the slower rate of the glottal pulses during part of this vowel,
this word is perceived by Mazatec speakers as having the same lexical tone as the
modal vowel word. Mazatec speakers whistle these words with the same pitch in
whistle speech. Surprisingly, phoneticians also perceive the pitch of these
creaky and modal vowels as being the same. The laryngealization superimposed in
the middle of the word does not offset the auditory impression created by the
more regular voicing at the beginning and end of these vowels.

Qualitative differences in spectral balance are evident in Figure 1. The
higher frequencies tend to be more clearly visible during the creaky vowels (see
especially speakers two, four, and five). Yet another noticeable difference
between the vowels in the second and third row compared with the vowels in the
first row is that the bandwidth of each formant is somewhat less in the vowels
with creaky voice (row one). It is also clear that the overall differences
between the vowels in breathy voice (row three) in comparison with those in modal
voice (row two) are similar, but in the opposite direction, to the differences
that occur between creaky voice and modal voice. Furthermore, we may note that
for all speakers, breathy voice is more clearly seen in the onset part of the
vowel since the coda section of the vowel tends to have modal voice. Finally, we
can see that for two of the five speakers, the amplitude of the first formant is
distinctly less in the breathy vowels. Thus the wideband spectrograms provide an
excellent general view of many aspects of differences in phonation types, some of
which can be quantified by reference to other kinds of display.

Power spectra

Another kind of display that can be produced with the aid of a sound
spectrograph is a power spectrum showing the relative intensities of the
component frequencies. Figure 2 is a display of power spectra of the three
phonation types. For these spectra, a 45 Hz (narrow band) filter was used so that
the amplitudes of each of the component harmonics are clearly visible.

We noted in the discussion of the wide band spectrograms that the higher
formants are more evident during creaky voice. Narrow band power spectra offer a
way of quantifying this spectral tilt. But before we consider a method of
measuring the relative spectral balance associated with each phonation type, we
must note that there are two different ways in which higher frequencies can come
to have more energy. When producing breathy voice the vocal cords are vibrating
more loosely, often not making complete contact along their whole length at any
time in the glottal cycle. As a result there is a greater rate of airflow
through the glottis producing a turbulent airflow with more random high
frequency components. When producing creaky voice the vocal cords are much more
tensed, closing rapidly during each glottal cycle. As a result the vocal tract
is excited by a sharper pulse that has more energy in the higher harmonics. In
order to separate out these different phonation types we need a measure that
distinguishes whether the increase in the higher frequencies is associated with
additional components produced by a semi-random, turbulent, airflow, or by an
increase in the intensity of the higher harmonics produced by a sharper glottal
pulse. None of the displays produced by the spectrograph provides a way of
separating out the turbulent airflow so that it can be quantified. But the power
spectra enable us to guantify the relative amount of energy in different
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harmonics. We chose as our measure the difference in 4B between the intensity of
the fundamental and the intensity of the largest harmonic in the first formant.
(We are grateful to Professor K.N. Stevens for suggesting this measure to us.)
This measure can be used for comparing phonation types only in cases in which
the vowels being compared have similar formant frequencies; as the relative
intensity of each formant is a function of its frequency (Fant 1956). But in the
case of these Jalapa Mazatec vowels this 'is perfectly appropriate.

The difference between the amplitude of the fundamental and that of first
formant is displayed in Figure 3. For the five speakers the mean for creaky voice
(indicated in the bar graph with diagonal striations) is -17 dB with a standard
deviation of 3.7 (i.e., the fundamental has 17 dB less amplitude than the first
formant). The mean for modal voice (indicated by the black bar) is -6.6 dB with a
standard deviation of 4.4. The mean for breathy voice (indicated by a cork-screw
pattern) is +5.2 4B with a standard deviation of 3.8. Note that there is
considerable variation from speaker to speaker in the three phonation types; but
for each speaker on this measure the value for creaky voice is less than that for
modal voice, and the value for modal voice is less than that for breathy voice.
This measure separates out breathy voice successfully in that for all speakers
the value for breathy voice is higher than that for modal voice for any speaker.
But it is less successful in distinguishing between modal voice and creaky voice
in terms of their absolute values; on this measure speaker three's modal voice
has an absolute value less than speaker four's creaky voice. It is only in
relative terms that each speaker markedly differentiates the three phonation
types on this measure.

Waveforms

Yet another useful display provided by the digital sound spectrograph is
that of the waveform. As noted earlier, the wide band spectrograms show that
creaky vowels have speech jitter (i.e. irreqularly spaced pulses). In the
waveform displays these irregular intervals are more clearly evident than in the
wide band spectrograms.

Displayed in Figure 4 are the first 105 msec of the creaky vowels for all
speakers, and for comparison the modal and breathy vowel displays for speaker
five. The breathy vowel is characterized by an onset of indiscernible pulses; the
modal vowel has regular pulses. Qur measure of the jitter, is the wvariation in
the interval between adjacent pulses. It can be seen in these displays that the
onset of each creaky vowel pulse is clearly discernible for each of the speakers
except for speaker three. For this speaker, in the gspan from 15 to 60 msecs there
are several possible interpretations of what constitutes a pulse. Since our
hypothesis is that creaky vowels are characterized by irregularly spaced pulses,
we interpreted the distance between pulses in such a fashion as to produce the
greatest regularity. Thus if irregularity persists, then it is present in the
face of the best counter-claim interpretation against the hypothesis. The small
arrows above speaker three's waveform indicate the points that were used in our
measurements.

Table 1 presents a summary of the variance between pulses for creaky vowels
and modal vowels in Jalapa Mazatec. A comparison of the two columns shows that
the modal vowels for each speaker are characterized by uniform distances between
pulses; the mean variance (.08 msecs) is small. On the other hand, creaky vowels
vary widely in distances between pulses and have a large mean variance (9.1
msecs). Although there is considerable variation in the degree of creaky voice
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among speakers, nevertheless for all speakers the value for creaky voice is
higher than that for modal voice for any speaker. This measure, therefore,
provides a good way of separating these two phonation types in absolute terms.

Table 1: Jitter between pulses

S1 52 S3 S4 s5 Mean SeQ.
(Creaky) .39 .34 4.73 25,72 14.50 9.10 10.90
(Mcdal) .04 .08 .02 .15 .11 .08 .05

Conclusion

Wide band spectrograms, narrow band power spectra, and waveform displays are
clearly useful for analyzing voice qualities; they provide measures that can be
used to identify wvoice guality differences. The results also support the
conclusion that to some extent linguistic differences involving voice quality may
be a relative matter. Measured in terms of the intensity of the fundamental in
comparison with the intensity of the first formant, what may be modal voice for
one speaker may count as creaky voice for another. But in this respect voice
quality is similar to other phonetic features such as vowel height: measured in
terms of frequency of the first formant, what may count as a high vowel [I] for
some speakers may count as a mid vowel [g] for others. Furthermore on the basis
of our Jalapa Mazatec data, it seems that there are some measures that can be
applied to data produced by a digital sound spectrograph that will separate out,
in absolute terms, creaky, modal, and breathy voice. Further research is needed
to show whether these measures remain valid when applied to a larger number of
speakers, and other languages.
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Recognition of Famous Voices Forwards and Backwards
Diana Van Lancker, Jody Kreiman, and Karen Emmorey

Paper presented at the 106th meeting of the
Acoustical Society of fmerica

The considerable amount of work on voice identification and recognition has
focussed on unfamiliar voices, with a few exceptions that have used as stimuli
voices familiar to the listeners. These studies have suggested that familiar
voices can be recognized relatively easily from short voice samples without
benefit of contextual cues. Even though cerebral processing underlying
recognition of familiar-intimate as compared with familiar-famous voices may
differ, we elected to use famous voices as stimuli to be able to compare familiar
voice recognition in large numbers of normal and brain-damaged subjects.

Recognition of familiar voices in general deserves special attention, we
believe, for several reasons. It is a major natural human ability practiced
daily; evidence from developmental studies has shown that recognition of familiar
stimuli (both faces and voices) follows a different maturational schedule from
ability to discriminate between the same kinds of stimuli when they are
unfamiliar; and research on brain-damaged subjects has shown that in the case of
faces, a familiar stimulus engages different cerebral mechanisms from similar
unfamiliar ones.

Our interest has been in establishing facts about familiar voice recognition
in the normal adult population. What percentage of known voices would subjects
recognize, and from what kinds of samples? To investigate these and similar
questions we undertook a series of experiments, the first of which we are
reporting here.

Stimuli

From an original set of 64 voices of male entertainers, politicians, and
others well-known in film, radio, and television, 45 were prepared for 1listening
tasks. Brief excerpts (4-6 seconds in length) of each speech sample were selected
to be free of any sort of speech trademarks, background noises, and identifying
sounds. Multiple-choice answer sheets were prepared; foils for each target item
were carefully chosen to be plausible sources for that sample with respect to
rhetorical style, the topic or content of the sample, and voice characteristics.
We wished our task to reflect true recognition as closely as possible, and so,
when designing the multiple- choice portion of the experiment, we paid
considerable attention to detail in order to reduce the opportunity for subjects
to employ selection strategies extraneous to voice recognition.

The voice samples (45 test items and 5 practice items) were digitized and
edited to eliminate long pauses and to create U4 second samples, divided into two
2-second portions. No words were repeated across segments.

Listening Tasks
Three listening tapes were prepared. 1) 50 2-second samples in an unlimited

set task; 2) 50 different 2-second samples, each with 6 possible answers; and 3)
l-second samples presented backwards, each also with 6 possible answers.
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Task 1 tested subjects” abilities to recognize a famous voice from an
unlimited set and without verbal or situational context. Subjects heard a
2-second sample over a loud speaker, and rated the familiarity of the voice on a
1-5 scale. The name of the speaker was then projected onto a screen, after which
each subject answered the question: "Is it who I thought it was?" Our purpose in
arranging Task 1 in this way was to probe voice recognition without requiring
name retrieval.

In Task 2, subjects heard the second set of 2-second samples in a different
order and with 6 names to chose among. After hearing each voice sample, subjects
circled a name.

In the third listening task, subjects heard the entire Ud-second sample for
each target item played backwards. The test items were rerandomized and refoiled
for this task.

Between listening Tasks 2 and 3, subjects filled out information sheets
giving personal history and tv and movie-watching habits. At the end of the
experiment, they filled out questiomnaires indicating which voices they felt they
would normally recognize.

Subjects

Since familiarity with famous persons varies somewhat with age, we divided
our subjects into 3 age groups: 25 and under, 25-U45, and over U45. A fourth group
of subjects heard the backwards stimuli first. We will return to this 4th group
in a moment. A total of 94 subjects were tested.

Results

Since our intent was to study recognition of familiar voices, the analyses
reported here include only the voices subjects reported they knew and would
normally recognize.

Results averaged across the first 3 groups are shown in Figure 1. For Task 1
(recognition of voices from an unlimited response set), the mean recognition rate
for the three groups was 26.6 % of known voices. The three groups overall
differed very little on this task, although individual subjects did vary --more
on this task than on the other two. The average percent correct for listening
task 2 (2 seconds forward, 6 choices) was 71.4 % correct; and for Task 3 (4
seconds backwards) the mean recognition rate was 59% . These values for tasks 2
and 3 are considerably above chance (16.7%), indicating that subjects are
relatively successful at recognizing voices of famous persons given short,
context-free samples presented forwards or backwards.

To insure that our subjects in Groups I-III were not practiced with respect
to our voice ensemble by the time they reached the backwards presentation in Task
3, we tested another group of subjects (Group IV) who heard the backwards stimuli
first. These subjects did not receive Task 1, and had no priming or other
indication of the identities of our target set of speakers.

Group IV achieved a recognition rate of 52.2% on the backwards voices,
and 64.7% on the forwards task (which was presented to them second). These
values compare quite well with those for the other groups (Figure 2); and all
values are well above chance. In addition, the decrement in performance from
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forwards to backwards presentation was remarkably stable across the 4 groups.
The average decrement in performance for the first 3 groups was 12.8%; for group
IV, the figure is 12.5%. Since we cannot attribute the success of Group IV in
identifying backwards voices to familiarity with the target set, we infer that
this was not a major factor affecting the performance of groups I-III, since
performance levels in the four groups are quite comparable.

Furthermore, a 2-way analysis of variance comparing the 4 groups on Tasks 2
and 3 revealed significant effects of group and task, but no group by task
interaction. Thus differences in performance between forwards and backwards
presentation were not significantly different in the 4 groups.

It is interesting to note that errors were not evenly distributed across the
voices (Table 1). Some voices were recognized nearly equally well forwards and
backwards, (for example, Steve Martin, W.C.Fields, Vincent Price, Jack Benny),
while some (for example, Lawrence Welk, David Frost, and Bob Hope) showed large
decrements in recognizability when played backwards.

Subjects in this experiment were reasonably good at recognizing famous
voices, given very short voice samples and, in the backwards condition, somewhat
limited information about the voice. We are currently investigating the role of
various acoustic parameters 1in successful recognition of individual famous
voices; for the time being, we can conclude from performance on backward voices
that voice recognition can be achieved from acoustic information limited to rate,
piteh, pitch range, voice quality, and perhaps vowel quality, but without benefit
of acoustic detail reflecting articulatory and phonetic patterns.

119



RECOGNITION OF FAMOUS VOICES GIVEN VOWELS, WORDS, AND TWO-SECOND TEXTS
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The experiment described here looks further at famous voice recognition
using methods similar to those described in the preceding paper (Van Lancker,
Kreiman, and Emmorey). We wanted to assess familiar speaker recognition abilities
given different amounts and types of voice information. Since vowels constitute
most of the acoustic energy in speech, it seemed logical to investigate how much
they contribute to recognition of famous voices. If vowels are excerpted or
isolated from the speech stream, will they still provide sufficient information
for speaker identification? Previous research has suggested that a greater
variety of phonetic features is correlated with better voice recognition. This
experiment examined subjects” ability to identify famous voices given three
different kinds of voice samples: two-second connected texts, single words, and
vowel strings.

25 famous voices were chosen for this experiment from the voices used in the
preceding study. One of the two second samples was selected for each voice. These
samples made up the first condition.

A second tape was made containing a single word, unique to each speaker, and
not appearing in the two-second sample. The mean length of the words was 481
msec. Fach word was recorded twice with an interval of two-seconds between
tokens; this was done to provide an opportunity for the subject to orient to the
task and process the signal, while limiting the voice information to one word.
These samples constituted the "single-word condition."

For the third condition, vowels were excerpted and concatenated without
pauses. Like the words, the vowel string for each item was recorded twice with a
two-second interval between. The number of vowels which made up the string for a
particular famous person ranged from two to five, and the mean length of a single
excerpted vowel was 142 msec. The mean length of a vowel string was 494 msec.
This set of stimuli comprised the "vowel condition". The word and vowel stimuli
for each voice were matched for length, in that each vowel string was within 50
msecs of the length of the word for that same voice.

As in the previous experiment, multiple choice answer sheets were prepared
for each condition. Subjects were given six choices and asked to provide
confidence ratings for each response. Subjects were not ¢told that the target
voices in all conditions were the same, but they were told at the beginning of
each condition what type of stimuli they would hear. At the end of the 1listening
tasks, the subjects filled out a questionnaire indicating whether they thought
they would normally recognize each voice.

40 subjects, aged 16 - 64, volunteered to participate in the experiment.

Subjects were divided into two groups of 20. One group received the listening
tasks in the order: two-second texts, words, vowels. For the other group the

reverse order was presented.

The results are as follows: first, we included measures only on target
voices which each subject indicated that he would recognize. Performance was
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significantly above chance on all three tasks as shown by Figure 1. The mean
percent correct for two-second texts was 61%, for words, 40%, and for vowels,
34%. A two-way repeated measures ANOVA revealed a main effect of condition but no
effect of presentation order. Subjects performed significantly better on the
two-second text condition than on the word or vowels condition. The word and
vowels conditions did not differ significantly from each other.

To test for the influence of guessing strategies on responses, the percent
correct of unknown voices (voices which subjects said they would not recognize)
was calculated. The mean percent correct for two-second texts was 26%, for words
24%, and for vowels 9%. Because these scores were significantly different from
the scores for known voices, we take this as evidence that subjects’ relatively
good performance on these tasks was not due to some extraneous guessing stragey.

For our analysis of confidence ratings, we included all voices (known and
unknown) , since we wanted to examine confidence ratings for both familiar and
unfamiliar voices. As would be expected, subjects were more confident of correct
answers than of incorrect answers. Furthermore, they were more confident of their
responses in the two-second text condition than in the words or vowels condition.
They were about equally confident in the word and vowel conditions. This is
further evidence that there was infact no difference in subjects’ performance on
the word and vowel recognition tasks.

The fact that there was no difference between these conditions must be
interpreted in the context of what has been claimed previously for familiar voice
recognition. Bricker and Pruzansky (1966) found that identification accuracy
improved with the number of phonemes. Our data followed this trend, but the
differences observed were not significant.

The difference between the subjects performance in our experiment and
Bricker and Pruzansky’s may be due to a difference in recognition ability for
familiar-intimate versus familiar-famous voices. Bricker and Pruzansky used
voices of people known personally by the listeners. The strategies and cues used
to recognize intimate voices may be quite different from those used to recognize
famous voices.

We thought it might be possible that within one stimulus type the number of
phonemes would show a correlation with percent correct. However, this turned out
not to be the case, as shown in Figure 2. There was no apparent relation between
percent correct and the number of phonemes in the word or vowel string samples.
The percentage correct does not rise with the number of phonemes.

It was further hypothesized that the number of distinct phoneme types would
be a factor. This hypothesis was only relevant for the vowel stimuli because some
types of phonemes were repeated within a number of vowel strings; but for the
words, a phoneme was rarely repeated within the same word. The number of
different phonemes also turned out to be poorly correlated with percent correct.

The overriding factor which seems to influence our results then is duration,
not number or type of phoneme. For a particular voice the number and type of
phoneme varied between the word and vowels stimuli, but this had no apparent
effect on recognition. That is, the stimuli with more phonemes were not better
recognized than ones with less. Duration and voice recognition ability remained
constant for the words and vowels. Voice recognition, of course, increased with
the two-second texts.
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One question we originally sought to answer was whether vowels isolated from
the speech stream provide sufficient information for speaker recognition. Our
results indicate that vowels alone do provide sufficient information for
recognition, but with less than 50% accuracy. The phonetic information carried by
vowels 1in continuous speech appears to be approximately equal to that of a word
with similar duration.

Topics for further investigation may concern individual voice differences.
We noted that some voices were recognized much more easily given the vowel
stimuli than the word and vice versa. Also, the contributions of duration,
phoneme number, and phoneme type to voice recognition needs to be investigated in
more detail.
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