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———2ABSTRACT '. S—
In mos£ large computer 1installations, <files are wmoved
between ’online disk andAmass storage (tape, integrated mass
storége device) either automatically by the systen or
specifically at the direction of the user. This is the first
of tvo papers which study the selection of algorithms for the
autonatic migfation of files betveen mass storage and disk.
In this first part, we examine the use of the text editor data
sets at the Stanford Linear Accelerator Center (SLAC) conmputer
installation through the aralysis of thirﬁeen months of file
refarence data. We find that most files are used very few
tizes. Of those that are used sufficiently frequently that
their reference patterns may be exaznined, Qe find that (a)
about a third show declining rates of reference during their

lifstime, (b) of the remainder, very few f{about 5%) show
1



correlated interreference intervals, and (c) 1interreference

intsrvals (in days) appear to be moré skeved thar would occur
with the Bernoulli process. Thus about two-thirds of all
sufficiently active files appear to be referenced aé a reneval
process with a skewed interreference distribution. A& large
nuaber of other file reference statistics (file 1lifetimes,
intarference distributions, noments, means, nugber of
uses/file, file sizes, file rates of reference, etc.}) are
computed and presented. The results of our analysis of file
reference patterns are applied in the folloﬁing paper to the
devalopment- and comparative evaluation of file migration
algorithms.

*Partial support for this research has been érovided by the

National Science Foundation wunder grants MCS75-06768 and

¥CS77-28429 and by the Department of Energy under contract

¥-7305-ENG-U48 to the Lawrence Berkeley Lahoratory. Conputer
time has been provided by the Departzment of Energy under
contract EY-76-03-0515 to SLAC.

**¥Conputer Science Division, EECS Department, University of
California, Berkeley, Ca. 94720. The author is also a staff
neaber of the Lawrence Berkeley Laboratory (University of
Caiifornia) and a visitor at the Stanford Linear Accelerator

Center.

I. INTRODUCTION

Almost all cozputer installations = (excluding hobby
computers) emplo? a memory hierarchy much like that in figure
1. Each of the levels of storage from cache to mass storage
is successively larger, slcver and less expensive per bit. By
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‘dynamicaliy moving information between levels of the

hierarchy, the system can usually arrénge to have each level
capture a vastly larger fracfion of all nmercory references than
the levels below 1it. In effect, the user sees a systenm in
vhizh the total storage capacity is the combinéﬁ capacity of
all levels of the nmemory, while the avetége access time 1is
very close to that of the fastest. The success of such
dynamic information movenent derives from the empirically
observed "principle of locality"™ (Denning, 1972) which
essentially staies that (a) information '~ in recent use 1is
likaly to be reused and (b) information logically adjacent to
receptly used information is likely to be referenced sooﬁ.

An important factor in the effectiveness of this dynamic

rovement among the levels of the hierarchy is the selection of

algorithms for vhen/where to nove the informationa.

—Considerable —study—has—been—devoted—to—the—movenent—of
information to/from cache nmemories (Conti, 1969, Kaplan and
¥indier, 1974, Smith, 1978a, 1977a, 1976a) and main menories
(Penning, 1970, Smith, 1976b, 1978b). The problem of the
transfer.qf files between mass storage and disk has been
largely neglected, howvever, almost certainly due to the lack
of suitable data. The oniy previous useful study of this

problem was by Stritter (1977) who studied the same data as is

analyzed here. In a companion paper to this (Smith, 1378c),
ve derive and evaluate a number of file replacenent
algorithms. A =more conplete review of the literature and

discussion of the problem is also provided in that article.
In this paper, we study and analyze data on the use of
user text editor data sets at the Stanford Linear Accelerator

Center over a period of thirteen months., %e look at guestions
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of how and when files are used. Some statistical analysis 1is

perforned on file reference pattefns in order to determine
wvhat stochastic process models might be appropriate to
represent the individual or aggregated file vreference
patterns. - A large variety of statistics aré ~gathered and
presented, but particular attention is paid to those aspects
of file reference behavior that relate to construction of
effective file migration algorithms. Tkroughout, our emphasis
is on "data derived" models and algorithms. The intent is to
give the reader a good overall understanding of the file
reference process, - both as an aid in the development of file
migration algorithms and for a general understanding of how
users use the file systen.

The next section of this paper describes in some detail

the nature -of our data and 1its limitations. The actual

___tabulation, charting and analysis of this inforreation is

presented 1in section IXI, wvhich comprises the bulk of this
paper. We provide an overview of our findings and discuss
sone of the inplications of ‘our measurements in the

conclusions section.

IY. ﬁATA DESCRIPTION

It is very important to understand both the nature of the
data that we analyze and the type of systen from which it was
collected. Aé will be evident below, our‘information does not
inczlude sonme pérameters of 1interest; thus we are unable to
maxe some studies. The utility of odr results- will be
constrained by the similarity betveen the system ve discuss
and the system to vhich the results are to be applied. In

this section (II), a relatively detailed description is given
5



of the nature of the data and the system from which it was

taken.

" The data that we analyze in this paper was collected at
the Stanford Linear Accelerator Center by Dr.  Edward P.
Stritter. His analysis of this data appears in his doctoral
dissertation (Stritter, 1977); our analysis here goes well
beyond that already presented and reaches different
conzlusions in sScme cases. The measurement period was 384
days beginning August 2, 1974, Our discussion below, although
phrased in the present tense, is descriptive of the system at
that time; there have been changes since.

SLAC has a large computer system, consisting of tvo
370/ﬁ68—Is running VS2 release 1.6 and an IBY 360,91 running
MVT rélease 21.8. These three machines are loosely coupled
using ASP and share most of the I/0 devices. The 360/91 has

been in service since 1968; the two 370's vere added in the

early Spring of 1974. The user interface has been essentially
stable for several years preceding our measurements. Most of
the éomputing activity is concerned with the study of high
energy physics and the dominant programming language is
Fortran. | Most of the programmers are themselves either
physicists or scientists in some closely related discipline.
The vast majority of user interaction with the conputer
system 1s accomplished through W®ylbur (Pajman and Borgelt,
1973) , which is an interactive text editor system with the
capability to submit jobs into the batch Jjob queue and later
fetzh the output. Each wuser vith a . Wylbur account is
allocated a fixed number of 23%'4 Disk tracks (27Kbytes/track)
vhich can be used to store ¥;.:ur data sets. MHost users have
allocations ranging from 10 tc 200 tracks (70K to 1.4M bytes).

6



(For a standard of reference, a 2500 line Fortran progran

occupies 12 tracks.) Our data is limited to these ¥ylbur data
sets, and excludes twq important classes of files: systenm
data sets (paging data sets, VTOC's, catalogs, etc.) and user
files on tape. The size of most user spaée allocations
constrains users to keep mnmostly computer prograns in their
Kylbur data sets; input to these programs {which often
consists of huge volumes of data from accelerator experinents)
is usually kept on tape. Further, we have no way‘ of even
following a file which has been moved offline, and if that
file is later reestablished on disk, we are forced to treat»it
as a new file. Several scratch disks are used for temporary
and staged (by the user) tape data sets;. these disks are
cleared every night and no record is available of their use.
Usersvare not charged for their disk space, but they are

not alloved to exceed their allocation. The user is therefore

inclined to ignore inactive data sets until the space is
neejed for some other purpose, at wvhich time the file =rmay or
may not be copied to tape before being scratched. This
particular accounting and allocation systenm undoubtedly
affects user reference patterns, but without data taken from
installations with sore other scheme, we can only guess at the
effect. There is no automatic file wmigration on the SLAC
system, and therefore the users have no incentive to generate
spurious file references in order to étevent automatic file
migration programs fromnm moving.their files to mass storage.
This 1is different from another system that has been =neasured
(Revelle, 1975), and thus ve beiieﬁe that in that respect ouf
data 1s "uncontaminated”.

Information has been recorded for every Wylbur data set
7



vhizh wal seen to exist over the 384 day rceasureaent period

indicated above. For each file, one bit is recorded for each
day indicating whether that file was used on that day. VNo
indication is available as to hov many tires the file was used
each day, nor.uhether the file was read or written. The date
on which the file was created is available, as is the date on
vhich the file was scratched, if it ever vas. The nane of the
file, the user account ID and the file size {in tracks) «as
also recorded. Files can be used by other than the user that
creates or owns them, but no record is available as to vho
.usei which file, nor is a record available to show whether the
access was by an interactive user or batch job.

' We have grouped files into three "classes". When a user
session 1s suddenly 'intérrupted (automatic logout, systenm
crash), the system creates a file for the user containing his

currently active EKylbur data set and saves it under the nane

"ACTIVE". Files with this name were considered to be one
class.

‘Hylbur data sets can exist physically in one of two
forms: a standard 0S sequential data set or a partitioned
data set tPDS). A PDS is usually used to hold a collection of
small (less than one track) data sets, since one track is the
quantum size for file allocation. Partitioned data sets
therefore contain several individual and usually unrelated
data sets, but our data shows only the-aécess to the PDS as a
vhole. Further, our data does not directly distinguish PDS's
from standard files. Fortunately, rost users narne their first
and largest PDS "LIB" (for "™library"). Those files whose
first three characters were "LIB" were considered to be a

class; clearly some unknovn fraction of all PDS's were not

8
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recognized. It is also possible (but unlikely) that sonme

files which were not PDS's vere considered to be such.

211 files which were not placed in the class "active" or
the class "library"™ were placed in the class "other" or "other
files®, 4s will be noted below, the three file classes have
rather different reference patterns.

Piles were also grouped according to ‘their size. The
size class is denoted WLSIZE" or "LOGSIZE" on the
illustrations and is calculated from the logarithm base 2 of
the file size in tracks. Thus file size class 0 consists of
files of size 1 track, class 1 of files of sizes 2 and 3
tracks, etc., up to size class 6, whiéh is all files of at

least 64 tracks. Users can be expected to ‘treat files of

different sizes rather differently because large files occupy

such a large fraction of a user's allocated space.

— Because SLAC is a scientific shop-located in the nidst-of
an academic comnunity, there is considerable user activity at
night and on weekends and holidays. VNever-the-less, activity
is still a great deal lighter at those times than during first
shift on we-kdays. FWe have therefore studied file reference
patterns - and file migration algorithms both for the entire
period of observation ("all days") and then for only the
vorking days during that period ("working days"). 1In the case
of "working day"® analysis, all file activity during weekends
or holidays was mapped onto the next 'foliowing working day.
Thus use of a file on both 'Saturday and Sunday would be
treated as a use of the file on the following Honday. The
logic behind this is the following: (a) file migration would
nost reasonably occur only on working days; i.e. a file

nigration -program would run late at night on work nights and

0
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nove files off line as necessary, (b) by avoiding holidays and

those days with =missing data, sone asfects of the analysis are
simplified and/or improved and (c) daté taken ohif on vworking
days should be less affected by day of the week periodicities.
This paper presents data for both cases (but‘vith the stress
on "all days" rather than ‘*working days"). The companion

paper considers working days only, since file migration would

most reasonably occur only on working days.

IfI. DATA PRESENTATION AND ANALYSIS

A, Definitions and Symbols

- In order to be clear about the meaning of our data
presentation and analysis, in this subsection we define sone
terms and symbols. Let:

Nfiles be the number of files observed (24,898).

Nref be the number of file-day references. T.e. the sum
over all files of the number of days that file was referenced
(238,871).

Nref (1) be the number of days on which file i is
referenced.. -(Beference to a file on a specific day will
henceforth be called a "reference' to that file, although the
file may have been referenced many times on that day).

I(i,j), i=1...Hfiles, j=1...384 is the indicator function
for file i. That 1is, if file i1 is referenced on day j of the
measurement period, I(i,j)=1, othervise i(i,j)=0.

F is the date of the first day of measurement,

-F(i) is the first day (within ahd relative to the
neasurenent period) on vhich file i exists.

L is the date of the last davy of neasurenent.

L(i) is the last day (vithin and relative to the
10



reasurezent périod) on which file i exists.

B(i) is the date on which file i is created (birth).v

D(i) is the date on which file i 1is scratched (death).
If thé file is never scratched, D (i) is undefined, except that
it 1s known to be greater than L. ’ |

C(i,j), i=1...xfiles, j=1...¥ref(i)—-1 is the sequence of
interreferencé intervals for file i. That is, if file i is
referenced on a total of Nref(ij days, C{i,*¥) will be the
sequence of the number of days bLetveen uses. (Use on
successive days yields an interreference interval of 1).

"A(i,j), i=1...Nfiles, j=1...D(i)-B(i)+1 is equal to 1 if
file i is referenced on day j~1 after its creatibn (valid only
durinq the period of neasurement) and is zero othervise.
Afi, 1) = 1, A{i,D(i)-B{i)+1)=1. ) -

B. Basic Numbers

Some of the basic fnumbers relating to our data are

collected 1in table I; we also discuss them throughout this
section., A total of 24,898 diffgrent files existed over the
pgribd of observation, and they belonged to 710 different
accounts. (Noct all of the accounts vwere associated with
individual users, hovever). The average ﬂumber of accounts
showing activity per day was 183.5, the mean number was 214
and the maximum was 291. For an account showing activity on a
givan 'day, a mean of 3.41 files owned by that account were
referenced. A total. of 238,871 file—day-uses {references)
(= ) I(i,j)) took place.

l",]'I‘a}ole IT shows the file activity distributed by day of
the week and holidays. e note that the level of activity was
about 2 1/2 times higher during the veek than on weekends.

This fact will be relevant to some of our later discussion.
11
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s{h
s(2)
s {3}
sp(2)
sp(3)

Table I

Basic Statistics

Table IV

Nusber of Referaences Per File

Total Days: 384 Hum ’

¥orking Days: 256 umber . | Fraction | Cunulative
Huzber of files: 24,898 \ 0 .015 .015
Numbor of ‘accounts: 710 ' 1 . 069 .084
lumber of file/day/uses: 238,871 2 411 L1495
Files on Yine initially: 3977 3 . 152 L6087
FPiles on line at end: 5320 4 .084 LIN
Ave. number of files used/day: 622 S .047 778
Ave. number of files created/day: S5S8.48 . o 6 .035 v:812
Ave. number of files scratchedysday: 50./98 7 .023 835
Ave. numboer of tracks referenced/sday: 11,727 .aw e N
Ave. number of tracks allocated/day: 351.7 10 011 -é}g
Ave. number of tracks scratched/day: 343.5 20 -0025 :930
Ave. volume of online files: 44,489 tracks 50 .00048 «962
Ave. nuaber of references/file:r 10.6 100 .00012 .900
Hedian nuaber of referenced/files 2

Average number of usersy/day: 183.5 Table Vv '

Mcedian

nuaber of uscrs/day: 214
Max. number of users/day: ’

291

Ave. number of filec used by logged
on user per day: 3.41 Size | Praction
1 .391
2 . 162
3 .078
Table IIX ¢ .0513
5 -053
Total Total Total 6 .030
Day | Files | Files | Files . 7 .021
Used Created Scratched e e
Monday 80458 3643 3614 .
Tuesday 42532 3629 3254 T
Yednesday 143632 3843 3554 able ¥I
Thursday 40767 3694 3418 Hean/Medidn Fi
Priday 35714 3044 3009 /tedian Fila Size
Saturday 17061 1454 1304 Heighted b s
Sunday 17004 1403 1322 ghted by 1 Xean | Hedian
Holidays 1703 - i31 103 Unveighted 7.08 1.7
: © Lifetipe 8. . .
Total 238871 20921 19578 ' Use 1683 a3
Table III Table VII
Serial Correlation Coeficients| File sSize ' || Average File Size Weighted By
Range Li i i
ALL Days Working Days g 1l fetizre | Use | Unveighted
1 1
Used | New | Scr |l Used | VWew | Scr 2-3 2,134 2135 2133
4-7 5. T
0352 L2690 106 315 =.122 | ~.111 8-15 10,74 S vo. 52
-.092 -.11& -.108 .295 —.114 | -.056 16-31 22.09 2.3 21- 88
-.252 -.230  -~.112 L2268 =122 | -.120 32-63 54,57 45022 276
-.289  -.199  -.120 .218 - -.132 | -.070 >264 117.70 118. 16 110,
~.095 ~.144  -.088 .087 =159 | =.137 Total 9.02 18.85 ;'32
14

Unveighted Pile Size Distribution



C. Activity Over Tine

Let: Used (i) = Y I(x,i) be the number of files
referenced on day i, «

New (i) be the number of files created on day i,

Scr(i) be the nurber of files scratched on day i arnd

NS(i) = New(i)-Scr (i) be the excess of new files over
scratched files.

The four functions defined icmediately above are plotted
in figure 2. The mean values are given in table I; day of.the
veek averages can be . computed from table II. Imrnediately
visible from figure 2 is the weekly periodicity; activity is
generally high for five days and then 1low for two. The
empirical distributions for Used (i), New(i) and Scr (i) appear
in fiqure 3, where we see that the distributions each have
three modes. The rightmost one reflects workday activity, the

middle one weekend/holiday activity and the spike at 0 the

days when the system ¥as down or no data was collected (15
days) . Plotting this same data for working days only (not
shown) leaves only the single riéhtmost node.

The number of tracks referenced is generally proportional

to the number of files accessed. In table I we note that the

.average number of tracks referenced per day is 11,727, the

average number of tracks in files allocated per day is 352 and
the number of tracks in files scratched is 343.

As noted, the uppermost curve in figure 2 is the net
accumulation of files. Over the period of measurement, there
is an increase of 1343 files occupying an additional 3160
traczks. It appears from these numbers and the shape of the
curve that an additional disk spindle was added during the

middle of the measurement period. Disk space allocations for

13



users seem to have gomne up gradually during this tine.

Comparing these figures to the U1,3h9 tracks cccupied at the
start of the measurement period (meah of 44,489 over the
measurements), vwe see an 1increase of 7.6% iﬁ the total
occupied file space. Fe note that in this sy;tem, increases
in the npumber of files and occupied disk tracks should only
occur when the capacity of the system is increased. This is
in contrast to the system at IBM Research, San Jose (Revelle,
1975) where the file system is open ended and automatic file
migration occurs. In that system a fairly Steady accumulation
of new files was noted, the rate being considerably greater
thaq that observed he:e.

A factor affecting some uses of our' data for some
purposes 1s whether or not the level of activity on -the systen
is stationary over time. We've already seen that the number

——o0f files and-.allocated__tracks

increased significantly over
this period. We also choose to lock at the time series
Used (1), New (i) and Scr(i). VWe do this as follows:

First, we define the chi~-square test for goodness of fit;
this test‘will also be referred to later, so we mnpake our
definition general. {See Bickel and Doksum, 1977, for further
information). Let y(i) be the enpirical distribution of
interest and let z(i) be the distribution against.which it is
being compared for fit. (Both y(i) and z{i) are discrete,
i=1...k). Let n be the total nunker of (independent) samples

used to foro the empirical distribution. Then we conpute:

n(y(i)—z(i))2
2 (1) (h

n
I o~

i=1

x2 should be distributed as the chi-square distribution with
14



k-1 degrees of freedom if y(i) 1is 1ndeed drawn trom the
distribution z(i).

Re let x(i) represent the time series of interest. (One
of the three noted above either for all days, as shown in
figure 2, or just for working days. Thus e 'have six tinme
series.) We divide the total reasurement period T into ten
sections of dufation T/10, and count the number of events y(3j)
of interest in each section. I.e:

JjT/10
y(iy = 3 x(1) , § = I---10 (2)
i=(j-1)T7/10 +1
y{(j) was computed for all three series of events, for both all
days and vworking days. (The all days test for stationarity is
relatively worthless because of the nonuniform occurrence of

holidays and days with  missing data.) If the file activity

vere actually stationary, all values of y(3j), j=1...10 should

be about the same; specifically y{j) should be a good fit to
the uniform distribution. The y(Jj) distribution was tested
against the uniform distribution using the chi~square test for
goodgess ~of fit, and the hypothesis that y(j) is the uniform
distribution ¥as5 rejected in every case with better than 92.9%
probability. This statistical test simply confirms casual
observation - from the numbers it is clear that there is a
generally higher level of activity during the second half of
the measurement period. The change in the rate of activity is
only moderate, hovever, and amounts to 10% to 20%. Ve
therefore don't believe that this is likely to have a nmajor
effect on most of the remainder of our analysis and no effort
has been made to correct the data for changes in the level of

overall activity. .
15
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I+ is also interesting to determine to vhat extent user

or systen wide activity is correlated froa day to day. That
is, 1f the level of activity is high or day i, is it likely to
be high on day i+12? The usual procedure for determining this
froa a nonstationary time series (such a; ve have} is to
renove the trend from the data and then conmnpute the serial
correlation coefficient, since correlation coefficients are
statistically meaningful only in the case of a stationary tine
series. Detrending the data is a labétious process which digd
not seem worthwhile, considering that this particular question
is peripheral to the major thrust of this paper (but see Levwis
and Shedler, 1976 ﬁor an example of such a procedure.) ¥We did
compute the serial correlation coefficient for lags of 1, 2
and 3 and also the partial correlation coefficient of orders 2
and 3 using the original nonstationary data. This was done

for general information only and we make no claims for the

statistical validity or meaning of the numbers obtained.

_The expressions used to calculate these values are as
followus: Let s(i) be the serial (or auto-) correlation of
order i for a time series x(t), t=1...n, with nean X. Let
sp(L) be the partial autocorrelation coefficient of order ij;
that is, sp(i) is the correlation between elenents x(t) and
x(t+ti) of the time series, having removed the effect of all
correlations between x(t) and x(t+j) and x(t+j) and =x{t+i),

for 1<=j<i. Then

1 n-i - -
Car L )R (xae0)-R)
s (i)= J'l - - (3)
= 1 (x(3)-x)
Jg=1
\ 2
sp(2)= £2=s (L) | (4)

1-s(1)



s(1)°-25 (1) s ()45 (1) (2) *+s(3) (1-s (1)) (s)
s(2) (s(.l)z-—s (2)}-s(1) (s (1)-5(1)s(2))+(1.-s(1)2]

sp(3)=
These expressions are dréwn from Box and Jenkins (1976) and
the reader is referred to that text for further discussion.
Ke alsoc consider the problem of estimating s(i) further in
section III.F.2.b.

Thé values obtained from these expressions are presented
in table iII. Interpretation of these resudlts should be done
with care, sincé nonstationary data tends to yield spurious
positive serial correlations. That is, if there are trends in
the data, then consecutive samples are likely to both be in
either a high ér low trend and thus‘_similar to each other
relative to the nmean. Therefore; ve shall largely ignore
positive serial correlations in this case; negative ones are

probably méaningful. Looking at the working days results in

tablerlii, it‘is.difficult to intérpret the high positive
corrélatibns for the number of files used for the reason.
mentioned, although it makes sense to believe that if the
systeé is bﬁsy today, it wili be busy tomorrow. Periods of
high system usage generally continue for several days for a
given uéer .and this should be reflected in these positive
serial correlations. The negative correlations for HNew and
Scr activity are nmuch more meaningful, éince they should not
be produced by long term trends in the data. The author
believes that this 1indicates a basically steady underlying
rate of file creaéion or desfruction. If a latge nunber of
files are created today; this implies that very fev will be

created tomorrow. Similarly for scratching files. The
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correlations for the all days data is largely due to day of

the week effects (e.g. days 1 appart‘are both 1likely to be
either workinmg or noeon vworking days; days 3 appart are not,
étc.) and therefore aren't &ery useful.
D. Individual Piles

Figure 4 shéus the empiricél distribution of the nunmber
of times each file wvas used during the me;sureﬁent pericd.
Por some values, this distribution is tabulated in table 1IV.
The average file is wused 2 or fewver times but the average
number of references pet‘file is 10.6 (se€ table 1I}. The
distribution is thus highly skewved; most files are used very
little and a few are accessed a large number of times. A note
of explainatioq is needed for this data, however. It is
detected that a file has been scratched by looking for it late

at night (since it existed 24 hours earlier) and not finding

—it. —This-implies-that-the file is-always—shown-as—not—having
been referenéed on the day on which it is scratched. ke have
assumed (by sétting I(i,L(i))=1) that vwhen a file is
scratched, it muét be referenced; that is, the user probably
copied it‘to tape or at least made a listing of it. Thus any
file which vas both <created and scratched during the
measurenmnent period nust be referenced at least twice. This
does mnot necessarily always happen, but our feeling is that
setting I(i,L(1))=1 is closer to being accurate than not doing
SO,

The small number of references to most files was rather
surprising to the author, but there appears to be a reasonable
explainatidn (vhich will also be inportant later). A user's
perception of his file activity tends to be heavily weighted

towards those files wvhich are actively used, but in fact zost
18



files seem to be created as temporaries - e.g. to hold a

nodified version of <a progranm, fhey are creéted, left
unreferenced wuntil the wuser needs the file space, and then
destroyed. The number of files which contain 'infofmation in
reqular use or which follow the intuitively appealing pattern
of intenSive use during development followed by occasional use
later is relatively srall.

- Measurements of file size distributions are given in
figure 5 and in tables V and VI. It is possible to define the
distribution of file sizes in three vays. Let SU(i} be the
unueighted enmpirical file size distribution, SWO(i) be the
file size distribution as weighted by use and S¥WL (i) be the

file size distribution as weighted by lifetime. Then:

Nfiles ‘
Su(i)= ) (1 if S(j)=i; 0 otherwise)/ifiles (6)
3=1
Nfiles
SRU(i)= '} (Nref(j) if S(j)=i; O otherwvise)/Nref (7)
i=1
Nfiles .
SRL{i)= } ((L{3)-F(j)+1) if S(j)=i; 0 otherwise)/
j=1
Nfiles .
L (LG -FG) 1) (8)
j=1

The unweighted distribution is simply that obtained by
considering the file sizes of all those files in existance
during the period of neasurenent. fhe .¥eighted by use
distribution is that seen by an observer picking an arbitrary
file reference aﬁd observing the size of the file referenced.
The weighted by lifetime distribution is that which would be
observed by selecting a random file (on the disks}) at a randon

time. Table V lists the unveighted file size distribhution ang

10
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table VI gives the nean and median for all three cases. It is

eviient that larger files are used nore heavily. This
observation is intuitively reasonable. Large files are
"expensive'™ to keep since they use a large amount of scarce
disk space, and therefore if a file isn't'used frequently
enough, it is likely to be scratched.

#e noted earlier that files were classified both as to
size and class. Table VII shows the average file size within
each class. Interestiﬂgly, the mean file size by- the three
neasurenent methodé are almost the same for each size class,
but very different overall. Thkis suggests (but does not in
any sense prove) that within the particular size groupings
that we have selected, files are referenced Telatively
unifornly with respect to size. Additional data arranged by

file size and class appears in table VIII, vwhich we discuss

below.

E. File Lifetinme

~An interesting aspect of file behavior is file lifetinmes;
that 1is, how long the file exist§ betveen creation and being
scratched. Let LF{(i) be the enpirical file lifetine
distribution. Then: |

Nfiles

LF (i) = j_Z_l (1 if D(j)-B(j)+1=i; 0 otherwise)j/Nfiles  (9)
There is one problem with this definitioﬁ. D{i) is undefined
for files which have ot ©been scratched at the end of the
measurerment period, ard from table I, we See that this is 21%
of all files. There appears to be three ways to deal with
this difficulty, but none of the three is cornpletely

satisfactory. These are: (a) Consider only files vhich are
21
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Size

~

Class

{tracks)

1
2-3
47
8-15

16-31
32-63
>=64

1
2-3
n-7
8~15

16-31

. 32-63

>=64
1
2-3
-7
8-15
16-31
32~63
>=64
1
2-3
k-7
8-15
16-31
32-63
>=684
All

All

Libcery

Other

Active

All
Files.

Libracy
Other
Active
ALl

Number
of
Files

12
29

566
400
723

19875

4300

25898

Praction

.0o0us8
00116
.00un2
.010C0
-00932
.00269
.00056
.27922
. 20005
-13632
.09724
04366
-01831
-01546
- 11150
-.03109
.01631
- 00735
L00060
.00173
.00004
<39124
.24030
- 15744
- 11459
~.05764
.02273
01607
. 02904
.79826
. 17270
1.0

Number
of

Refs.

256
1022
4926

17253
264591
9424
2129
33249
33185
31076
27694
18546
12892
12191
6629
1838
958
612
271
105

4
40134
36045
36980
45559
43508
220421
14324
59621
169033
10219
238871

Table VIII

All Days

Praction \YNunber

of Inter-

rcf%rence

: Intervals
.00107 208
.00428 Su4
-02071 4828
.07223 17005
«10295 24360
.03945 9357
.00891 21115
-13919 26&21
-13892 28092
13010 27733
-11677 25508
07764 17671
.05397 121602
.05104 11607
-02775 3884
-00769 073
-00401 555
.00172 231
.00113 155
L0004y 62
.00002 3
-16802 30549
. 15090 39159
. 15481 33116
-15073 42748
.18172 41586
-09286 21361
-05997 13625
.24959 58903
-70763 145474
.04277 5963
1.0 214340

Nean Coef.
Inter—- of
reference Varia-
Interval tion
4.30 3. 34
.65 3. 16
4.13 2.77
12.99 2.73
2.26 2.36
1.77 1.G1
- 1.86 2.37
9.58 2.56
8.51 2.617
6.36 2.83
S.04 2.91
.05 3.0G
3.05 3.33
2.14 2.68
14.01 2.2%
12.24 2.19
3.98 2.68
6.97 3.48
5.06 2.93
3.1 1. 46
11.67 1.23
10.10 2.52
8.52 2.66
6.09 2.90
4.23 2.97
3.02 2.96
2.50 3.17
2.10 2.65
2.58 2.70
6.23 2-94
12.70 2.23
S.41 3.08

Fit Parameters
a b

-940 .551 .023
.956 .396 ,019
-930 494 .03
<976 <472 026
-982 .S562 - .034
-964 .707 .099
-591 .636 .031
-851 .389 .02
-.888 .317 .020
-925 .351 .020
L9%6  .373 .022
~8959  .425 .023
.%82 .473 .013
-984 .608 .030
.83t .202 .017
-808 2256 .021
.932 _.193 .013
2960 L2797 .011
-890 .639 .020
.852 .317 .020
-887 .316 .020
-930 .353 .020
-859 ., 003 .022
-975  .450 .025
-%83 .523 .019
-385 - .612 .031
.979 529 .029
-922 .37& .021
-853 .209 .c17
-938 .399 .020

Hean

c Lifetima Rate of

311
186

319

Mean Praction
Died
Beference
~111 417
- 167 «310
.175 w242
-2717 .265
. 382 272
-534 313
<477 .286
-.068 . 787
.078 - 755
-113 -776
« 143 -788
- 187 -751
- 261 -717
~ 374 -3CH5
0684 - 924
-073 .543
. 087 -931
«113 - 945
- 200 1.00
- 274 ~ 930
-111 1.00
-067 - 825
-.079 777
117 -778
<175 «7152
«263 «693
332 . 686
. 387 .768
.321 272
- 108 e 77
<070 - .931%
- 126 ~786



actually scratched during the period of observation. The

difficulty is that this will give an incorrect estirmate unless
the system is completely in steady state. This is because if
files are being created more quickly than they are scratched,
the file 1lifetine distribution will be over;eighted towvards
short lived files; the long lived files will not have had a
chance to-die yet. (b) Assume all files aré destroyed on the
last day of observation. . This doesn't appear to make any
sense statistically.. (c) ‘Assuume that since the last day of-
observation is a random point in time, it happens to ‘exactly
bisect the 1lifetime of all files in existance on that day.
This argument is closely related to that used to derive the
distribution of time .to the next event in_& renewal process
when the process is observed at a random point in time (Cox,
1962). The expected time to the next event (i.e. file death)

is -equal to the time since the last event (file birth). This

approach is satisfactory if all files have finite 1lifetimes
and if there is ‘a large number of such files, so that a
distribution may be collected. We have selected {a). as our
means of estimating the file lifetirme distribution; there are
arguments to be made for (c) as well.

The measured file lifetimes are presented in fiqure 6 ({by
size) and figuré 7 (by class). The file lifetime appears to
be only slightly related to size, but is strongly influenced
by class. Active fileé get scratched reiatively gquickly (see
figure 7) and libraries tend to never be scratched. The mean
lifetime 1is shown in table VIII for each size/class
combimnation. Also éthn ‘in  ‘table VIII is tﬁe fraction of
files of each size/class that died (were ever scratched).

Anong the libraries, a full 73% vere still in existance at the
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end of the neasurement interval. For the reasons noted above,

our measurezents of file lifetires wmay ‘be biased, and
considering the large number of files not scratched, that bias
nay be quite significant. The reader therefore s&ould nGt
attach too much significance to our file lifetice fiqures.

Purther study of file' lifetimes seens to have only slight
payof £ in terms of file migration, vhich is the wultimate ain
of this study. Therefore, no atteupt Las yet been made to
modal file lifetimes. An effort in this direction 1is being
considered for future research.

P. File Reference Patterns

1. Interreference Tines

A very important aspect of file reference behavior from
the point of view of this paper is the actual sequence of
vreferenced -~ nonreferenced days, and in particular, the

distribution of: tines between references. Let

g(i,logsize,class) be the empirical probability mass function
for the times between references to files belonging to size
claés "logsize" and-  type class '"class". Let "*" denote the
sum over all possible entries for that argument and let u-n

denote an unspecified entry for that argqument. Then

Nrefs(j)-1

g(i,logsize,class)= x (L1f C(3,k) =1310)
j€(logsize,class) k=1 0 otherwise)
" Nfiles . .
/ ) (Mrefs(j) -1 if yrefs(j) >1)

je(logsize,class)
nrefs(j)-1

z (11if ¢(j,k) =1i; 0 otherwise) (11)
j&class k=1

g{i,*.class)=

/ X' (nrefs(j)-1 if Wrefs(j) >1)
jEclass O S
‘Hrefs(j)-1
g(i,logsize,: ) - (Lif ¢c(j,k) =1; (12)
j€logsize k=1 0 otherwise)

/ 2 (urefs(j)-1 if Nrefs(j) > 1)

iElnoaize 20



Hfiles Nrefs(j)-1

g{i,*,*)= 2 z (Lifc(j,k) =13 O cherwise) (13)
j=1 k=1
.Nfiles : 7
/) (Nrefs(3j)-1 if Hrefs(j) > 1)
He let G(i,log%i&e,class) be the cumulative distribution. I
figure 8 we show as - solid 1lines the distributions

G(i,logsize,*) and in fiqure‘9 the distributions G(i,*,class).
(The lines showing fitted results are discussed belqw.) The
pumber of interrefefence intervals and the mean interreference
tines afe given in table VIII for each size and class
combination.

Another column in table VIII shows the coefficiént of
variation of the interreference time distribution, as
aggfegated over all of the files in a size/class conbination.
Let CV{(logsize,class) be the coefficient of variation for a
size/class case. Then’

1/2

(Fett,m0m (1 - J1g(i,m,-)) )
1 = ‘

V=)= Tig (i)
i

(1)

He observe that these coefficients of variation are Aall over
1.0 | and the mean (i.e. for g(i,*,*)) is 3.08. The
distribufion is thus moderately skewed, but this inplies
nothing about the reference pattern to individual files. Such
a skewed distribution «could egqually well be obtaired fron
either of two.circumsfances (among many others): (a) each
file 1is referenced with the sane skéWed interarrival time
distribution peculiar to its size and class or (k) each file
is referenced as a Bernoulli prdceSS“but with the rate of
reference varyin§ betveen different files. (The Bernoulli
process 1s the discrete time analogue of the Poisson process,

by which a file i has a constant ptobability p (i) of being
2
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referenced each day. The interevent times are geometric.)

Another statistic which has been measured is the hazard
rate of the empirical interreference time distribution. The
hazard rate is defined as

h(il-l'):g(il'l")/(1—G(i'1r"r°)) » (15)

Exarination of the hazard rate function (see figures 10, 11)
indicates that it declines sharply for a while and then
becores (after 20 days or so) relatively flat.

A distribution that is frequently used to model discrete
enmpirical distributions of the form ve have described
(mojerately skewed, declining but eventually flat hazard rate)
is the hypergeonetric distribution, which is the weighted sum
of geometric distributions. ¥e have selected .a twvo part
hypergeometfic to fit g{i,~,-). Llet gf(i,-,-) and GEf{(i,-,=)

be the appropriate fitted distributions. Then:

gf(i,-,=)= a b (1-b)**(i-1) + (1-a) c (1-c)**(i-1) (16}

for some»a,b, and ¢ to be selected in each case.

There are three methods in common use used to fit the
parameters of a fitted distribution to empirical ores: least
sgquares, maximum likelihood and method of moments. The method
of moments is by far the simplest to use but is vulnerable to
instability 1in the <case that the number of points in the
sanple distribution is szall. That does not appear. to be a

problem with our data, since there are a large nunber of

interreference intervals in almost every size/class
combination. ‘We have therefore used the method of mnoments to
estimate the parameters a, b and c in each case. The rethod
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of zomenis involves calculating the moments (in thilis case, tke

first three) of the empirical distribution and selecting the
set of values of the distribution paraneters (a,b,c) that
yield the sane roments. This was done and the results appear
in table VIII. We note that 1imn two caSes, no set of
parameters a, b and c¢ existed that yielded the observed
nonents.

In figure 8, the overall fitted distribution GE{(i,*,%*} is
shown as a dot-dash 1line and in figure 9, the fitted.
distributions Gf(i,*,~) are shown as dotted lines. As may be
seen, the quality of the fit 1is at best fair. This
observation is confirmed by the chi-square test for goodness
of fit, which rejected the fit in almost all cases at the 99%
confidence level. VNo attempt has yet heen rade tg £it the

obsarved distribution with other postulated distributions; we

are considering doing so at a later time. Use of this fitted
diétribution is made in the conmpanion paper to this, however,
and despite the fair to poor guality of the fit, surprisingly
good results are obtained fér its use with file migration
algorithms.
2. Testing File Reference Patterns

In the last section, wve obtained the distribution of
times between references to a file aggregated over all files
in a size/class combination. &As we noted, this says very
little about the reference pattern to-individual files. In
particular, there are three questions that should be ansvered
vith regard to individual file reference patterns: (a) Is the
rate of reference to a file stationary? (b) Are successive
interreference intervals correlated? (c) Is the reference

pattern to a file the Bernmoulli process with a parameter
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specific to that file? Testing a time series to obtain the

ansvers to a, b and ¢ would be stfaightforward wvere it not for
the fact that most of the séguences of 1interreference
intervals for the files are very short. as noted earlier, 50%
of the files were referenced 2 or fewver tines. It nakes
absolutely Dpo sense to test a time series of 2 elements (or
even 3 or 4). Further, results don't appear to be available
in the ©published literature for the disfributions to be
expected vhen applying standard statistical tests to such’
small sanples. Our basic mgtbodology, 'uhich ve summarize
below, consists essentially of restricting our tests to those
file reference patterns vhich can reasonably be tested, and
then testing them against distributions. obtained through
pseudo-random number driven siculation. The details of our
methodology and results will appear 1in a paper in preparation

{(Smith, 1978c).

The only files tested were those that (a) were referenced
at least six times, (b) had a value of (Nref(i)-1)/(L{i)~-F (1))
less than .85 and {c) for which L (1)~-F{i) was greater tham or
equal to 10. The idea was to elirminate those files that
either vere referenced too fev tires, or vere referenced over
such a short period of tize that the number of possible
reference patterns was too szall to allow for statistical

testing. For ‘example, a file referenced on six days in a

‘'seven day lifetime <can only show five different possible

reference patterns. We found that this elimination procedure
left us with 5,334 (21.4% of all) files for all days and 4,818
(19.4% of all) files in the vorking days case. hpproximately
80% of all of the file references remained, however, since

those files eliminated were those which were referenced very
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fev times.

Ye tested for rnonotonic trend,‘ serial <correlation and
skevness of the distribution. The null hypothesis in each
case was that of a stationary, uncorrelated Bernoulli process.
The statistics used are explained below., For short -‘discrete
time time series, there appear to be very few results known,
and so the means and confidence intervals for the statistical
tests were deterrzined by generating a large nunber of randon
Bernoulli processés (of appropriate rates and lengths) and
applying the statistical test to those time series. That is,
a large nunber of Berroulli time scries vere generated using a
pseudo-randon number geherator. For each of these time
series, each of the statistics given below in egquations 17, 18

and 19 vere calculated. This yielded the distribution of the

statistic 1in the <case of the null hypothesis - i.e. the

-——Bernoulli-—process.
He do note one problem with our statistical procedure.
Because of the short length of most of the time series we deal
with, the values of the statisticé (eq. 17-19) used will vary
videly even 1in the case that the null hypothesis is valid.
Thus it will be difficult to determine that our sample tine
series are not Bernoulli, and the test procedure may not
actually be very powerful. An Alternative approach is to find
some (clever) way of aggregating the data <from several tine
series, but we leave this for future research.
{a) Testing for Trend
Lewis and Shedler (1973) (see also Cox and Lewis, 1966)
give a statistic for testing a continuous tine time series for
being a stationary uncorrelated Poisson process against the

alternative of a Poisson process vith nonotonic trend. As

n



LY
adapted for discrete tine series, it 1is

Tc= z=1/2 where T=L(1i)-F{i)+1,
T/v12Nref (1)
L(i) ' | ]
2= ) I(i,3) (3-F (1)) /lref (i) (17)
j=F (i)

This statistic is sizple to calculate and seemns to be equally
suitable for testing discrete tine series.

As shown in table 1IX, approximately 35% of the file
reference patterhs displayed significant. trend (at the 99%
confidence level); the vast majority of such cases vere of
declining trend. This is as one right expect - a file is used
less after it has been around for a while. We comment that a
skeWwed but stationary distribution will display a larger
variance in Tr than the Bernoulli process; thus the 99%

confidence level vas used rather than the more usual 95%, in

order to minimize false rejection.

{b) Testing for Serial.Corrglation

The usual estimator (and usually the most powerful; see
Lewis and Shedler, 1973) for serial correlation is given in
equation (3); that estimator, however, 1is an approxinmation
that is acceptable for long time series. The correct

estimator is (from Kendall and Stuart, 1976):

1 n-k 1 n-k 1 n-k .
o b Oy oy D G i D)
_ i=1 i=1 i=1
S(k) R =y — (18)
n-k n-k n-K n-k
T G - T T G, o ox M
n—ki¥l r—ki;l i n—ki:l i+k n-k & i+k

We warn tke reader that this estimator is biased to the

approxinate extent of 1/n, where n is the nunber of elements
31
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Table IX
Trend Test

Fraction That Reject (99% Confidence Level)
Yor Increasing/Decreasing Trend

All Days ¥orking Days
Unveighted .052/.282 .051/.274
Weighted by
Lifetime -.087/.323 .077/.304
Table X

Serial Correlation Test

Praction That Reject (99% Canfidence Interval)
For Excessive Correlation

All Days - 042
Working Days <066
Table XI

Distribution of Number of Times a Pile
is Used in 15 Horkiang Days

Nunber | Probability | Cunulative

0 .600 -600
1 - 112 <713
2 . 060 .773
3 .037 .809
4 .025 - 834
9 .020 . 854
6 L0137 ) -871
7 .G15 .846
8 .013 .899
9 .D12 L2117
10 .011 -922
IR -012 .934
12 .012 -94u6
13 .013 -959
14 -014 .973

15 . 027 1.00

Table XI1IX
Coeficient of Variation Test

Praction That Reject (99% Confidence Interval)
The Bernoulli lrocess

All Days | working Days
Unweighted . 354 . 363
Weighted by
Use L4948 - 470

Table XIIXI

Kean/Median Rate of Refereace

Weighted By | UFean | tedian
Unveighted .306 .19

Use ’ .410 - 386
Lifetinme . 121 .030

Size .380 .296



in the tize series. Thus knowlege of the actual mean and

distribution of the estimator is essential.

The serial correlation was estimated using equatioa (18)
for all files showing no significant trend. The fraction of
files which displayed significant serial correlation is shown
in table X, where we see 'that only about 5% of all files
rejected the hypothesis of no correlation at the 99%
confidence level. {(Our earlier cocnent about skewed
distributions holds here also.) Irn almost all cases, those
significant correlations found were pasitive ones, not
negative ones. Most correlation coefficient values observed
vere small (65% vwere less than .25) so that independent of
theiﬁ significance, their predictive pover is loQ.

ko additional test was made to look for possible serial

correlations 1in interreference intervals. Pigqure 12 shows an

x-y plot of successive interreference -intervals-—-taken-over—all
interreference intervgls for all files. Each entry 1is the
(truncated) logarithm base 2 (in hexadecimal) of the nunmber of
points at that location. There'is no pattern apparent to the
author in this figure.

The éross correlaiion (bet?een x and y) vas conputed over
all of the points in this figure and a value of .295 (.307 for
vorking days) was obtained. This a high and significant
value, but it presurpably reflects the fact that we have lunped
all <files together, rather than actual correlations within
individual file reference processes., That is, files
refererced at a given vrate are likely to continve being
referenced at a similar rate; this rate may be char--*eristic
of the file or its size or its class.

¥e also collected data to look at the extent of

iale]
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clusteriny 1in the reference pattern to a file. For every

period of 15 days during which a filé;existed, the number of
references to that file was counted. The distribution of the
nurber of references to a file in 15 wvorking days is given 1in
table XI. As can be seen, there 1is substantiai clusteringy if
a file is used a few times, it is just as likely to have been
used on mény more days. This confirms one's intuitive idea of
file use - 1if a file 1is in active use (development or
production), it is likely to be referenced with high
probability each day over a several day period,

(c) Testing for the Bermoulli Process

Testing an interarrival process against a known
statistical distribution is usually done with the chi-square
goodness of fit test (see eq. 1) using the  empirical
interarrival distribution. This is only feasible, however, if

the number of events in the arrival process is quite large (at

least 25 or 50 in this case). FRe choose instead to nmeasure
the coefficient of variation of the interarrival intervals for
each file and then determine whether that coefficient of
variation is an acceptable one under the hypothesis of g
Bernoulli brocess.

The estimator for the coefficient of variation used is:

Nrefgi)—i

Nref(i)-1 51/
[Nref%i)—-Z L [C(i’ﬁ‘[ ) C(’i,j)/(Nreg(i)—l)n 1
j=1 j=1 e -
Nref (1)-1 , (13
) c(i,3)/ (Nref(i)-1)

j=1
¥e again warn the reader that this estimater does mot approach

its asymptotic distribution until +the tinme series becones
quite long. ¥e found (see table XII) that about 40% of all

files tested (those with no +trend) showed unacceptable
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coefficieﬁﬁs of wvariation at the 99% confidence level. In
almost every céée, this wvas because the céefficient of
variation was ioo large. ‘Thus our eéélieé caution in the
trend and cbfreliiién testé fegarding skeved distribuﬁioné
appears to ha?e geeﬁ éppfopfiate. o

it also hapéeﬁs that 96% of‘all cocefficients of variation
are below 2.0, whetéas tﬁe nean ccefficient of vafiation vhen
conputed :over 4aii interteferénce intervals for all files is
3.08. Similar higﬁ>¢6efficients of variaéidn are observed for
individual size/claés cojbinations {see table ViII), Thué the
interreference distribution for a=$i2e/class conbination may
not Abe a :very Vgood estinate of the diﬁtribution for an
individual file. |

(d) Cohéiusigns

Frob our tests in this section (ITI.F.2), we can see that

ﬁ“‘fftgs—aré;fr@q&éﬁgty—wsg&—TQSS——as they—age; —and—that—the
interreferenc; time’ distfibution is mnore skewed than the
Bernoulli. 'Théré;‘is litiie if any significant serial
correlation..wi£hin“the référence process’to one file. A file
migration_ algofiﬁhﬁa ﬁodld therefore find it useful to
condition on the time since the last reference and perhaps the
age of ,the' file{’ cbnditioﬁing on préﬁious interrefereﬁce
intervals doesn't appear to be helpful.

It 1is worth mentioning tkat different results were
reportea by Stritter (1977) whd analyzedithe same data. His
descriptions of the tests he ran are vagque but he found that
the .numbert of fiies‘ displayinc either trend or large
coefficients .éf variation to e scall enough that he was
¥illing to déécfibe the‘file reference process as '"Poisson'.

It appears that he tested oily a subset of the file reference



processes (selection process unspecified); thus froz his
description of his results (which aré not guantified) it isnft
clear if there is actually a conflict with our results or not.
Fe believe that our zethodology has been =more thorough and
that the results presented here are correct. .
3. Rates of Refererce

knother interestin§ statistic is the =teasured rates of
reference to files. The rate of reference to a file i, R (i),
is just Kref(i)/(L(i)-F(i)+1). That is, it is just the nucber
of times the file 1s referenced over the period of observation
divided by the lifetire of the file during the period of
obsgrvation.

Re have computed the cunmulative distributiom of R(i) in
four ways: RU({x) is the unveighted distribution:.

Nfiles
RU(x)= ) (1 if R(i) <= x)/Efiles (20)

e . s v 7
i=1

This distribution can be weighted by file lifetime as

Wfiles
RL(x)= ) (L(i)-F(i)+1 if BR(i) <= x; 0 otherwise)/
i=1
.Nfiles ‘
- L @i)-Fi)yen) (21
i=1
or by use as
Niles
RUS (x)= ) (¥ref(i) if R(i) <= x; 0 cthervise) /Nref (22)
i=1
or by file size as
Nfiles Nfiles-

»

RS(x)= ] (S(i) if BR(i) <= x; O otherwise)/ 1 S(i) (23)
i=1 i=1



The measured values for RU(x), RLI{x), BUS(x), énd RS({x) all
~appear in figure 13. The nean and median rates of reference
are given in table XIII.

It is also interesting to corpute the raté of .reference
to a file as a function of its age. The age of a file is
defined to be the nurber of déys since it was <created. He
co;pute the mean rate of reference RA(i,-,-}) to a file as a

function of its age 1 by considering those files which vere

created during the period of observation.

BA(L,~-,~)= § A(J,1)/ ) (1 if (L(J)-F(J)+1)>=1;

j€<_,") jE(—,—«) .
0 othervise) (24)

Kote that RA(1,-,-)=1. The . function R®A(i,-,-) 1is rather

irregular for moderately large values of i, so we have

_smoothed it by using—a—five —day—reetangular—vwindows The
smoothed function RA{i,-,-) 'is shown in figures 14 and 15.
The up-down regular oscillation of RA 1is due to the
interaction of the smoothing window with weekends. Since rost
files are <created during working days, a4 f£ile of age 19 is
less 1likely to be referenced than a file of age 21. (Since a
file of age 21 is very likely to be in existance on a working
day.) A smoothing window of a multiple of 7 days would have

rezoved this oscillation, but was judged'to be too wide.

Also shown in figures 14 and 15 1is the value of

RAf (i,-,-) obtained from our fitted two "part hypergeonstric
distribution of equation (16). Ye assurme that the file 1is
referenced as a reneval process, vith the gf{i,~, -}

interarrival distribution, and that the file vas refercncei on



6€

il e el sl el o N
O BETCRONGE
PNDLD i i O

Y o

Figure 14
© B REFERENCE To FILE VS. AGE

0.8 [.’?]".:'r*r—rﬂ'—rw*rﬁ”r—[ﬁ‘w—r“r“i—l L e ] LIRS S e ==

ALL DAYS

LBGSIZE-4, 5, 6

e~

0.0 +— LACSIZE-0, 1, 2, 3. ALL FILES —

t.l__l__L_L_L._l_i._l_J._L__L_i*L_L__Ll S G S | I {
o] 10 20

30
AGE BF FILE IN DAYS

S

40 50

RATE @F REFERENCE T2 FILE VS. AGE ~

0.4 [“ r"r—"r‘-r""{'—r ST "] L S S T TTTTTOT l LN S M
" ALL DAYS

N S

L - ~f

0.6 - '1 V- LIBRARIES. ]

;,.__4—:\____—/:
THER FILES

jJ § I T S l ) S D S ! 1.1 L I_LALL i S l i, { 1 ’:}
) 10 20 30 40 5
AGE OF FILE IN DAYS

Figure 15

ol
40

20t

A0}~

20{—

EXPECTED TIME TG EXT

I T‘]"Y '\'TI'T'Y "T‘T_TTI'T—!_I"["I T "["r\"( '17. Xl'[\' v 1 Ty T I‘TT TTTUT T']"\ITJ"'I?

A IS
i
. AN IAYS =
‘‘‘‘‘‘‘‘ TR A{.l.'..[.-/\),,’...........,.{.;l.}.;.;.....;
........ ,/1’.‘_,...‘.‘......[........:: : /// ~1 \-/\—_

0 F.FH&HHP—*H—F&«H}'*# 1+

60—

Figure 16

REEREMNCE

LEGSIZE-4.5 -

- 7 ~
-y .

,
[ H

3(;—%%&%&—4—%—%-&%—%—{— }~H+F}-H—F‘:E

LBGSIZE-0,1

2 A
llLlli[llllllllL_L.L_I_J._LLJI-I_...l__f:_l_L_LLJlII"lLli_Jllllllll»

20 40 60 80 10600 20 40 60 80 1GO
TIME SINCE LAST REFEREMCE

EXPECTED TIME T8 NEXT REFERENCE

60

40

C T l T 1 T T ] T 3 T T } 1 T 1 T 7
T ALLDAYS . P
r R ‘\\_,\. o~ N
- - o I. ~ .. - 3
| ACTIVE FILES s AL ETLES -
. ST EE '\.\:'. AT T ,/ . N

. o - D R e
- - ‘ ." e bl [E g

o "

I '\.\ l‘«‘\.\.l. 4

__ / " -

BTLER FILES ]

I' ) .

L { 1 i i l 3 H L____L_..l 1 i [

0 B0 100 150
TIME SINCL LAST REFERENCE
Figure 17



-

the day of its birth. Then from the renewal eguation (Cox,

1962), one has:

i-1
RAf (i,-,-)= | RAf(k,-,-)g(i-k,-,-), i>1,
k=1 -
vhere RAE(1,-,-)=1 (25)

We note that because a file is referenced on the day 1it is
created, the predicted rate of reference declines with age.
The fact ﬁhat the -pfocess is stationary (e-g. a reneval
process) Vdoes hot» imply that the rate of reference need be
constant as a function of age.

This declining rate of reference to a file with age is
consistent vitHv our earlier determination that about 35% of
all tested filés‘showed a declining rate of reference during

their lifetine.

4. Expected Time to Next Reference

In performing file migration, one would génerally like to
remove that file with the largest space-tizme product to the
ne:ﬁ reference (size of file x time to next reference).
(Criteria:forifile nigration are discussed in detail in the
companion paper to this.) One can estimate the time to the
next reference by conditioning on the time since the last
teference, among other things. Let E{i,-,-) be the expected
time to next referénce, giver that the file hasn't been
referenced for i Jdays. If there ha?e been i days elapsed
since the last reference (i=0 nteans that the reference uas
that day), then by conditioning only oft the time since last

reference,

E(i,-,~)= § alk,~,=) (k-1)/(1-G(E,~,7)) (26)
1l -



In figures 16 and 17 vwe show the éxpected tire to next
reference, both as calculated from the empirical distributions
g(i,-,-) and from the fitted distributioms gf(i,-,~}. The
dotted lines in each case are the fitted distriéutions.

The important observation to be made from figures 16 and
17 1is that the expected time to next reference is a generally
increasing function of the time since the last reference.
Thus one 1is mnore likely to want to migrate a file which has
not been used for a long period of time than 'a file which has
been recently referenced. This issue 1is considered further in

smith (1978¢c).

IV. SUMMARY, CONCLUSIONS AKD PLANS FOR FURTHER RESEARCH
We have observed that most files are referenced very few

times. Of those files susceptable of statistical testing, we

found that about one-third showed a declining rate of
reference. Amost half of the files showing no trend displayed
reference patterns vwhich ruled out a Bernoullil process model
for the reference process; almost no- serial correlation was
detected betvween successive 1nterreference intervals. Thus
for those files displeying no trend, a renewal process nodel
vith a moderately skewed interreference time distribution
vould appear to be appropriate. Agreeing with the observed
frequent decline in the rate of reference to a file with its
age is the overall decrease (vhen aggregated over all files)
in the rate of reference to a file with age. ¥e also note
that we were not able to fit- the interreferernce tine
distribution with a two part hypergeonetric. our
interpretation of the results enun2rated in this paraétaph is

4]



that a Markov chain model for the file reference process, if

one exists, is likely to require a mininum cf three or four
states (including a state which represents file death). &
very simple renewal process model or even a two state
Seni-Markov Process model (e.g. Lewis and éhedler, 1973)
seens insufficient to represent the observed properties of the
data. Fufther research to develop a satisfactory model for
the file reference process is planned.

The goal of our data analysis in this paper has been
tvofold: (a) describe and characterize to whatever extent
feasonahle the file behavior patterns observed and (b) to
develop a basis for the specification of file migration
algorithms. For a file nmigration algorithm, it appears to be
cseful to use: the time since last reference, the file size,
the file class and the file age in order to predict the time

to-—next—reference _for_a file. The lack of serial correlation

suggests that conditioning on previous file interreference
intervals will not be useful. 1In the companion paper to this
(Smith, 1978c), we do use the data analysis in this paper as a
basis for ;he construction and evaluation of a number of file
migration algorithms.

For our description and analysis of file reference data
in this paper to be useful in the sense of being applicable to
other 1installations, there must be some reason to think that
file behavior vill be similar accross users and cocputer
systens. Until data 1s gathered and analyzed for other
systens, it ié of course 1lmpossible to say, but we believe the
following: users use text editor £iles in nmuch the sane
manner everywvwhere, subject to the distortions induced by the

accounting or file migration algorithms. User access patterns
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to non text editor files, such as data files or data bases,

are still unknown and it is not reasonable to clairm that our

results here wvill apply.
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