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Detailed understanding and control of the intermolecular forces that govern molecular 

assembly are necessary to engineer structure and function at the nanoscale. Liquid crystal (LC) 

assembly is exceptionally sensitive to surface properties, capable of transducing nanoscale 

intermolecular interactions into a macroscopic optical readout. Self-assembled monolayers 

(SAMs) modify surface interactions and are known to influence LC alignment. Here, we exploit 

the different dipole magnitudes and orientations of carboranethiol and -dithiol positional isomers 

to deconvolve the influence of SAM-LC dipolar coupling from variations in molecular geometry, 

tilt, and order. Director orientations and anchoring energies are measured for LC cells employing 

various carboranethiol and -dithiol isomer alignment layers. Using LC alignment as a probe of 

interaction strength, we elucidate the role of dipolar coupling of molecular monolayers to their 

environment in determining molecular orientations. 
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Determining the three-dimensional, atomic-scale structures of complex or buried structures 

will transform our understanding of chemical and biological processes at the nanoscale. We outline 

the development of a technique to elucidate single-molecule structure using a scanning tunneling 

microscope to detect, to localize, and to resolve nuclear spin signals. Inhomogeneous magnetic 

field will add another dimension to the spin resolution, enabling three-dimensional mapping of 

spin species. Targeted systems include: cobalt nanoparticles, organic molecules possessing a 

nuclear spin center, and linear, ‘chain-like’ molecules containing biologically relevant nuclei.  

We address the importance of the dynamic molecular ink concentration at a polymer 

stamp/substrate interface during microcontact displacement or insertion printing. We demonstrate 

that by controlling molecular flux, we can influence both the molecular-scale order and the rate of 

molecular exchange of SAMs on gold surfaces. Surface depletion of molecular ink at a polymer 

stamp/substrate interface is driven predominantly by diffusion into the stamp interior, which we 

model numerically. Controlling interfacial concentration improves printed film reproducibility and 

the fractional coverage of multicomponent films can be controlled to within a few percent. We 

describe two experiments that illustrate control over ink transfer during experiments: the role of 

contact time on monolayer reproducibility and molecular order, and the fine control of fractional 

monolayer coverage in SAMs modified using displacement printing. 
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Figure 3.11: Cobalt nanoparticles (Co-NPs) chemisorb to the terminal thiol group of 
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(Co-NPs) via microcontact printing of terphenyldithiol (TPDT) tethers and backfilling with 

hexanethiol (C6). Nanoparticles were deposited from a colloidal suspension in toluene and 

subsequently characterized using an atomic force microscope (AFM) and scanning tunneling 

microscope (STM). Co-NPs adsorbed predominantly in circular or square regions on the surface 

with characteristic lateral sizes and pitches determined by the polydimethylsiloxane (PDMS) 
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characterized using an atomic force microscope (AFM) and scanning tunneling microscope 
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the background SAM matrix of hexanethiol (C6). (Right) Topographic profiles of adsorbed 

Co-NPs along red, blue, and pink lines indicated in left image. Profiles confirm that Co-NPs adsorb 

as single layers of particles on tether regions, and adsorb sporadically, in aggregates, on C6 matrix.
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with particles adsorbing more densely near the periphery of the patterned region compared to its 
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Figure 3.17: Scanning tunneling topograph (left) and topographic derivative (right) of 

terphenyldithiol (TPDT) molecules inserted into a hexanethiol (C6) matrix. Due to their greater 

electrical conductivity and longer physical length, TPDT molecules appear to protrude from top 

of the surrounding C6 matrix. Approximate protrusion heights are indicated next to select TPDT 

molecules. The molecular ordering of the C6 lattice is evident, particularly in the derivative image. 

Sample preparation: immersion of a clean Au{111} surface in 1 mM solution of C6 for 29 h at 

60 °C; subsequent immersion into 0.2 mM solution of TPDT for 15 min. Imaging: Vtip = +1 V, 
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Figure 3.18: Scanning tunneling topographs of biphenyldithiol (BPDT) molecules inserted into 
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profile over a cluster of inserted BPDT molecules, along the red line indicated in the top-left image. 

(Bottom) An image of a representative area showing numerous clusters of inserted BPDT 

molecules located near surface defect sites. Red circles represent the cross-sectional projection of 

spherical, 20 nm particles overlaid onto the image on/near the larger clusters of BPDT tethers, 

which are likely chemisorption sites for cobalt nanoparticles. Imaging: Vtip = +1 V, Iset point = 5 pA.
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Figure 3.19: (A, C) Scanning tunneling topographs and (B, D) topographic derivative  of surfaces 

patterned with terphenyldithiol (TPDT) molecules within a hexanethiol (C6) matrix with deposited 

cobalt nanoparticles (Co-NPs). (A, B) As-collected images. (C, D) The same images shown in (A) 

and (B), respectively, but with overlaid, red shapes to guide the eye in identifying surface features. 

Sample preparation: microcontact printing of TPDT onto a clean Au{111} surface for 1 min; 
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subsequent immersion into 1 mM solution of C6 for 1 min, and then into a solution of Co-NPs for 

15 s. Imaging: Vtip = +1 V, Iset point = 5 pA, 700 × 700 pixels, 2500 nm × 2500 nm. ................... 137 

Figure 3.20: (A, C) Scanning tunneling topographs  and (B, D) topographic derivative  of surfaces 

patterned with terphenyldithiol (TPDT) molecules within a hexanethiol (C6) matrix with deposited 

cobalt nanoparticles (Co-NPs). (A, B) As-collected images. (C, D) The same images shown in (A) 

and (B), respectively, but with overlaid, red shapes to guide the eye in identifying surface features. 

Sample preparation: microcontact printing of TPDT onto a clean Au{111} surface for 1 min; 

subsequent immersion into 1 mM solution of C6 for 1 min, and then into a solution of Co-NPs for 

15 s Imaging: Vtip = +1 V, Iset point = 5 pA, 512 × 512 pixels, 2800 nm × 2800 nm. .................... 138 

Figure 3.21: Scanning tunneling topograph (A) of Co-NPs deposited on a C6 SAM and (B) 

topographic profiles along red and blue lines indicated in the left image. Tentacle-like chains of 

aggregated Co-NPs are evident, with feature heights matching those of the nanoparticles. Sample 

preparation: microcontact printing of TPDT onto a clean Au{111} surface for 1 m; subsequent 

immersion into 1 mM solution of C6 for 1 min; and then into a solution of Co-NPs for 15 s. 

Imaging: Vtip = +1 V, Iset point = 5 pA, 512 × 512 pixels, 2500 nm × 2500 nm............................ 140 

Figure 3.22: (A, C) Scanning tunneling topographs (B) and topographic derivative of Co-NPs 

deposited on a hexanethiol (C6) matrix. (D) Topographic profiles along red and blue lines 

indicated in (C). A cluster of Co-NPs is evident, with lateral feature spacing matching those of the 

nanoparticles. Sample preparation: microcontact printing of TPDT onto a clean Au{111} surface 

for 1 min; subsequent immersion into 1 mM solution of C6 for 1 m; and then into a solution of 
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Figure 3.23: (A) Scanning tunneling topograph and (B) topographic derivative of Co-NPs 

deposited on a hexanethiol (C6) matrix. A multi-layer cluster of Co-NPs is evident. The vertical 

scaling (color) of these images, as displayed here, are saturated intentionally in order to enhance 

the visibility of the nanoparticles. Sample preparation: microcontact printing of TPDT onto a clean 

Au{111} surface for 1 min; subsequent immersion into 1 mM solution of C6 for 1 min; and then 

into a solution of Co-NPs for 15 s. Imaging: Vtip = +1 V, Iset point = 5 pA, 200 × 200 pixels, 
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Figure 3.24: Nanoscale nuclear spin measurement scheme. The tip of a scanning tunneling 

microscope is positioned over a nuclear spin precessing at frequency ω in an external magnetic 

field (sum of Bstatic and Bsolenoid). Here, a purple arrow depicts the measured tunneling current 
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(radio frequency, RF) component, and a time-independent (DC) component. The RF signal (red 

arrow) is sent to a spectrum analyzer capable of discerning extremely low-power signals with high 

frequency resolution. The STM control electronics (feedback loop) monitors the DC portion (blue 

arrow) of the tunneling current in order to maintain a constant tip-sample separation during the 
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Figure 3.25: Scanning tunneling microscope control electronics (left) and data acquisition system 

(including control electronics, signal analyzer, and computer interface electronics), custom built 
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Figure 3.26: Scanning tunneling topographs of 1-decanethiol self-assembled monolayers on 

Au{111}; Vtip = +1 V, Iset point = 3 pA. Common surface features, including gold step edges, 

vacancy islands, tilt domain boundaries, and close-packed molecular lattice may be seen clearly.
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Figure 3.27: Besocke-style STM heads, and accessories, built for nuclear spin measurements. (A) 

Solenoid that fits around (B) the “solenoid head.” (C) “Weiss-group-style” Besocke scan head, 

with a microwave-compatible bias cable. (D) Approach and scanning piezo tubes used in Besocke-

style heads. (E) Side view of the platform that supports the solenoid head, providing a way for 

cables to access the underside of the head................................................................................ 147 
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power level. ............................................................................................................................ 149 
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Figure 3.30: (A) Scanning tunneling topograph of mixed monolayer containing 

3-mercapto-N-nonylpropionamide (1ATC9) and decanethiol (C10); Vsample = +1 V, Iset point = 1 pA. 
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amide-containing molecules, which protrude further from the surface, while the topographically 
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inserted 4-(2′-nitro-4′-phenylethynyl-phenylethynyl)-benzenethiol (NPPB) molecule. (D) 
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Figure 3.31: Schematic diagram of a sphere with uniform magnetization. Azimuthally symmetric 
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CHAPTER 1 

Introduction to 

Nanoscale Assembly and Measurement 

 
1.1  Motivation 

Understanding the structure of mater at the atomic and molecular scales represents an 

increasingly important challenge spanning a myriad of disciplines, including physics, chemistry, 

engineering, and medicine. The precise arrangement and composition of a material’s atomic 

constituents determines many of its physical and chemical properties. For example, a material’s 

electronic band structure and catalytic activity not only are influenced by the periodic arrangement 

of its atoms, but also by the specific crystal facets exposed to the environment.1–4 Additionally, the 

functions of numerous biological systems, ranging from peptides to entire cells, are determined by 

a hierarchy of molecular structures.5–9 Our growing ability to measure and control the organization 

of materials at these smallest practical scales (~10-10–10-9 m) drives advances in electronics, energy 

production and storage, pharmaceuticals, as well as in basic research.10–15 

1.2  Self-Assembled Monolayers 

Self-assembled monolayers (SAMs) are single-molecule thick layers that form 

spontaneously on an underlying substrate.16 These layers assemble through a combination of 
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chemical and physical interactions between the adsorbate and the substrate surface as well as 

between neighboring adsorbates. The concerted effects of these interactions results in a variety of 

structures and surface features,17 characteristic of the molecular assemblies and low-

dimensionality materials, which can be exploited to control nanoscale properties.15,18,19 

 

Figure 1.1: Scanning tunneling microscopy used to measure heterogeneity in self-assembled 

monolayers of alkanethiols on Au{111}. Addition of thiols to an atomically flat gold surface 

causes reconstruction of the gold surface under ordered molecular domains and creates irregular 

one-atom deep pits where thiols have removed gold atoms. The etch pits act to trap tilt domain 

defects (lines running between pits in both images). Adapted with permission from References 20 

and 21. Copyright 1994 American Chemical Society. 

Alkanethiolate and, more generally, molecules possessing thiol functionalities assembled 

on gold surfaces represent an archetypal system of study.16 Both inorganic surfaces and self-

assembled 2D lattices of alkanethiols bound to Au{111} surfaces via their thiol headgroups have 

been studied extensively.22 For example, Poirier and Tarlov observed that adding alkanethiols to 
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an atomically flat gold surface has a number of important effects in addition to forming a SAM 

(Figure 1.1).20 The gold structure distorts under the 5−15 nm ordered domains in the monolayer, 

forming a c(4 × 2) lattice, and irregular one-atom deep pits form in the gold surface as atoms are 

removed by thiols in solution. Domain boundaries, the largest and most reactive defects in the 

SAM, are found to run between pairs of vacancy islands, an example of resolving complex inter-

related processes on surfaces at the single-molecule level. 

Numerous other molecular attachment chemistries23–27 and surface types28–33 have also 

been studied. The expansive parameter space of molecules and surfaces, as well as their exposed 

and buried moieties, enable a rich variety of molecular assemblies. Assembled structures are 

largely mediated by intermolecular (intra-SAM) forces between molecular functionalities. As a 

result, these interactions influence the surface structure of the molecular lattice34–37 and can induce 

phase separation between dissimilar adsorbed species.38–41 Hydrogen-bonding networks42–44 

represent a particularly strong form of molecular dipole-dipole interactions45–48 within a SAM. 

These, and other, interactions have been used extensively to engineer structures at the 

nanoscale.49,50,44,51,47,52 The ability to influence the long-range molecular order, as well as the type 

and density of defects, in these assemblies has been used to control the placement of molecules in 

prescribed environments for further study.53,54 

1.3  Single-Molecule Measurements 

Numerous techniques exist with which to make measurements with single-molecule 

sensitivity and/or resolution. Here, we classify these measurements broadly based on the probe 

type used,21 either electron55 or force-based measurements.56,57 Each probe type has unique 

measurement advantages, which we discuss briefly in this section to provide context and to aid 

understanding of the capabilities and limits of these technique, as well how the physical properties 
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of the sample influences the choice of probes. Additionally, we discuss the operation of select 

techniques particularly relevant to this dissertation. 

Although not discussed in depth, we briefly discuss photon-based measurements to 

determine the atomic structure of materials, most notably using X-ray diffraction (XRD).58 This 

technique relies on the interference of scattered short wavelength electromagnetic radiation 

(X-rays) from the periodic arrangement of matter within a crystal lattice. The size and symmetry 

of the resulting diffraction pattern is characteristic of the arrangement and spacing of the crystal’s 

constituent components and can be used to infer its internal structure. Analogous techniques using 

scattered electrons and neutrons also exist, which can reveal positional and magnetic ordering of 

a material with atomic resolution.59–61 These techniques are limited, however, to materials that 

possess long-range, crystalline order. 

Electrons: Scanning Tunneling Microscopy and Transmission Electron Microscopy 

Electrons have a number of features that make them useful probes at the very short length 

scales relevant for single-molecule measurements. Their small mass means they exhibit substantial 

quantum mechanical tunneling behavior, which allows measurement of distances up to a few 

nanometers with sub-Ångström sensitivity. Coupling tunneling with inelastic processes enables 

measurement of vibrational and other energy levels.62,63 The sub-Ångström wavelength of high-

energy electrons means they are able to resolve atomic-scale features in diffraction experiments.64 

Since electrons are responsible for molecular bonding, measuring electronic conductance through 

a molecule can in some cases also probe single-molecule conformations.65 

The excellent spatial resolution achieved in electron-based single-molecule measurements 

comes at a cost. Observed areas are typically quite small (often much less than 1 μm2). Thus, while 

measuring the behavior of a single molecule relative to its immediate environment is 
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straightforward, relating it to micro- to macroscopic features can be more difficult. Electron-based 

measurements also place fairly stringent requirements on sample preparation: scanning tunneling 

microscopy generally requires samples no more than a few nanometers thick on conductive 

substrates, and transmission electron microscopy (TEM) requires samples to be electron-

transparent (usually less than 100 nm thick and composed of low-atomic-number materials). 

Scanning tunneling microscopy enables direct, real-space characterization of topographic 

and electronic features on a surface with atomic resolution.66,67 The scanning tunneling microscope 

(STM) relies on its ability to measure minute changes in the quantum mechanical tunneling current 

flowing between an atomically sharp probe and a sample. The probe is rastered across the sample’s 

surface while a bias (typically about 1 V) is applied and a tunneling current (picoamperes to 

nanoamperes) is measured. The tunneling current decreases exponentially with increasing 

tip−surface distance and is measurable up to distances of a few nanometers. Thus, the topography 

of surface features, including single molecules and atoms, can be measured with both vertical and 

lateral resolution better than 0.1 nm (sometimes 0.1 pm). The tunneling current also depends on 

the electronic structure of the molecule in the tunneling junction; thus, it is possible to quantify 

energy levels within the molecule using this technique. 

Typically, a STM operates in a constant current mode. As the probe tip moves laterally 

over the surface, topographic or electronic features cause the tunneling current to vary. A feedback 

loop serves to maintain a constant tunneling current by extending or retracting the tip toward or 

away from the surface, respectively, to counteract these changes. The probe tip is controlled using 

a piezoelectric actuator, which enables precise (sub-Ångström) control over its three-dimensional 

position by exploiting the known, linear response of the actuator to applied electrical biases. 

Measuring the change in the tip-sample separation required to maintain a constant tunneling 
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current as a function of position enables one to infer the apparent topographic height of a sample’s 

surface. 

By contrast, TEM imaging relies on the transmission (and scattering) of a beam of electrons 

incident on a thin sample.68,69 In TEM (Figure 1.2, top center), molecules are deposited on a thin, 

electron-transparent surface, and a beam of high-energy electrons (on the order of 100 keV) is 

directed through the sample. Unscattered electrons can be collected in a CCD, producing a negative 

image of the strong electron scatterers. Scattering intensity depends on both crystallographic order 

and the atomic number of the scatterer. For low-contrast samples such as proteins, salts containing 

high-atomic-number nuclei, such as uranyl acetate, can be used to enhance contrast. Diffraction 

patterns in scattered electrons can also be analyzed to measure crystallographic structure in ordered 

samples. Typical spatial resolutions are on the order of 1 nm, although there are recent examples 

of resolutions better than 0.1 nm.  

Since each pixel in an STM image is collected sequentially, frame rates are relatively slow: 

a 256 × 256 pixel image, collected at 1 ms per pixel (about 6000 tunneling electrons in 1 ms at 

1 pA), requires approximately 1 min to acquire. Such collection rates are a result of bandwidth 

limitations imposed by the STM feedback loop and transimpedance amplifier. In order to achieve 

high gains (typically 108–1010 V A-1) with minimal added noise to the measured tunneling current, 

the STM amplifiers are designed to operate with slowly varying current inputs, typically ≤103 Hz. 

As such, the signals probed using an STM typically are limited to those that vary lowly varying in 

time. However, this constraint is overcome in certain, specialized, STM operation modes that 

employ atypical hardware additions, some of which are discussed in Chapter 3. 
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Figure 1.2: Overview of electron-based single-molecule measurements. Electrons can be used to 

perform label-free structural measurements of single atoms and molecules, including molecular 

lattices and their defects, heterogeneous structures, and motion including diffusion and switching. 

Single-molecule spectroscopy can also be performed using a scanning tunneling microscope by 

varying either bias or tip height or by applying a magnetic field to polarize spins. Figure adapted 

from Reference 21. 

Faster native frame rates (on the order of milliseconds) make TEM better suited to the 

study of dynamic processes. A variety of in situ TEM designs enable measurements of nanoscale 
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responses to external stimuli such as mechanical force from an atomic force microscope or the 

application of an electric field. The requirement that samples be strong electron scatters has meant 

that most studies have examined dynamic processes in larger (>10 nm) nanoscale particles of 

inorganic materials.70 However, some measurements are approaching the resolution and sensitivity 

necessary for single-molecule experiments. For instance, tumbling motions of individual La atoms 

confined within La2@C80−carbon nanotube peapod assemblies have been observed.71 Importantly, 

the ability to observe the motion of high-contrast species may enable tagging experiments similar 

to many of the optical experiments discussed in later sections. 

The high-energy electron beam requires that samples be measured under vacuum, which 

has limited studies in liquid, restricting many types of dynamic processes. The recent development 

of enclosed liquid TEM sample holders72–74 has enabled the measurement of both diffusion of 

small (∼5 nm) inorganic nanocrystals73 and the rate of growth of individual nanocrystals in 

solution, with particles becoming visible starting at about 2 nm in diameter.74 Again, the ability to 

measure single particles directly in real space provides insights unavailable from bulk 

measurements. For instance, measurements of large numbers of diffusion events in anisotropic 

rod-shaped particles have quantified differences in diffusion rates along the long and short axes.73 

Both scanning tunneling microscopy and TEM can be used to measure the structure and 

motion of molecules on surfaces;64,75–78 a STM can also be used to perform spectroscopy on single 

molecules (Figure 1.2, right).79 One of the powerful advantages to performing label-free real-space 

measurements at subnanometer length scales is that it allows the single-molecule measurement not 

only of ordered structures but also of defects and heterogeneous structures. This is important since 

nanoscale reactivity is often determined by the behavior of high-energy defects and other 

heterogeneous features.80,81 
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Molecular lattices have traditionally been measured using crystallographic techniques such 

as XRD, but in some cases, it is both possible and advantageous to measure lattices using single-

molecule techniques.22 In STM, the organization of the molecules on the surface is measured 

directly in real-space, and image-processing software is used to calculate lattice parameters based 

on the Fourier transformation of the image. A typical calculation might be made using a 

20 nm × 20 nm image containing roughly 103 molecules in a single 2D layer. In relation, 3D 

single-crystal XRD measurements require a 50−500 μm3 crystal containing on the order of 1015 

molecules82 and averages out heterogeneous features. Conversely, a 2D STM lattice measurement 

shows heterogeneous features but may or may not provide information about the locations of 

nuclei within the molecules, depending on molecular orientation.22,83 

Molecular lattice structures based on STM image analysis have informed much of the 

understanding of the behavior of SAMs on surfaces.22,84 Such measurements can be made under 

vacuum or atmospheric conditions or at liquid−solid interfaces. The properties of a monolayer 

depend strongly upon both its epitaxy with the underlying substrate and the strength of 

intermolecular interactions within the monolayer, also determined by lattice spacing. Substrate 

epitaxy is critical enough that SAM lattices are described in relation to the substrate lattice. For 

example, the (√3 × √3)R30° lattice formed by n-alkanethiolates on Au{111} has a lattice constant 

of 4.995 Å = √3 × 2.884 Å (the Au lattice constant) and is rotated 30° relative to the Au lattice.85 

A wide variety of SAM lattices have been measured,86 including alkanethiols, alkaneselenols, 

functional cage molecules, amino acids, sugars, and DNA bases. Even complex structures such as 

lattices formed by different stereochemical binding patterns of modified oligo(phenylene 

ethynylene) molecules can be measured.87 In cases where binding is more promiscuous, such as 
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n-alkaneselenolates on Au{111}, Moiré patterns can still form, resulting in large unit cells 

comprising many molecules.27 

Lattice structures measured by TEM complement the length scales of those measured using 

an STM. While it is difficult to measure lattices for small-molecule organic species due to their 

low electron scattering cross sections, TEM has been used to measure both atomic lattices in 

higher-atomic-number inorganic nanocrystals with sizes comparable to single proteins and 

structures of superlattices composed of nanocrystals.88 In certain cases, it is also possible to 

achieve even higher resolution using aberration-corrected lenses and for structures with inherently 

high contrast or low background. For instance, fullerene peapod structures can be observed inside 

carbon nanotubes,89 and when the structures are assembled using endohedral lanthanide fullerenes, 

the positions of individual lanthanide atoms can be measured within the assembly.71 

Recently, it has also become possible to determine 3D structures for large, high-symmetry 

organic molecules such as virus capsids by compiling thousands of real-space images taken from 

individual capsids at a range of angles.90–92 This technique has been used to derive crystal 

structures of aqueoviruses91 and the holoenzyme of propionyl-coenzyme A carboxylase92 with 

resolutions as good as 3.3 and 3.2 Å, providing important insights into the biological functions of 

each. Although computationally intensive, such analyses are valuable for a broad range of 

biologically important molecules that have not yet been successfully crystallized and therefore 

cannot be analyzed by standard bulk structural techniques such as XRD. 

While the ability to measure regular structures at the nanoscale has proved important in 

understanding the properties of nanostructured surfaces and materials, the ability to probe 

structural heterogeneities is equally vital. Defects and disordered areas are often the most reactive 

sites in molecular and atomic lattices, and heterogeneous, noncrystalline structures can be the most 
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important to probe at the single-molecule level since they are difficult or impossible to characterize 

using bulk or ensemble measurements. Scanning tunneling microscopy resolves surface structure 

and defects with molecular detail and has been used to quantify changes in SAM structure, 

including nanometer-scale increases in domain size93,94 and changes in lattice structure95,96 due to 

thermal annealing, as well as nanometer-scale phase segregation in multicomponent SAMs.42,97 

Force: Atomic Force Microscopy 

Atomic force microscopy (AFM),98 and its various modalities (Figure 1.3), measures the 

forces between a sharp cantilever and a surface and can be used to measure the topography of 

adsorbed single molecules. Typical lateral resolution is 1−10 nm (depending on the radius of 

curvature of the cantilever tip), with vertical resolution better than 1 nm. However, careful 

instrumental design (often including ultrahigh vacuum and cryogenic temperatures) and 

noncontact imaging based on frequency shifts can provide subnanometer lateral resolution. As in 

the case of scanning tunneling microscopy, atomic force microscopy relies on a feedback 

mechanism to maintain a constant scanning parameter as the tip moves over the surface. The 

particular parameter that is held constant varies depending on the precise AFM modality employed 

and can include the amplitude, phase, or oscillation frequency of the scanning probe, or more 

specialized combinations of these. Typically, the motion of the scanning probe normal to the 

surface is monitored using a photodiode to sense the position of a laser beam reflected off the 

cantilever, the position of which depends on the tip–surface forces under investigation. In this way, 

nanoscale forces are amplified and transduced by the known, linear response of the cantilever 

material. Cantilevers and probes of a wide variety of materials are used that have desirable physical 

and chemical properties, depending on the targeted system and may include stiff/flexible 

cantilevers and cantilevers with specialized coatings.99 
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Force-based methods are also useful for understanding force-induced conformational 

changes in single molecules. Such measurements typically involve a molecule tethered to a surface 

and to a probe (such as the tip of an atomic force microscope, magnetic bead, or nanoparticle 

suitable for optical trapping). Forces on the order of 0.1−1000 pN are applied to the probe, 

resulting in measured displacements on the order of nanometers, usually corresponding to protein 

unfolding or motion of a molecular motor.100 

 

Figure 1.3: Force-based measurements of single molecules. In atomic force microscopy (AFM), 

a scanning probe can be used to image surface topography, motion of single molecules, and surface 

functionality. Figure adapted from Reference 21. 

Atomic force microscopy is often used to measure the topography of surfaces. In standard 

AFM measurements, a cantilever ending in a pointed tip with a radius of curvature on the order of 

10 nm is rastered across a surface. In contact mode, the cantilever touches the surface, while in 

noncontact mode, the tip is vibrated near the surface, and changes in the resonance amplitude are 

used to detect the proximity of the surface. The relatively blunt tip restricts the applications of 
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standard-usage AFMs in single-molecule imaging: although vertical resolutions on the order of 

0.1 nm are common, lateral resolutions are generally on the order of a few nanometers. 

However, much higher resolution can be achieved by performing measurements in 

noncontact mode and quantifying frequency shifts in the resonance damping signal of the 

oscillating cantilever due to repulsive or attractive forces between the tip and the surface. This 

property has been exploited in a number of contexts. 

For instance, Sugimoto and Custance were able to identify individual surface atoms of Sn, 

Pb, and Si in a thin layer of alloy with a complex structure.101 Spectroscopic information can also 

be derived: Wiesendanger and co-workers have measured molecular vibrations in single 

metallofullerenes inside carbon nanotubes,102 similar to the inelastic tunneling spectroscopic 

measurements performed with an STM. 

Combining frequency shift detection with tip modification techniques enables even higher 

resolution. Using a tip modified with a CO molecule, Gross and co-workers have resolved the 

placement of each atom in a single planar aromatic pentacene molecule on a surface (Figure 1.4) 

in ultrahigh vacuum at 5 K.103 

Other tip modification and nonstandard data acquisition strategies have been used at room 

temperature in solution to map biomolecular recognition at the single-molecule level. Tip 

modification has been used to measure recognition events including DNA hybridization, 

antibody−antigen, ligand−receptor, and lectin−carbohydrate interactions.104,105 Dynamic 

recognition imaging creates simultaneous topography and recognition images based on the minima 

and maxima of an oscillating low-Q (∼1) cantilever functionalized with ligands.106 Interactions 
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between ligands on the cantilever and receptors on the surface restrict the maximum deflection, 

creating an apparent depression at the recognition site. 

 

Figure 1.4: (a) Ball-and-stick model of pentacene molecule. (b) Frequency-shift AFM 

measurement of pentacene on Cu{111} with a single CO molecule adsorbed to the tip. Adapted 

with permission from Reference 103. 

Measurements of conformational changes in biomolecules typically require that the 

molecule be tethered to two different objects, at least one of which can be moved controllably. 

Examples of mobile probes include AFM tips, microscopic beads that can be engaged in optical 

traps, and microscopic magnetic beads that can be controlled by external magnetic fields. Such 

mechanical measurements provide important insights for a variety of biomolecular machines and 

structural proteins, which must either pull or resist pulling. Early demonstrations included AFM-

based measurements of forces required to unfold subunits of titin muscular proteins (unfolding 

begins at 20−30 pN and finishes at 150−300 pN for each subunit)107 and cytoskeletal spectrin 

proteins (completing at ∼25−35 pN).108 
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A number of factors are critical in measuring such forces correctly.104 The chemistry 

(nonspecific vs thiol or other covalent attachment) used to tether the biomolecule to the probe and 

the surface can be key to ensuring reproducible measurements. Nonspecific adsorption is more 

straightforward in terms of sample preparation but may require screening of measured force curves 

to reject curves with unsuitable binding. The rate at which the pulling force is varied also impacts 

measurements; for example, in the titin measurements above, measured unfolding forces varied 

from 130 pN at 0.01 μm s-1 to 190 pN at 1 μm s-1.107 

1.4  Organization 

This dissertation is organized into five main chapters describing research elucidating the 

roles of intermolecular interactions on the assembly and structures of materials at the nanoscale. 

To this end, Chapter 1 serves as an introduction to nanoscale assembly as well as some of the tools 

and techniques used to probe structures at the atomic and molecular level. Chapters 2–4 present 

the results of experiments utilizing these techniques to understand related aspects of SAM 

adsorbate interactions with their environment. Chapter 2 studies the role of intermolecular dipole-

dipole interactions of carboranethiol adsorbates on the alignment of subsequent molecular 

adsorbates (liquid crystals). Chapter 3 outlines the development of a new STM measurement 

modality to measure nuclear spins within adsorbates in an effort determine submolecular structure, 

as well as progress towards optimized sample preparation. Chapter 4 describes a series of 

experiments studying optimized surface patterning via microcontact and microdisplacement 

printing, which is used in the sample preparation discussed in Chapter 3. Chapter 5 summarizes 

some of the important results of these experiments and briefly discusses future prospects for this 

work. Finally, we include an appendix containing some of the code used in the numerical modeling 

and automated data processing used in Chapter 4. 
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CHAPTER 2 

Surface Dipole Control of 

Liquid Crystal Alignment 

 
2.1  Introduction 

Self-assembly plays critical roles in the development of materials with customized 

chemical and physical properties from the bottom up, and provides insights into molecular-scale 

phenomena.1–4 Non-covalent interactions, including dipolar and dispersion forces, mediate 

molecular assembly and influence the properties and functions of pure and composite materials.5–

9 Understanding and controlling the types and strengths of these interactions, particularly at 

interfaces, enables engineering precisely tailored structures at the nanoscale.10–15 Self-assembled 

monolayers (SAMs) not only exemplify these structures, but also serve as a powerful and versatile 

means of tuning the interactions of a surface with its surroundings and other molecular 

adsorbates.16–19 A great deal of work has been done using SAMs to control the adsorption, position, 

orientation, and nucleation of crystalline and molecular assemblies.20–26 Despite recent progress, 

however, predictive understanding of complex, extended assemblies across textured surfaces 

remains challenging.27,28 
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Liquid crystals (LCs) assemble with long-range orientational order due to anisotropic 

intermolecular interactions with their surroundings and are particularly sensitive to surface textures 

and coatings.29–31 Industrially, LC alignment is controlled by unidirectional rubbing32,33 or other 

techniques that break the rotational symmetry of the alignment surfaces.34–36 One such alternative 

utilizes the dune-like surface texture of obliquely deposited, semi-transparent gold films37,38 to 

direct LC alignment.34,37,39–42 In this case, mesogens adopt in-plane orientations with their long 

axes perpendicular to the oblique deposition direction, minimizing elastic strain within the LC 

assembly. 

Abbott and others have shown that SAMs also influence the alignment of LCs,43–48 with 

the ability to control both azimuthal and polar orientations, which have found use in sensors.49 

However, a convolution of steric effects, surface topography, and intermolecular forces complicate 

our understanding of the mechanisms responsible for alignment.46,47,50–52 Molecular adsorbates, in 

the form of either well-organized SAMs or adventitious surface contamination, can alter LC 

arrangement by changing the preferred in-plane alignment axis or inducing homeotropic 

alignment, normal to the surface.43,45,53 In the case of alignment layers treated with SAMs, different 

LC orientations have been observed using polar and non-polar adsorbate molecules.44,38,51 

Additionally, chiral and ‘odd-even’54 effects have been observed, showing that LC alignment is 

sensitive to variations in the symmetry55–57 and orientation46,47 of the exposed moieties of the 

terminal functionality of the SAM. Self-assembled adsorbates used in previous studies typically 

varied in two or more of these factors simultaneously (e.g., comparing structural analogs with 

different exposed moieties: –CH3, –OH, and –COOH). As such, the independent effects of 

molecular geometry, orientation, and dipole moment on LC alignment are difficult to determine. 
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We used positional isomers of carboranethiol and -dithiol molecules58 to deconvolve the 

effects of SAM dipole magnitude and orientation on the alignment of LCs. The isomers chemisorb 

onto gold surfaces through the formation of Au–S bonds, thereby assembling into monolayers with 

exposed carborane moieties. Each isomer possesses an identical molecular geometry and 

assembles ‘upright’ with negligible tilt and a characteristic lattice spacing (7.2 and 7.6 Å for 

monothiol and dithiol species, respectively).14,59–64 The primary attribute that distinguishes SAMs 

of each isomer is their different constituent dipole moments. Intermolecular forces between 

carboranethiol monolayers and mesogens resulted in uniaxial planar alignment of LCs along one 

of two distinct directions relative to the underlying, anisotropic, substrate: parallel or perpendicular 

to the oblique gold deposition direction (Au⃑⃑⃑⃑  ⃑). The effects of these short-range, nanoscale forces14,65 

were transduced and amplified by the LCs to a macroscopic scale, enabling optical readout via 

transmitted light. Azimuthal anchoring energies of LCs on carboranethiol and -dithiol monolayers 

were measured to quantify SAM-LC coupling. This work targets and elucidates the roles of surface 

dipoles, in the form of adsorbed molecular dipoles, on the alignment and orientation of subsequent 

adsorbates (LCs), which has applications in sensing, catalysis, photovoltaics, and templated 

growth of nanostructures.66–69 Self-assembled carboranethiols are well-suited to this purpose as 

they enable direct comparison of the effects of different isomers’ molecular dipoles, while holding 

constant other factors influencing LC alignment that have confounded previous studies. 

2.2  Results and Discussion 

Figure 2.1 illustrates the molecules used in these studies. Caboranethiol isomers 

m-9-carboranethiol (M9), m-1-carboranethiol (M1), o-9-carboranethiol (O9), o-1-carboranethiol 

(O1), and -dithiol isomers o-9,12-carboranedithiol (9O12) and o-1,2-carboranedithiol (1O2) 

possess dipole moments with various strengths and orientations.70 The dipole moments of these 



29 

 

six carboranethiols were calculated using density functional theory.14,60,71,72 Although the 

molecular dipoles will be altered upon chemisorption to a gold surface,73 we use these values to 

make qualitative comparisons of their relative strengths, orientations, and the degree to which they 

modify the surface energy of a substrate through their dipolar fields.60,72 We use two LCs, 

4-cyano-4′-pentylbiphenyl (5CB) and N-(4-methoxybenzylidene)-4-butylaniline (MBBA), 

possessing oppositely signed dielectric anisotropies (Δε), to probe these fields. Mesogens with 

positive Δε (5CB) align parallel to an applied electric field, whereas the long axes of mesogens 

with negative Δε (MBBA) align perpendicular to an applied field. Comparison of the alignment of 

5CB and MBBA on carboranethiol monolayers enables us to infer the role of the dipolar field on 

LC alignment.43 

To monitor SAM-regulated mesogen alignment, LC cells were constructed as shown in 

Figure 2.2A. The outgoing polarization of light transmitted through a cell depends on the angle 

between the polarization of the incoming light and the orientation of the nematic director, which 

represents the average alignment direction of mesogens in a LC. If the mesogens align 

homeotropically, this angle is independent of cell rotations about axes normal to the alignment 

layers and the cells appear ‘dark’ (0% transmittance) when viewed between crossed polarizers. 

Variations in the intensity of transmitted light with rotations of the cell, however, indicate planar 

alignment of the nematic director. Figure 2.3 shows the modulation in the intensity of the light 

transmitted through 5CB cells as they were rotated between crossed polarizers (Figure 2.2B); 

corresponding MBBA data are provided in the Section 2.5.2. Alignment layers treated with M9, 

M1, O9, O1, 9O12, and 1O2 SAMs all induced uniaxial planar alignment in both 5CB and MBBA 

cells, as indicated by the four-fold symmetry of their transmittance spectra. Cells constructed 

without a twist in their nematic directors vary from nearly extinguishing all transmitted light to 
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transmitting ~50%. By contrast, cells that possess a 90° twist in their directors have transmittances 

varying from ~50% to nearly 100%, due to the rotation of the transmitted light’s polarization as it 

traverses the cell.74 

 

Figure 2.1: Molecular structures of carboranethiol and -dithiol isomers: (A) m-9-carboranethiol 

(M9), (B) m-1-carboranethiol (M1), (C) o-9-carboranethiol (O9), (D) o-1-carboranethiol (O1), (E) 

o-9,12-carboranedithiol (9O12), and (F) o-1,2-carboranedithiol (1O2). Dipole moment magnitudes 

and orientations, calculated for isolated molecules, are indicated in blue. Positive (negative) angles 

estimate dipole orientations above (below) the plane of the substrate when assembled onto gold 

surfaces. Mesogen molecular structures of (G) 4-cyano-4′-pentylbiphenyl (5CB) and (H) 

N-(4-methoxybenzylidene)-4-butylaniline (MBBA) with corresponding dielectric anisotropy (∆ε) 

signs noted. Hydrogen atoms are omitted from all structures for clarity. 
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Figure 2.2: (A) Schematic of liquid crystal (LC) cells used in rotation and electrically modulated 

optical transmittance measurements (“transmittance cells”). Carboranethiol and -dithiol self-

assembled monolayers (SAMs) adsorbed on semitransparent, anisotropic gold films induced 

uniaxial planar alignment of a LC at the interface. Schematics illustrating the rotation of LC cells 

360° about axes normal to their alignment planes (B) and a Fréedericksz transition (C) in a LC 

with positive dielectric anisotropy (Δε > 0) upon application of an alternating electric potential 

(VAC). (D) Wedge cell geometry used to measure azimuthal anchoring energies, as viewed from 

multiple perspectives (“anchoring energy cells”). Each alignment layer was divided into two 

distinct sections defined by SAMs composed of complementary molecules. Here, a carboranethiol 

or -dithiol isomer SAM (green) is shown to induce LC alignment parallel to the gold deposition 

direction (𝐀𝐮⃑⃑⃑⃑  ⃑), although other isomers may instead promote planar alignment perpendicular to 𝐀𝐮⃑⃑⃑⃑  ⃑. 

Alkanethiol SAMs (blue) were used to induce planar LC alignment orthogonal to that induced by 

the carboranethiol or -dithiol isomer. Once assembled, the cell was comprised of three nematic 

regions, one possessing a ~90° twist in the azimuthal director orientation, while the other two 

exhibited untwisted LC alignment (90° apart) through the bulk of the cell. The thickness (d) of the 
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gap between the alignment layers varied due to the presence of a spacer (not shown) at only one 

end of the cell. 

 

Figure 2.3: Optical transmittances (indicated by the radial distance from the origin, in arbitrary 

units) of liquid crystal (LC) cells rotated between crossed polarizers. Alignment layers were 

prepared with matching self-assembled monolayers of m-9-carboranethiol (M9), 

m-1-carboranethiol (M1), o-9-carboranethiol (O9), o-1-carboranethiol (O1), 

o-9,12-carboranedithiol (9O12), and o-1,2-carboranedithiol (1O2), as indicated. At these surfaces, 

uniaxial, planar alignment was manifest in 4-cyano-4′-pentylbiphenyl (5BC) LCs, as evidenced by 

the variations in optical transmittance possessing four-fold rotational symmetry. Cells were 

constructed with angles of either 0° or 90° between the alignment layers’ gold deposition axes, 

inducing untwisted (red) or twisted (blue) nematic structures, respectively. Initially, one or both of 

a cell’s gold deposition axes were aligned with the polarizer axis, defined to be at 0°. Rotation 
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angles were measured with respect to this reference orientation, incremented in 5° steps. Reported 

spectra are averages of analyses performed on 𝒏 separate LC cells, each consisting of three 

measured regions, where the radial line widths indicate the data’s standard deviation. Spectra are 

scaled such that their respective transmittance maxima are equal; in actuality, the maximum 

transmittance of an untwisted nematic cell nearly equals the minimum transmittance of a cell with 

a 90° twist in its director. 

Applying a potential difference between the alignment layers generates an electric field 

that can distort the planar alignment of LCs with Δε > 0, inducing them to adopt an orientation 

parallel to the field (normal to the surface), as illustrated in Figure 2.2C.75 This reorientation of the 

mesogens alters the transmittances of LC cells viewed between crossed polarizers, as shown in 

Figure 2.4. Transmittances of twisted nematic cells containing 5CB (Δε > 0) decrease to near 0% 

with increasing field strengths. By contrast, twisted nematic cells made using MBBA do not 

exhibit a change in their transmittance due to their Δε < 0, maintaining planar alignments that are 

reinforced by the applied field (see Section 2.5.3). The applied potentials produce no lasting 

changes to the carboranethiol monolayers, as evidenced by the reproducibility of the voltage-

modulated transmittance curves through repeated sweeping of the potential’s amplitude between 

0 and 7 V. The observed optical responses of the cells to applied electric fields is further indication 

of the planar alignment adopted by both 5CB and MBBA LCs on carboranethiol and -dithiol 

SAMs. 
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Figure 2.4: Normalized optical transmittances of electrically modulated liquid crystal (LC) cells 

viewed between crossed polarizers. Alignment layers were prepared with matching self-assembled 

monolayers of m-9-carboranethiol (M9), m-1-carboranethiol (M1), o-9-carboranethiol (O9), 

o-1-carboranethiol (O1), o-9,12-carboranedithiol (9O12), and o-1,2-carboranedithiol (1O2), as 

indicated. These surfaces induced uniaxial planar alignment in 4-cyano-4′-pentylbiphenyl (5CB) 

LCs. Cells were constructed with perpendicular gold deposition axes, producing twisted nematic 

structures, and were positioned between crossed polarizers such that their zero-voltage optical 

transmittance was maximized. Subsequently, a sinusoidally varying (1 kHz) voltage was applied 

between the alignment layers in order to distort the LC director away from the surface. Root-mean-

square voltages, varied in 0.1 V steps, are indicated along the horizontal axes. Reported spectra 

are averages (black lines) of analyses performed on 𝒏 separate LC cells, where the vertical widths 

of the surrounding blue outlines indicate the data’s standard deviation. 



35 

 

The rotation- and field-induced variations in transmittance described above were observed 

uniformly over the entire area (~1 cm2) of each cell measured. These results indicate uniaxial 

planar alignment of 5CB and MBBA on anisotropic gold surfaces treated with each of the six 

carboranethiols considered here. However, these observations, alone, do not uniquely determine 

the nematic director orientation on a surface. Transmittance minima of untwisted nematics are 

expected when the director aligns along either of the crossed polarizers’ axes, while maxima are 

expected at these orientations for cells constructed with 90° twists in their directors. These 

expectations are realized in Figure 2.3; transmittance extrema coincide with cell rotations that 

align Au⃑⃑⃑⃑  ⃑ parallel to, and 45° from, the polarizers’ axes. Two possible in-plane director orientations 

can produce this effect: director alignment parallel or perpendicular to Au⃑⃑⃑⃑  ⃑. 

In order to determine, unambiguously, the LC orientation relative to the gold deposition 

axis (parallel or perpendicular), a wedge cell geometry was used, as illustrated in Figure 2.5. 

Illuminating a LC wedge with monochromatic light, polarized 45° from its optical axis, produced 

a series of bright and dark fringes visible within the cell when observed between crossed polarizers. 

These fringes result from changes in the transmitted light’s polarization as it traverses the 

birefringent cell. The optical retardation (Γ) between ordinary and extraordinary waves causes 

transmitted light to vary continuously between linear and elliptical polarization states, dependent 

on the wedge thickness (d). In the two extremes, light exits the wedge linearly polarized parallel 

or perpendicular to its incoming polarization, producing transmittance minima and maxima, 

respectively. The conditions on the optical retardation (wedge thickness) required for a 

transmittance extreme are given by: 
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Γ = ∆𝑛 ∙ 𝑑 = {

(𝑚 + ½)λ,maxima

𝑚λ,minima
  𝑚 = 0, 1, 2, 3,… Eq. 2.1 

where λ is the wavelength of light, Δn is the LC’s birefringence, and m is an integer enumerating 

the fringe order. Wave plates, inserted in series with a wedge cell between crossed polarizers, 

modify the total retardation by fixed amounts and cause the apparent positions of the fringes to 

shift. When the optical axes of a wave plate and untwisted nematic align, the total retardation of 

the transmitted light increases, whereas when their optical axes are crossed, the retardation 

decreases. Increased (decreased) optical retardation results in shifts in the fringe position toward 

(away from) the vertex of the wedge, toward the thinner (thicker) end of the cell. In this way, one 

can infer the orientation of the nematic director from the known orientation of a wave plate’s slow 

axis and the direction of the observed shift in fringe positions. 

 

Figure 2.5: Wedge cell scheme used to determine the in-plane liquid crystal director orientation 

with respect to the alignment layers’ gold deposition axes (“anchoring orientation cells”). Linearly 

polarized, monochromatic light (λ = 531 nm) traversing the cell accumulates an optical retardation 



37 

 

(Γ) dependent on the wedge thickness. As a result, the transmitted light varies between linear and 

elliptical polarization states, as indicated along the top of the figure. This retardation is modified 

by placing wave plates in series with the cell. When the optical axes of the cell and wave plate 

align, the overall retardation increases, whereas when the optical axis of the wave plate is 

perpendicular to that of the nematic, the total retardation is reduced. When viewed through an 

analyzer (not shown), oriented 90° from the incoming light’s polarization, a series of bright and 

dark fringes are visible within the cell due to extinction of light polarized along the initial direction. 

As shown, the wave plate modifies the optical retardation of the transmitted light by 𝛌 𝟐⁄ , thereby 

causing the transmittance maxima to become minima, and vice versa. All angles indicate 

orientations in the xy-plane with respect to the +x-axis. 

As shown in Figure 2.6, the fringes observed in cells made using M1, O1, and 1O2 SAMs 

shift toward the thinner ends of the cells with increased optical retardation along Au⃑⃑⃑⃑  ⃑. This result 

indicates that the 5CB director is aligned parallel to Au⃑⃑⃑⃑  ⃑ in these cells. By contrast, cells prepared 

with M9, O9, and 9O12 SAMs induced planar alignment of the 5CB director perpendicular to Au⃑⃑⃑⃑  ⃑, 

as the fringes were observed to move toward the thicker ends of the cells. We note that self-

assembled carboranethiol and -dithiol isomers with dipole moments directed toward the gold 

surface induced 5CB alignment parallel to Au⃑⃑⃑⃑  ⃑, whereas isomers with dipoles directed away from 

the substrate induced planar alignment perpendicular to Au⃑⃑⃑⃑  ⃑. A similar tendency was also observed 

in the case of MBBA LCs (see Section 2.5.4), with the exceptions of M9 and 1O2 SAMs, vide 

infra. Comparing the in-plane alignment orientations of 5CB and MBBA directors enables us to 

examine the coupling mechanism between the mesogens and carboranethiol SAMs. If a dipolar 

electric field due to the SAM dominates the interaction, then orthogonal director orientations of 
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the two LCs (with oppositely signed values of Δε) are expected. However, this behavior is not 

observed, which is understandable due to the inversion symmetry of the nematic director (𝜂  and 

−𝜂  represent equivalent director orientations).76 Therefore, the molecular dipole moments in the 

SAM must influence mesogen alignment by other means. 

 

Figure 2.6: Transmission fringes observed in liquid crystal (LC) wedge cells viewed between 

crossed polarizers while illuminated with monochromatic light (wavelength λ = 531 nm). 

Alignment layers prepared with matching self-assembled monolayers of m-1-carboranethiol (M1), 
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m-9-carboranethiol (M9), o-1-carboranethiol (O1), o-9-carboranethiol (O9), 

o-1,2-carboranedithiol (1O2), and o-9,12-carboranedithiol (9O12), as indicated, induced uniaxial 

planar alignment of 4-cyano-4′-pentylbiphenyl (5CB) LCs. Wave plates inserted between the 

polarizers modified the optical retardation of light transmitted through the cells by fixed amounts 

(ΓWP). Here, positive (negative) values of ΓWP signify that a wave plate’s optically slow axis was 

aligned parallel (perpendicular) to a cell’s gold deposition direction (𝐀𝐮⃑⃑⃑⃑  ⃑). Arrows and dashed lines 

track transmittance maxima of constant order within 4.8 mm × 0.5 mm fields of view. Fringes in 

cells containing M1, O1, and 1O2 monolayers were observed to shift toward the thinner ends of 

the wedges with increasing ΓWP (blue), indicating that their nematic directors were oriented parallel 

to 𝐀𝐮⃑⃑⃑⃑  ⃑. By contrast, fringes shifted toward the thicker ends of cells containing M9, O9, and 9O12 

monolayers (red), indicating director alignment perpendicular to 𝐀𝐮⃑⃑⃑⃑  ⃑. 

Anchoring energy measures the work (per unit area) required to reorient a LC director 

perpendicular to its preferred, ‘easy axis,’ orientation on a surface. We compare azimuthal 

anchoring energies of 5CB aligned by M1, O9, O1, and 9O12 monolayers as a means of 

quantifying SAM-LC interactions. In doing so, we test for differences in anchoring strengths 

between isomers that align LCs in the same, and perpendicular, directions on anisotropic gold 

surfaces. A torque-balance measurement scheme77,78 was adopted to estimate anchoring energies 

on patterned, hybrid, alignment layers assembled in a wedge configuration, as illustrated in 

Figure 2.2D. Twisted and untwisted nematic regions in a cell were created using bifunctional 

alignment layers, paring carboranethiol SAMs with alkanethiol monolayers known to induce 

planar LC alignment in orthogonal directions.46 The untwisted nematic regions within the cells 

enable determination of the easy axes of both the top and bottom alignment layers, which coincide 

with the director orientation. In the twisted nematic regions, however, the director deviates from 
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the surfaces’ easy axes due to an elastic restoring torque acting on the mesogens as a result of the 

twist deformation through the bulk of the cell. The angle (φ) by which the director deviates from 

the easy axes, and thus partially untwists itself, is related to the azimuthal anchoring energy (𝑊az): 

 
𝑊𝑎𝑧 = 

2𝐾22Ψ

𝑑 sin(2φ)
 Eq. 2.2 

where 𝐾22 is the twist elastic constant of the mesogen and Ψ is the overall twist of the nematic 

director through a cell with thickness 𝑑 (see Figure 2.11). In wedge cells, 𝑑 varies continuously 

along their longitudinal axes and, as such, must be determined at each measurement location. 

Wedge thicknesses may be inferred from their apparent (transmitted) colors. When illuminated 

with white light and viewed between polarizers crossed at ±45° from the optical axis of an 

untwisted nematic with known birefringence, the color of transmitted light is related to a cell’s 

thickness using a Michel-Lévy interference color chart.79 However, this chart provides only a 

qualitative measure since it is based on a subjective judgment of color and is prone to 

misinterpretation. Monochromatic transmission fringes visible within a cell, like those seen in 

Figure 2.6, provided a quantitative means of estimating the wedge thickness using known values 

of Δn and λ in Eq. 2.1. In this way, we determined the 5CB azimuthal anchoring energies 

summarized in Table 2.1. 

If LC alignment is modulated by the monolayer’s constituent dipole moments, we expect 

to observe differences in the anchoring strengths of alignment layers treated with different 

carboranethiol and -dithiol isomers. We found a nearly bimodal distribution of anchoring energies 

from the four carboranethiol SAMs tested here, with the stronger (weaker) anchoring surfaces 

corresponding to those with normal dipoles oriented toward (away from) the substrate. Anisotropic 

gold surfaces functionalized with either O9 or 9O12 aligned 5CB with approximately half the 



41 

 

strength, perpendicular to Au⃑⃑⃑⃑  ⃑, as monolayers of M1 or O1, which induced alignment parallel to 

Au⃑⃑⃑⃑  ⃑. Although each of these molecules possess distinct dipole magnitudes and orientations, the 

anchoring strengths of M1 and O1 (both monothiol species) SAMs did not differ appreciably. By 

contrast, the anchoring energy measured on 9O12 (dithiol) SAMs was found to be ~10% less than 

the value measured on O9 (monothiol) SAMs. However, that decrease in anchoring energy 

coincides with a matching reduction in the areal density of 9O12 molecules within close-packed 

SAMs, compared with O9 monolayers, due to the larger nearest-neighbor spacing of 

carboranedithiol adsorbates.14,60,64 These findings suggest that the polarity of the normal dipole 

moment, toward or away from the surface, and the molecular packing density are the dominant 

factors affecting LC anchoring in these systems. We note that the measured anchoring energies of 

5CB LCs on carboranethiol monolayers (~7 and ~14 µJ∙m-2) exceed the values reported for 

oligo(ethylene glycol)-containing SAMs (<6 µJ∙m-2),78,80 though both are almost 2 orders of 

magnitude weaker than the anchoring strengths of rubbed polyamide films.81,82 

Uncertainty in the local gold deposition angle is expected to be a major contributor to 

variations in the measured azimuthal anchoring energies.38,80,83,84 All of the gold films used in these 

studies were deposited at the same angle, normally 50° away from the surface normal. However, 

due to the finite sizes of the glass substrates and their positions relative to the evaporating metal 

source, departures of up to 6° from the intended angle are possible (see Section 2.5.7). Variations 

in the average grain size and surface roughness affect the substrate’s contribution to LC alignment, 

resulting in stronger anchoring on gold films deposited at higher, more oblique, angles.83 

Additionally, uncertainty in the anchoring energy typically increases with deposition angle due, in 

part, to its sensitivity to uncertainties in the nematic director’s twist and deviation from the easy 

axes.80 This sensitivity becomes more pronounced with increasing anchoring strength (higher 
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deposition angles). The anchoring energies reported here reflect averages of measurements 

performed on multiple cells, inversely weighted by their estimated variances. Such averaging, 

however, biases the reported values in favor of lower anchoring energies that possess 

correspondingly smaller uncertainties. The complete data sets, as well as a discussion of the 

statistical methods used in our analysis, are provided in Section 2.5.6. 

Table 2.1: Anchoring energy (𝑾𝐚𝐳) of 5CB liquid crystals in cells prepared with various 

carboranethiol self-assembled monolayers (SAMs). 

Anchoring 

SAMa 
p⊥

b 𝑾𝐚𝐳 (µJ∙m-2) Sample Size, n 

O9c 

↑ 
7.5 ± 0.1 28 

9O12d 6.7 ± 0.1 29 

M1e 

↓ 
14.3 ± 0.4 36 

O1f 14.3 ± 0.4 37 

 

aCarboranethiol or -dithiol isomer used to align 4-cyano-4′-pentylbiphenyl (5CB). bNormal dipole 

(p⊥) orientation toward (↓) or away from (↑) the gold surface. co-9-carboranethiol. 

do-9,12-carboranedithiol. em-1-carboranethiol. fo-1-carboranethiol. 

As noted above, we observe a trend in the alignment of LCs by carboranethiol monolayers 

prepared on anisotropic gold surfaces that follows the polarity of the adsorbate’s normal dipole 

moment. The constituent molecules of a SAM, in general, possess dipoles with components 

oriented parallel and normal to the functionalized surface. The cumulative effects of the in-plane 

molecular dipoles are diminished by their varying or disordered azimuthal orientations expected 

at room temperature.14 Molecules may adsorb to the surface with random in-plane dipole 

orientations and, in the cases of M9, M1, O9, and O1, which possess only a single attachment to 
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the substrate, rotate about their Au–S bonds. If long-range orientation order is present, the 

formation of differently polarized domains (including closure domains) would compensate for a 

net in-plane dipole over macroscopic scales. Additionally, image dipoles, formed through the 

redistribution of charge on the underlying gold substrate, would further attenuate the effects of in-

plane molecular dipoles. Normal dipole moments, however, are not subject to these mitigating 

factors. Each carboranethiol in a single-species SAM adsorbs to the surface with the same polar 

orientation and, as such, enhances the net dipole moment normal to the surface. Carboranedithiol 

isomers (9O12 and 1O2) were included in these experiments due to their expected dipole 

orientations normal to the surface as a result of their bilateral molecular symmetry. Since these 

isomers bind to the substrate via two Au–S bonds, they are not free to rotate azimuthally. In 

principle, these isomers could tilt about the axis connecting their two adsorbed thiolate moieties, 

out of the plane normal to the gold substrate, resulting in a portion of their dipole moments 

orienting parallel to the surface. Nevertheless, we observe the same trend in 5CB alignment 

induced by carboranedithiol isomers as in the cases of monothiol isomers, dependent upon the 

polarity of the normal dipole. As such, we conclude that the net in-plane dipole of a SAM is either 

compensated through one or more of the mechanisms mentioned above, or is a less significant 

contributor than the normal dipole when determining LC alignment. 

In addition to the factors discussed above, other surface anisotropies may contribute to the 

existence of an easy alignment axis. One such contribution originates from an anisotropic electric 

susceptibility of the alignment surface. Obliquely deposited films are expected to have an 

anisotropic response to electric stimuli (e.g., from mesogen dipoles) due to their dune-like or 

columnar surface textures.85,86 Molecular monolayers can modify this anisotropy, dependent on 

the adsorbate polarizabilities and orientations on the surface. To examine this effect, molecular 



44 

 

polarizability tensors (α) were calculated using density functional theory for each of the six 

carboranethiol and -dithiol isomers considered here (see Section 2.5.8). To facilitate comparison, 

Cartesian coordinate bases were chosen for each molecule such that the bond(s) connecting the 

sulfur atom(s) to the carborane cage moiety coincided with (or symmetrically straddled) the z-axis. 

Additionally, one or both of the carbon atoms within the isomers were designated to lie along the 

x-axis, in the cases of M1, O9, O1, 9O12, and 1O2, and symmetrically about the x-axis in the case 

of M9. These coordinate bases closely coincided with the molecules’ principal polarizability axes, 

such that the off-diagonal polarizability tensor elements (𝛼𝑖𝑗 , 𝑖 ≠ 𝑗) were negligible (<1%) by 

comparison to the diagonal elements (𝛼𝑖𝑖). Considering upright adsorption, we found that the 

molecular polarizabilities of carboranethiols were nearly symmetric in the plane of the substrate 

(𝛼𝑥𝑥 ≈ 𝛼𝑦𝑦), with variations of <2%. Larger in-plane variations in molecular polarizability were 

found for 9O12 and 1O2 (~10%), in part due to the lower (two-fold) rotational symmetry of 

carboranedithiols compared with monothiol isomers (five-fold). Symmetric adsorbate 

polarizabilities reduce the likelihood of anisotropic in-plane polarizations of a SAM inducing LC 

alignment on flat, isotropic surfaces. On textured surfaces, however, the local (microscopic) 

surface normal generally deviates from that of the average (macroscopic) plane of the substrate, 

effectively varying the orientations of molecules within the assembly. As a result, the in-plane 

electric susceptibility of a SAM depends, in part, on the polarizability of carboranethiols along 

their z-axes (𝛼𝑧𝑧), which is ~20% greater than along orthogonal directions. Therefore, geometric 

surface anisotropies present in obliquely deposited films, generate additional anisotropies in a 

monolayer without requiring, a priori, long-range azimuthal alignment of carboranethiols. 

However, we do not find any consistent correlation between the observed LC alignment and all 

six of the carboranethiol molecular polarizabilities considered here. 
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Comparing the alignments of mesogens with oppositely signed dielectric anisotropies 

provides insight into the role of the dipolar field on LC anchoring by functionalized surfaces. 

Assuming direct coupling between the mesogens and the field, 5CB and MBBA LCs were 

expected to align along orthogonal directions, relative to each other, at the SAM-LC interface. 

Instead, both mesogens adopted the same planar orientation, dependent on the polarity of the 

monolayer’s constituent molecular dipoles normal to the surface, as detailed previously. However, 

in the case of MBBA alignment, M9 and 1O2 carboranethiol monolayers were found to be 

exceptions to this trend. Alignment layers functionalized with M9 induced alignment of MBBA 

parallel to Au⃑⃑⃑⃑  ⃑, whereas 1O2 monolayers resulted in more heterogeneous and less reproducible 

anchoring of MBBA than observed on surfaces treated with other isomers under the same 

conditions. To understand these anomalies, we reemphasize that the monolayer’s constituent 

dipoles are not the sole factor affecting LC alignment, despite being the focus of these studies. 

Other influences, including surface topography, molecular geometry, tilt, and order are still present 

(albeit consistent) in each cell, while the contribution from carboranethiol dipoles varies between 

isomers. Out of the three isomers with dipoles directed away from the underlying gold surface 

tested here, M9 possesses the weakest moment and is the only one to induce LC alignment counter 

to the prevailing trend (and only with MBBA). Previously, we noted that the anchoring strength 

of 5CB on carborane-functionalized surfaces did not depend on the magnitude of the molecular 

dipoles of a SAM. This unexpected alignment of MBBA may indicate a minimum, threshold, 

strength of molecular dipoles required to orient LCs along a particular direction on these surfaces. 

Alternatively, we propose that the properties of MBBA itself may instead be responsible. Relative 

to 5CB, MBBA has a weaker internal dipole moment and smaller dielectric anisotropy (see 

Section 2.5.1). As a result, the coupling strength of MBBA to external electric fields is weaker 
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than that of 5CB, with which no alignment anomalies were observed. Future experiments using a 

LC with a more negative dielectric anisotropy could test this hypothesis and distinguish whether 

or not the observed alignment is indicative of the carboranethiol monolayer or a property of the 

mesogen itself. In the case of the heterogeneous alignment of MBBA on 1O2 monolayers, we note 

the potential for dithiol isomers to chemisorb to the gold surface in either singly or doubly bound 

states. Here, we used ethanolic solutions of each of the carboranedithiols with added base (sodium 

hydroxide) to promote dual binding via both thiol moieties on each molecule. However, even under 

these circumstances, not every adsorbed molecule binds to the gold with both thiol moieties. We 

have observed elsewhere64 that the 1O2 isomer is more likely to adsorb in mixed states (both singly 

and doubly bound) compared to the 9O12 isomer under alkaline conditions, resulting in a less 

uniform SAM. This molecular-scale heterogeneity may, in turn, produce more heterogeneous LC 

arrangements than those observed on alignment layers treated with other carboranethiol isomers. 

2.3  Conclusion & Prospects 

Here, LCs serve as advantageous probes of the nanoscale intermolecular forces between 

SAMs and their environment. These combinations of forces result from several factors, including 

surface topography, molecular orientation, and chemical functionality, which modulate the 

properties of the underlying substrate and mediate the assembly of adsorbates. We report on the 

uniaxial, planar alignment of 5CB and MBBA LCs on obliquely deposited gold films 

functionalized with carboranethiol and -dithiol SAMs. Carboranethiol monolayers enable direct 

comparisons of LC alignment modulated by differences in the magnitudes and orientations of 

assembled molecular dipoles on a surface. Carboranethiol monolayers hold constant other factors 

that influence LC alignment, such as molecular geometry, tilt, and order, which have confounded 

previous studies. Furthermore, comparing LC alignment on monolayers composed of monothiol 
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isomers (M9, M1, O9, and O1) to those composed of carboranedithiols (9O12 and 1O2) enabled 

inference of the roles of the normal and lateral surface dipoles. We observed that the in-plane, 

azimuthal, orientation of mesogens on anisotropic gold films were modulated predominantly by 

the carboranethiol dipole component normal to the surface. Monolayers composed of 

carboranethiols with dipoles oriented toward (away) from the underlying gold surface induced 

planar alignment of 5CB parallel (perpendicular) to the gold deposition direction. A similar trend 

was observed in the case of alignment of MBBA, which possesses an oppositely signed dielectric 

anisotropy. Since LCs with oppositely signed dielectric anisotropies align similarly, dependent on 

the monolayer’s normal dipole polarity, we conclude that it is not a direct result of dipolar field 

coupling between SAMs and mesogens. Therefore, we attribute the observed alignment to more 

complicated mechanisms involving intermolecular dispersion forces. To quantify SAM-LC 

interaction strength, we measured the azimuthal anchoring energies of 5CB on alignment layers 

treated with M1, O9, O1, and 9O12 monolayers. A nearly bimodal distribution of anchoring 

energies was measured, dependent on the polarity of the carboranethiol isomer dipole moment 

component normal to the surface. Monolayers composed of carboranethiol isomers with dipoles 

oriented away from (O9 and 9O12) and toward (M1 and O1) the substrate were measured to anchor 

5CB with strengths of ~7 and ~14 µJ∙m-2, respectively. Additionally, comparing the anchoring 

energies of pairs of isomers with the same polarity normal to the surface, we found no difference 

in anchoring strengths between monothiol species (M1 and O1). However, we observed that the 

anchoring energies measured on surfaces treated with 9O12 (dithiol) were about 10% lower than 

that of O9 (monothiol), coinciding with the decrease in areal density of carboranethiols within the 

close-packed monolayers. This result indicates that not only the polarities of the molecular dipoles 

affect LC anchoring, but also their densities on the surfaces. We also considered other sources of 
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surface anisotropy arising from the molecular polarizabilities of the carboranethiols used in this 

work that may affect LC anchoring direction and strength. We do not expect that long-range 

molecular alignment of carboranethiol adsorbates within SAMs at room temperature is likely.14 

However, others have previously observed azimuthal ordering of exposed methyl moieties in 

alkanethiol monolayers prepared on anisotropic gold films.41 Complementary techniques, such as 

sum-frequency generation spectroscopy, may be used in future studies to test this possibility in the 

case of carboranethiol SAMs.87 This work builds upon past studies of the alignment of LCs on 

functionalized, anisotropic surfaces in order to elucidate the role of molecular dipole moments of 

the monolayers on the subsequent adsorption and assembly of other molecular species. Extending 

this knowledge to other molecular systems will enhance the predictive capabilities of nanoscale 

engineering and enable rational design of structures extended to macroscopic scales on complex 

surfaces. 

2.4  Experimental Section 

Materials 

Positional isomers of dicarba-closo-dodecaboranethiol and -dithiol O1, O9, 1O2, and 9O12 

were synthesized using previously reported methods;88–90 M1 and M9 isomers were purchased 

from Sigma-Aldrich (St. Louis, MO). Mesogens 5CB and MBBA, as well as sodium hydroxide, 

and alkanethiols 1-undecanethiol (C11) and 1-octadecanethiol (C18) were also obtained from 

Sigma-Aldrich. Ethanol (200 proof) was purchased from Goldshield Chemical Company 

(Hayward, CA), while potassium hydroxide and hydrogen peroxide (30%) were acquired from 

Fisher Scientific (Pittsburgh, PA). Sulfuric acid (98%) was purchased from EMD Chemicals 

(Gibbstown, NJ). All commercial chemicals were used as received. Deionized (DI) water (18.2 

MΩ∙cm) was dispensed from a Milli-Q water purifier (EMD Millipore, Billerica, MA). 
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Polymeric Stamp Preparation 

Polymeric stamps were produced using a Sylgard 184 silicone elastomer kit (Dow Corning, 

Midland, MI) following a previously reported procedure.91 Flat, featureless stamps were obtained 

and cut into strips approximately 8 mm wide, 76 mm long, and 4 mm thick. 

Polarizing Microscopy & Image Analysis 

An Olympus BX51-P Polarizing Microscope and CCD camera (Center Valley, PA) were 

used throughout this work to record the transmittances and optical textures of LC cells as 8-bit 

grayscale images. The transmittance of a LC cell was computed using the average intensity of all 

pixels within an image (1600 × 1200 pixels). Variations in the transmittance within the microscope 

field of view were quantified using the standard deviation of pixel intensities. Reported 

transmittance values reflect aggregated analyses of multiple cells and multiple locations within 

each cell. Automated routines facilitated image processing. 

Alignment Layer Preparation 

Eagle XG glass (Corning Display Technologies, Corning, NY), 1.1 mm thick, was used 

throughout this work. Glass used in anchoring energy measurements had lateral dimensions of 

76 mm × 25 mm, while pieces intended for transmittance measurements were cut to approximately 

19 mm × 25 mm. 

Substrate Cleaning. Glass substrates were cleaned through sequential rinsing and 

ultrasonication steps (>20 min) in ethanol, DI water, and concentrated potassium hydroxide 

solution. Afterward, the glass was rinsed in DI water and then immersed in piranha solution (3:1 

H2SO4/H2O2) for ~1 h before a final rinse in DI water and being blown dry with nitrogen gas. 
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Oblique Metal Deposition. Cleaned glass substrates were loaded into the vacuum chamber 

of an electron beam metal evaporator (Kurt J. Lesker Company, Jefferson Hills, PA) immediately 

after drying and held at a base pressure of ~1 × 10-7 Torr. The substrates were mounted with fixed 

positions and orientations within the chamber such that their surface normal was inclined at an 

angle of 50° away from the metal source. Semitransparent gold films (10 nm) were deposited on 

top of chromium adhesion layers (2 nm) at rates of ~0.5 Å/s. Nominal film thicknesses were 

measured using a quartz crystal microbalance orientated toward the metal source, thus 

overestimating the amount of metal adsorbed on the glass by a factor of sec(50°) ≈ 1.6. Due to 

the finite sizes of the glass substrates and their positions relative to the metal source, a deviation 

of <6° from the intended deposition angle is expected for gold films deposited in the same batch. 

Self-Assembled Monolayer Preparation. Self-assembled monolayers were formed on 

obliquely deposited Au/glass substrates from 1 mM ethanolic solutions of the desired adsorbate: 

O1, O9, M1, M9, 1O2, 9O12, C11, or C18. In the cases of 1O2 and 9O12, 1:2 

carboranedithiol/NaOH equivalent solutions in ethanol were used to promote divalent adsorption 

on the gold surface.64 Immediately prior to SAM deposition, Au/glass substrates were exposed to 

an oxygen plasma (Harrick Plasma, Ithaca, NY) for 40 s in order to remove adventitious organic 

adsorbates. Substrates intended for use in transmittance measurements were immersed in solutions 

of the desired carboranethiol or -dithiol isomer for 12–18 h. Afterward, the uniformly 

functionalized surfaces were rinsed in copious amounts of ethanol and then blown dry with 

nitrogen gas. By contrast, soft lithography was employed to create two adjacent, spatially 

separated, SAMs on substrates used in anchoring energy measurements. A polymeric stamp was 

soaked in a solution of either C11 or C18 ‘ink’ for at least 20 min, then rinsed with ethanol and 

blown dry with nitrogen gas. The inked stamp was placed into conformal contact with a clean 
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Au/glass surface for 10 min. This stamping resulted in the formation of an alkanethiol SAM over 

about one-third of the alignment surface (conformal contact area). The surface was then immersed 

into a solution of the carboranethiol or -dithiol under investigation for 60 min in order to 

functionalize the remaining bare surface. Finally, the surface was rinsed with ethanol and blown 

dry with nitrogen gas. Observing the distinct wetting behavior of ethanol over the two SAM 

regions, possessing either non-polar (aliphatic) or polar (carborane) moieties, confirmed the 

bifunctional character of the surface.  

Liquid Crystal Cell Assembly 

All LC cells were assembled (vide infra) immediately following alignment layer 

preparation and their cavities filled with either 5CB or MBBA via capillary action. To prevent 

flow-induced LC alignment, the alignment layers and mesogens were heated to 5–10 °C above the 

mesogen’s clearing temperature during filling. Afterward, the cells were allowed to cool to room 

temperature (~20 °C) and permanently sealed using cyanoacrylate adhesive (Henkel, Westlake, 

OH). 

Transmittance Cells. Transmittance cells were assembled using plastic spacers (30 µm 

thick) to separate the matching functionalized-gold surfaces of two alignment layers. Alignment 

layers were paired such that their gold deposition axes were either parallel or crossed at angles of 

~90°, producing cells with untwisted or twisted nematic structures, respectively. Copper wires 

were affixed to the outermost edges of both gold surfaces using conductive carbon glue (Ted Pella, 

Redding, CA), enabling manipulation of LC orientations by applied electric fields (potentials). 

Anchoring Orientation Cells. The alignment layers of cells used to determine the in-plane 

LC anchoring orientations were prepared identically to those used in transmittance measurements. 

However, in contrast to transmittance cells, anchoring orientation cells were constructed as wedges 
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with a spacer separating the alignment layers at only one end. In this configuration, the thickness 

of the cavity between the alignment layers varied linearly along the cell’s longitudinal axis, 

independent of the transverse position. Only untwisted nematic cells, with parallel anisotropy axes, 

were used to determine anchoring orientations. 

Anchoring Energy Cells. Adopting the design described by Abbott and coworkers,77,78 

anchoring energy cells were constructed with the wedge cell geometry described previously and 

engineered to contain three nematic regions. Alignment layers were arranged with crossed gold 

deposition axes, oriented along the longitudinal and transverse cell axes, and with matched and 

mismatched overlapping SAM regions, as illustrated in Figure 2.2D. As such, the azimuthal 

director orientation was induced to twist by ~90° in the central region, whereas the regions on 

either side exhibited untwisted, uniaxial LC alignment (90° apart) through the bulk of the cell. To 

prevent flexing of the alignment layers during assembly, custom-built jigs were used to ensure 

uniform compression. Flexing was not observed to pose a problem when constructing other, 

comparatively shorter, types of LC cells. 

Transmittance Measurements 

Transmittance cells were examined between the crossed polarizers of a polarizing optical 

microscope while illuminated with white light. The optical axes of the cells were aligned initially 

with either of the microscope’s polarizing axes, thus minimizing (maximizing) the relative 

intensity of light transmitted through cells constructed with no twist (90° twist) in their nematic 

directors. The transmittance was measured at 5° intervals over one complete rotation of a cell. This 

process was repeated three times, in different regions (1.2 mm × 0.9 mm field of view), for each 

cell measured. Afterward, the orientation of the cell was fixed and its transmittance measured as a 
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sinusoidally varying voltage was applied between the alignment layers (3.0 mm × 2.2 mm field of 

view). 

Anchoring Orientation Determination 

Anchoring orientation cells were illuminated with monochromatic light polarized 45° from 

their optical axes. When viewed through an analyzer crossed 90° from the polarization of the 

incoming light, a series of bright and dark fringes were observed, as illustrated in Figure 2.5. These 

fringes were a consequence of differences in the optical retardation of light transmitted through 

the birefringent, LC, wedges. Wave plates (RealD, Beverly Hills, CA and Edmund Optics, 

Barrington, NJ) were inserted between the polarizers, in series with the cells, to alter this 

retardation by fixed amounts. Changes in the fringe positions due to the wave plates were tracked 

within viewing areas of about 6.0 mm × 4.5 mm. 

Anchoring Energy Measurements 

Azimuthal anchoring energies were measured using a similar procedure to that reported by 

Abbott and coworkers.78 The LC alignment directions and twist angles were determined using 

automated routines to fit the observed rotation–transmittance spectra in each of the cells’ three 

nematic regions (590 µm × 440 µm field of view) to their expected trigonometric responses. 

Estimates of local wedge cavity thicknesses were made by comparing the observed color of cells 

illuminated with white light to a Michel-Lévy interference color chart.79 These estimates were 

refined using the positions of the transmission fringes made visible by illuminating the cells with 

monochromatic light. Transmittance minima and maxima bands acted as internal graduations 

corresponding to known cavity thicknesses. Reported anchoring energies represent an average of 

all measurements weighted by their respective measurement uncertainties (see Section 2.5.6). 
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Density Functional Theory Calculations 

The six carboranethiol isomers used in this work were analyzed using density functional 

theory. Optimized molecular structures, dipole moments, and polarizabilities were computed at 

the M062X level of theory using the 6-311G** basis set with the Gaussian 09 software package 

(Gaussian, Wallingford, CT).92,93 

2.5  Associated Content 

Physical Properties of Liquid Crystals 

Relevant physical properties of the liquid crystals (LCs) used in this work, 

4-cyano-4′-pentylbiphenyl (5CB) and N-(4-methoxybenzylidene)-4-butylaniline (MBBA), are 

summarized in Table 2.2. 

Table 2.2: Physical properties of 5CBa and MBBAb liquid crystals. 

Propertyc 
Liquid Crystals 

5CBd MBBAe 

Δnf 0.1873 0.184 

Δεg +11.5 -0.5 

K22 (pN)h 4.22 4.0 

TNI
 (°C)i 35 47 

µ (D)j 5.1 2.2 

 

a4-cyano-4′-pentylbiphenyl (5CB). bN-(4-methoxybenzylidene)-4-butylaniline (MBBA). cThe 

values of these properties depend on the specific measurement conditions (e.g., temperature, 

optical wavelength, and chemical purity). Here, we report values applicable to this work. dSee 

Refs. 78,94–96. eSee Refs. 55,76,97. fBirefringence (Δn), calculated as the difference in the indices 

of refraction of light polarized along the mesogen’s extraordinary and ordinary axes. gDielectric 
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anisotropy (Δε), calculated as the difference in the mesogen’s dielectric constant parallel and 

perpendicular to the director. hMesogen twist elastic constant (𝐾22). iTransition temperature (𝑇NI) 

between the nematic and isotropic phases. jPermanent molecular dipole moment (µ) of the 

mesogen. The dipole moment of 5CB lies along its molecular axis, whereas the dipole moment of 

MBBA is directed primarily perpendicular to its long axis. 

MBBA Cell Rotation–Transmittance Spectra 

Figure 2.7 shows the modulation in the intensity of the light transmitted through MBBA 

cells as they were rotated between crossed polarizers (Figure 2.2B). Alignment layers treated with 

m-9-carboranethiol (M9), m-1-carboranethiol (M1), o-9-carboranethiol (O9), o-1-carboranethiol 

(O1), and o-9,12-carboranedithiol (9O12) SAMs induced uniaxial planar alignment in MBBA 

cells, as indicated by the four-fold symmetry of their transmittance spectra. Cells constructed 

without a twist in their nematic directors vary from nearly extinguishing all transmitted light to 

transmitting ~50%. By contrast, cells that possess a 90° twist in their directors have transmittances 

varying from ~50% to nearly 100%, due to the rotation of the polarization of the transmitted light 

as it traverses the cell. 
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Figure 2.7: Optical transmittances (indicated by the radial distance from the origin, in arbitrary 

units) of liquid crystal (LC) cells rotated between crossed polarizers. Alignment layers were 

prepared with matching self-assembled monolayers of m-9-carboranethiol (M9), 

m-1-carboranethiol (M1), o-9-carboranethiol (O9), o-1-carboranethiol (O1), and 

o-9,12-carboranedithiol (9O12), as indicated. At these surfaces, uniaxial, planar alignment was 

manifest in N-(4-methoxybenzylidene)-4-butylaniline (MBBA) LCs, as evidenced by the 

variations in optical transmittance possessing four-fold rotational symmetry. Cells were 

constructed with 0° or 90° angles between their alignment layers’ gold deposition axes, producing 

untwisted (red) or twisted (blue) nematic structures, respectively. Initially, one or both of a cell’s 

gold deposition axes were aligned with the polarizer axis, defined to be at 0°. Rotation angles were 

measured with respect to this reference orientation, incremented in 5° steps. Reported spectra are 

averages of analyses performed on 𝑛 separate LC cells, each consisting of three measured regions, 
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where the radial line widths indicate the data’s standard deviation. Spectra are scaled such that 

their respective transmittance maxima are equal; in actuality, the maximum transmittance of an 

untwisted nematic cell nearly equals the minimum transmittance of a cell with a 90° twist in its 

director. 

MBBA Cell Voltage–Transmittance Spectra 

Applying a potential difference between the alignment layers generates an electric field 

that can distort the LC alignment. Mesogens with negative dielectric anisotropies (Δε < 0) adopt 

an orientation perpendicular to the applied field. In the case of MBBA, such fields would induce 

(or reinforce) planar alignment, parallel to the surface. Any reorientation of the mesogens upon 

the application of an electric potential (𝑉AC ≤ 7 V) would alter the transmittances of LC cells 

viewed between crossed polarizers. As seen in Figure 2.8, transmittances of cells containing 

MBBA remain constant, indicating prior planar alignment of the mesogens and no subsequent 

reorientation. 

 

Figure 2.8: Normalized optical transmittances of electrically modulated liquid crystal (LC) cells 

viewed between crossed polarizers. Alignment layers were prepared with matching self-assembled 

monolayers of m-1-carboranethiol (M1), which induced uniaxial planar alignment in 

N-(4-methoxybenzylidene)-4-butylaniline (MBBA) LCs. Cells were constructed with 0° or 90° 
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angles between their alignment layers’ gold deposition axes, producing untwisted (red) or twisted 

(blue) nematic structures, respectively. Cells were positioned between crossed polarizers such that 

their zero-voltage optical transmittance was maximized (minimized) for twisted (untwisted) 

nematic structures. Subsequently, a sinusoidally varying (1 kHz) voltage was applied between the 

alignment layers. Root-mean-square voltages, varied in 0.1 V steps, are indicated along the 

horizontal axes. Reported spectra are averages (black lines) of analyses performed on 𝑛 = 3 

separate LC cells, of each type, where the vertical widths of the surrounding blue outlines indicate 

the data’s standard deviation. No changes in the transmittance spectra were observed with 

increasing voltage, indicating that the MBBA mesogens did not reorient as a result of the applied 

electric field. 

MBBA Anchoring Orientation Cells 

Anchoring orientation wedge cells were used to determine the in-plane orientation of 

MBBA LCs relative to the oblique gold deposition direction (Au⃑⃑⃑⃑  ⃑): parallel or perpendicular. As 

shown in Figure 2.9, the fringes observed in cells made using M1, M9, and O1 shift toward the 

thinner ends of the wedges with increased optical retardation along the gold deposition axis, 

indicating that the MBBA nematic director is aligned parallel to Au⃑⃑⃑⃑  ⃑. By contrast, cells made with 

O9 and 9O12 exhibited planar alignment of MBBA perpendicular to Au⃑⃑⃑⃑  ⃑, as evident from the 

observed fringe shifts toward the thicker ends of the wedges. As such, the orientations of the 

MBBA director match those of 5CB on alignment layers treated with M1, O1, O9, and 9O12 

SAMs. However, in the case of M9 SAMs, 5CB and MBBA LCs were observed to align along 

opposite directions, planar alignment perpendicular and parallel to Au⃑⃑⃑⃑  ⃑, respectively. We attribute 

this discrepancy to relatively weak interactions of the M9 molecular dipole moment with MBBA 
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mesogens, in comparison to those of other carboranethiol isomers, and other factors contributing 

to LC alignment that are always present in each cell, though presumed consistent. 

 

Figure 2.9: Transmission fringes observed in liquid crystal (LC) wedge cells viewed between 

crossed polarizers while illuminated with monochromatic light (wavelength λ = 531 nm). 

Alignment layers prepared with matching self-assembled monolayers of m-1-carboranethiol (M1), 

m-9-carboranethiol (M9), o-1-carboranethiol (O1), o-9-carboranethiol (O9), and 

o-9,12-carboranedithiol (9O12), as indicated, induced uniaxial planar alignment of 
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N-(4-methoxybenzylidene)-4-butylaniline (MBBA) LCs. Wave plates inserted between the 

polarizers modified the optical retardation of light transmitted through the cells by fixed amounts 

(ΓWP). Here, positive (negative) values of ΓWP signify that a wave plate’s optically slow axis was 

aligned parallel (perpendicular) to a cell’s gold evaporation direction (𝐀𝐮⃑⃑⃑⃑  ⃑). Arrows and dashed 

lines track transmittance maxima of constant order within 4.8 mm × 0.5 mm fields of view. Fringes 

in cells containing M1, M9, and O1 monolayers were observed to shift toward the thinner ends of 

the wedges with increasing ΓWP (blue), indicating that their nematic directors were oriented parallel 

to 𝐀𝐮⃑⃑⃑⃑  ⃑. By contrast, fringes shifted toward the thicker ends of wedges containing O9 and 9O12 

monolayers (red), indicating director alignment perpendicular to 𝐀𝐮⃑⃑⃑⃑  ⃑. 

5CB Cell Voltage–Transmittance Spectra 

Figure 2.10 depicts the normalized optical transmittances of untwisted 5CB cells 

modulated by an electric field. The scaling applied to these spectra exaggerates the apparent 

variations in the measured transmittances. Comparing absolute transmittances, the change 

observed in untwisted 5CB cells is only about 10% of that seen in 5CB cells with 90° twists in 

their directors (Figure 2.4). The observed transmittance variations in these cells is similar to those 

expected from untwisted 5CB cells using other LC alignment techniques (e.g., rubbed polyimide). 
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Figure 2.10: Normalized optical transmittances of electrically modulated liquid crystal (LC) cells 

viewed between crossed polarizers. Alignment layers were prepared with matching self-assembled 

monolayers of m-9-carboranethiol (M9), m-1-carboranethiol (M1), o-9-carboranethiol (O9), 

o-1-carboranethiol (O1), o-9,12-carboranedithiol (9O12), and o-1,2-carboranedithiol (1O2), as 

indicated. These surfaces induced uniaxial planar alignment in 4-cyano-4′-pentylbiphenyl (5CB) 

LCs. Cells were constructed with parallel gold deposition axes, producing untwisted nematic 

structures, and were positioned between crossed polarizers such that their zero-voltage optical 

transmittance was minimized. Subsequently, a sinusoidally varying (1 kHz) voltage was applied 

between the alignment layers in order to distort the LC director away from the surface. Root-mean-

square voltages, varied in 0.1 V steps, are indicated along the horizontal axes. Reported spectra 

are averages (black lines) of analyses performed on 𝑛 separate LC cells, where the vertical widths 

of the surrounding red outlines indicate the data’s standard deviation. 
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Azimuthal Anchoring Energy 

Azimuthal anchoring energies (Waz) of 5CB aligned by SAMs composed of M1, O9, O1, 

and 9O12 isomers were measured using the torque balanced method described by Abbott and 

coworkers.78 Here, we summarize the methods used to determine the parameters d, φ, and Ψ in 

Eq. 2.2. All measurements were made on anchoring energy wedge cells (Figure 2.2D) viewed 

between crossed polarizers. Wedge thicknesses (d) were estimated by comparing the observed 

(transmitted) color of the cells, illuminated with white light polarized ±45° from their optical axes, 

to a Michel-Lévy interference color chart,79 and then refined using Eq. 2.1 and the positions of the 

transmission fringes made visible using monochromatic light (λ = 531 nm). 

We calculated φ and Ψ using the values of δ and γ (Figure 2.11), which were determined 

by monitoring the transmission of light through each of the three nematic regions within an 

anchoring energy cell. The easy alignment axis of the bottom carboranethiol alignment layer 

(η0-bottom) was found by rotating the cell with respect to crossed polarizers while examining an 

untwisted nematic region. There, transmission minima occur when η0-bottom coincides with either 

of the polarizer or analyzer axes. After aligning η0-bottom with the polarizer, the easy axis of the 

top carboranethiol alignment layer (η0-top) was identified by rotating the analyzer with respect the 

fixed cell until the intensity of light transmitted through the second untwisted nematic region was 

minimized. In doing so, the analyzer was aligned perpendicular to η0-top. The relative angle 

formed between the polarizer and analyzer axes equaled δ. Finally, the optical transmittance in the 

central, twisted nematic, region was minimized by, again, rotating the analyzer while keeping the 

cell orientation fixed. In this configuration, the analyzer was orthogonal to the equilibrium 

orientation of the director anchored by the top alignment layer (ηd-top), and the angle formed 

between the analyzer and polarizer axes equaled γ.  
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Once δ and γ were determined, the angle (φ) by which the azimuthal orientation of the 

director departs from the easy alignment axes and the angular twist (Ψ) of the director through the 

cell’s thickness were found using the equations: 

φ = δ − (γ − 90°) 

Ψ = 2(γ − 90°) − δ 

The anchoring energies reported in Table 2.1 represent a weighted average of measurements made 

on multiple cells (at least four of a given isomer) and multiple areas within each cell (up to 10). 

We computed the uncertainties (σ) of d, φ, and Ψ using the following equations: 

σ𝑑 =
σΓ

∆𝑛
 

σφ = √σδ
2 + σγ

2 

σΨ = √σδ
2 + (2σγ)2 

The partial derivatives of Waz were found with respect to φ, Ψ, and d, as shown below: 

∂𝑊az

∂Ψ
=

2𝐾22

𝑑 sin(2φ)
 

∂𝑊az

∂φ
=

−4𝐾22Ψ

𝑑 tan(2φ) sin(2φ)
 

∂𝑊az

∂𝑑
=

−2𝐾22Ψ

𝑑2 sin(2φ)
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These quantities, evaluated using the parameters of each measurement, were then used to compute 

the uncertainty in Waz (σ𝑊az
): 

σ𝑊az
= √(

∂𝑊az

∂Ψ
σΨ)

2

+ (
∂𝑊az

∂φ
σφ)

2

+ (
∂𝑊az

∂𝑑
σ𝑑)

2

 

The weighted average of Waz and σ𝑊az
 were calculated for i independent measurements using:  

Weighted Average 𝑊az =

∑
𝑊az𝑖

σ𝑊az𝑖

2𝑖

∑
1

σ𝑊az𝑖

2𝑖

⁄  

Weighted Average σ𝑊az
= 1

√∑
1

σ𝑊az𝑖

2𝑖
⁄

 

 

Figure 2.11: Schematic illustrating the angles used to compute the azimuthal anchoring energy. 

Orientations of the polarizer and analyzer are denoted by P and A, respectively. Easy alignment 

axes are indicated for the top (η0-top) and bottom (η0-bottom) alignment layers, while ηd-top and 

ηd-bottom indicate the equilibrium director orientations at the top and bottom alignment surfaces, 

respectively, as a result the opposing torques acting on the twisted nematic. The angle by which 

the azimuthal orientation of the director deviates from the easy axes is denoted by φ, whereas Ψ is 

the twist in the LC director between the top and bottom alignment surfaces. Figure adapted with 

permission from Ref. 78. Copyright 2006 American Chemical Society. 



65 

 

Table 2.3: Azimuthal anchoring energy (𝑊az) of 4-cyano-4′-pentylbiphenyl (5CB) liquid crystals 

in cells prepared with m-1-carboranethiol (M1) SAMs. 

M1 Γ (nm)a 
δ (˚)b 

γ (˚)c 𝑾𝐚𝐳 (µJ∙m
-2

) 

Sample 1 
Spot 1 1590 86.1 1.6 24 ± 3 

Spot 2 2120 86.2 0.8 21 ± 3 

Sample 2 

Spot 1 800 89.2 1.7 160 ± 30 

Spot 2 1060 89.0 1.2 90 ± 30 

Spot 3 1330 81.8 5.5 11 ± 1 

Spot 4 1590 88.6 1.3 49 ± 13 

Spot 5 1860 88.4 1.4 37 ± 9 

Spot 6 2120 88.5 0.9 41 ± 12 

Sample 3 
Spot 1 1860 88.0 1.3 35 ± 8 

Spot 2 2120 87.7 2.8 19 ± 3 

Sample 4 
 

Spot 1 800 89.1 1.5 110 ± 30 

Spot 2 1060 89.4 1.3 110 ± 40 

Spot 3 1330 89.6 1.0 120 ± 60 

Spot 4 1590 89.8 1.1 110 ± 60 

Spot 5 1860 89.8 0.6 150 ± 140 

Spot 6 2120 89.7 0.9 85 ± 51 

Spot 7 2390 89.9 0.4 180 ± 270 

Sample 5 

Spot 1 800 86.3 2.0 46 ± 6 

Spot 2 1060 85.0 3.3 24 ± 2 

Spot 3 1330 86.0 2.7 24 ± 3 

Spot 4 1590 85.6 2.9 18 ± 2 

Spot 5 1860 85.5 2.3 16 ± 2 

Spot 6 2120 85.5 3.0 13 ± 1 

Spot 7 2390 86.2 2.2 15 ± 2 

Spot 8 2660 85.7 2.6 11 ± 1 

Spot 9 2920 85.9 2.3 11 ± 1 

Spot 10 3190 86.3 1.9 12 ± 2 

Sample 6 

Spot 1 1330 88.9 0.8 85 ± 32 

Spot 2 1590 88.6 0.9 58 ± 18 

Spot 3 1860 88.6 0.4 65 ± 26 

Spot 4 2120 88.0 0.0 49 ± 17 

Spot 5 2390 88.0 0.7 32 ± 9 

Spot 6 2660 88.2 0.1 43 ± 17 

Spot 7 2920 88.5 0.1 45 ± 20 

Sample 7 
Spot 1 1330 86.7 2.7 26 ± 3 

Spot 2 1590 85.8 3.4 17 ± 2 

Weighted Average (n = 36) 14.3 ± 0.4 
 

aRetardation (Γ) between ordinary and extraordinary waves traversing the cell. All retardation values are assumed to 

have a measurement uncertainty of σΓ = 50 nm. bThe angle (δ) formed between the alignment layers’ easy axes. cThe 
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angle (γ) formed between the polarizer and analyzer that minimizes transmittance through the twisted nematic region 

when the easy axis of the bottom alignment layer lies parallel to the polarizer axis. Uncertainties in the measured 

angles (δ and γ) are σδ = σγ = 0.5˚. 
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Table 2.4: Azimuthal anchoring energy (𝑊az) of 4-cyano-4′-pentylbiphenyl (5CB) liquid crystals 

in cells prepared with o-1-carboranethiol (O1) SAMs. 

O1 Γ (nm)a 
δ (˚)b 

γ (˚)c 𝑾𝐚𝐳 (µJ∙m
-2

) 

Sample 1 

Spot 1 1060 84.7 3.5 22 ± 2 

Spot 2 1330 83.1 4.3 14 ± 1 

Spot 3 1590 84.8 2.9 16 ± 2 

Spot 4 1860 85.3 2.5 16 ± 2 

Spot 5 2120 85.4 2.2 14 ± 2 

Sample 2 

Spot 1 800 87.0 2.1 51 ± 8 

Spot 2 1060 86.7 3.4 29 ± 3 

Spot 3 1330 86.9 3.2 25 ± 3 

Spot 4 1590 86.9 2.5 24 ± 3 

Spot 5 1860 87.5 1.6 27 ± 5 

Spot 6 2120 87.2 0.1 35 ± 9 

Sample 3 

Spot 1 1330 88.3 3.5 30 ± 4 

Spot 2 1590 88.1 1.1 45 ± 11 

Spot 3 1860 88.7 2.4 30 ± 6 

Spot 4 2120 88.6 2.7 24 ± 4 

Spot 5 2390 89.4 2.3 30 ± 7 

Spot 6 2660 89.0 2.0 27 ± 6 

Sample 4 

Spot 1 2920 88.2 1.7 20 ± 4 

Spot 2 3190 88.0 1.4 19 ± 4 

Spot 3 3450 87.4 1.1 17 ± 3 

Sample 5 

Spot 1 530 81.9 0.5 46 ± 6 

Spot 2 800 85.3 4.8 27 ± 2 

Spot 3 1330 85.4 4.3 17 ± 2 

Spot 4 1590 85.4 2.3 19 ± 2 

Spot 5 1860 86.3 2.5 18 ± 2 

Spot 6 2120 85.7 3.7 12 ± 1 

Spot 7 2390 86.6 3.0 14 ± 2 

Spot 8 2660 86.8 2.6 13 ± 2 

Sample 6 

Spot 1 1060 85.7 3.7 24 ± 2 

Spot 2 1330 86.0 3.5 21 ± 2 

Spot 3 1590 86.0 2.8 19 ± 2 

Spot 4 1860 86.6 1.9 21 ± 3 

Spot 5 2120 86.4 2.9 15 ± 2 

Spot 6 2390 86.6 2.4 15 ± 2 

Spot 7 2660 86.6 2.4 14 ± 2 

Spot 8 2920 87.0 2.4 13 ± 2 

Spot 9 3190 87.2 1.9 14 ± 2 

Weighted Average (n = 37) 14.3 ± 0.4 
 

aRetardation (Γ) between ordinary and extraordinary waves traversing the cell. All retardation values are assumed to 
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have a measurement uncertainty of σΓ = 50 nm. bThe angle (δ) formed between the alignment layers’ easy axes. cThe 

angle (γ) formed between the polarizer and analyzer that minimizes transmittance through the twisted nematic region 

when the easy axis of the bottom alignment layer lies parallel to the polarizer axis. Uncertainties in the measured 

angles (δ and γ) are σδ = σγ = 0.5˚. 
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Table 2.5: Azimuthal anchoring energy (𝑊az) of 4-cyano-4′-pentylbiphenyl (5CB) liquid crystals 

in cells prepared with o-9-carboranethiol (O9) SAMs. 

O9 Γ (nm)a δ (˚)b γ (˚)c 𝑾𝐚𝐳 (µJ∙m
-2

) 

Sample 1 

Spot 1 1060 87.4 2.4 40 ± 6 

Spot 2 1590 87.5 2.3 27 ± 4 

Spot 3 3190 88.6 0.7 32 ± 11 

Sample 2 

Spot 1 1060 90.3 2.0 110 ± 50 

Spot 2 1330 90.0 1.6 96 ± 41 

Spot 3 1590 89.9 2.4 54 ± 16 

Spot 4 1860 89.4 0.8 83 ± 43 

Sample 3 

Spot 1 800 85.4 5.5 26 ± 2 

Spot 2 1060 83.4 7.6 14 ± 1 

Spot 3 1330 84.8 5.6 14 ± 1 

Spot 4 1590 84.9 7.0 11 ± 1 

Spot 5 1860 85.3 5.1 11 ± 1 

Spot 6 2120 84.3 6.5 7.9 ± 0.5 

Sample 4 

Spot 1 1060 84.4 4.3 20 ± 2 

Spot 2 1330 84.6 3.8 17 ± 1 

Spot 3 1590 84.7 4.0 14 ± 1 

Spot 4 1860 85.2 3.0 14 ± 1 

Spot 5 2120 85.7 3.3 13 ± 1 

Spot 6 2390 85.2 3.4 11 ± 1 

Sample 5 

Spot 1 1060 81.5 9.9 11 ± 1 

Spot 2 1330 83.4 7.4 11 ± 1 

Spot 3 1590 83.1 7.7 8.9 ± 0.5 

Spot 4 1860 83.5 6.7 8.4 ± 0.5 

Spot 5 2120 83.2 7.4 6.8 ± 0.4 

Spot 6 2390 83.7 6.4 6.8 ± 0.4 

Spot 7 2660 83.3 7.0 5.6 ± 0.3 

Spot 8 2920 83.7 6.5 5.5 ± 0.3 

Spot 9 3190 83.7 6.1 5.2 ± 0.3 

Weighted Average (n = 28) 7.5 ± 0.1 
 

aRetardation (Γ) between ordinary and extraordinary waves traversing the cell. All retardation values are assumed to 

have a measurement uncertainty of σΓ = 50 nm. bThe angle (δ) formed between the alignment layers’ easy axes. cThe 

angle (γ) formed between the polarizer and analyzer that minimizes transmittance through the twisted nematic region 

when the easy axis of the bottom alignment layer lies parallel to the polarizer axis. Uncertainties in the measured 

angles (δ and γ) are σδ = σγ = 0.5˚. 
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Table 2.6: Azimuthal anchoring energy (𝑊az) of 4-cyano-4′-pentylbiphenyl (5CB) liquid crystals 

in cells prepared with o-9,12-carboranedithiol (9O12) SAMs. 

9O12 Γ (nm)a 
δ (˚)b 

γ (˚)c 𝑾𝐚𝐳 (µJ∙m
-2

) 

Sample 1 

Spot 1 800 86.2 4.6 31 ± 3 

Spot 2 1060 83.5 3.1 20 ± 2 

Spot 3 1330 84.7 0.3 28 ± 4 

Spot 4 1590 84.2 0.7 20 ± 2 

Spot 5 1860 85.5 2.0 17 ± 2 

Spot 6 2120 84.2 0.6 15 ± 2 

Spot 7 2390 85.9 0.8 18 ± 3 

Sample 2 

Spot 1 1590 89.9 3.4 38 ± 8 

Spot 2 1860 89.9 2.4 46 ± 13 

Spot 3 2120 88.7 2.2 29 ± 6 

Spot 4 2390 89.1 1.7 34 ± 9 

Spot 5 2660 89.9 2.4 32 ± 9 

Spot 6 2920 88.8 3.3 16 ± 3 

Sample 3 

Spot 1 1330 81.6 7.0 10 ± 1 

Spot 2 1590 80.9 7.5 7.8 ± 0.4 

Spot 3 1860 82.6 5.7 8.5 ± 0.5 

Spot 4 2120 81.9 6.5 6.6 ± 0.3 

Spot 5 2390 82.8 5.4 6.8 ± 0.4 

Spot 6 2660 81.8 5.8 5.6 ± 0.3 

Spot 7 2920 83.5 5.2 6.0 ± 0.4 

Spot 8 3190 81.5 6.4 4.3 ± 0.2 

Sample 4 

Spot 1 1330 85.8 5.8 16 ± 1 

Spot 2 1590 86.0 5.7 13 ± 1 

Spot 3 1860 85.8 3.8 14 ± 1 

Spot 4 2120 85.7 4.4 11 ± 1 

Spot 5 2390 86.0 2.9 13 ± 1 

Spot 6 2660 86.1 2.7 12 ± 1 

Spot 7 2920 85.9 2.4 11 ± 1 

Spot 8 3190 84.9 3.0 8.0 ± 0.7 

Weighted Average (n = 29) 6.7 ± 0.1 
 

aRetardation (Γ) between ordinary and extraordinary waves traversing the cell. All retardation values are assumed to 

have a measurement uncertainty of σΓ = 50 nm. bThe angle (δ) formed between the alignment layers’ easy axes. cThe 

angle (γ) formed between the polarizer and analyzer that minimizes transmittance through the twisted nematic region 

when the easy axis of the bottom alignment layer lies parallel to the polarizer axis. Uncertainties in the measured 

angles (δ and γ) are σδ = σγ = 0.5˚. 
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Oblique Gold Deposition 

Gold was deposited at an oblique angle (50° away from the normal) onto glass substrates, 

as shown in Figure 2.12. This angle describes the incidence angle of metal deposited in the center 

of the tilted substrate, located directly above the metal source. However, for extended substrates, 

this angle depends on the surface’s distance away from the central deposition axis. Here, this 

deviation is no more than 6° from the intended deposition angle.  

 

Figure 2.12: Schematic of oblique gold deposition. (A) Inside a vacuum chamber, gold is heated 

by an electron beam (not shown), causing it to evaporate from a source and deposit onto a tiled 

substrate located above. (B) Due to the non-zero widths and arrangement of glass, the deposition 

angle varies across the surface and between slides. Deviations from the intended angle (θ = 50°) 

are expected to be, at most, 𝛽1 ≈ 𝛽2 ≈ 6° for the dimensions and configuration used in this work. 
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Gaussian Calculations 

Molecular Dipole Moments. Table 2.7 summarizes the molecular dipole moments of M9, 

M1, O9, O1, 9O12, and 1O2 calculated using density functional theory and the Gaussian 09 

software package at the M062X level with the 6-311G** basis set. Dipole component vectors (𝑝|| 

and 𝑝⊥) assume upright adsorption of the carboranethiol species on a gold surface. 

Table 2.7: Molecular dipole moments (𝑝) of carboranethiol and -dithiol isomers. 

Isomer Molecular Dipole Moment (D) 

Magnitude 𝒑||
a 𝒑⊥

b 

M9c 3.94 1.38 3.70 

M1d 2.20 2.13 -0.558 

O9e 5.46 2.18 5.01 

O1f 3.59 1.90 -3.05 

9O12g 6.78 0.00 6.78 

1O2h 3.20 0.00 -3.20 

 

aIn-plane dipole moment, parallel to the surface. bOut-of-plane dipole moment, normal to the 

surface. cm-9-carboranethiol (M9). dm-1-carboranethiol (M1). eo-9-carboranethiol (O9). 

fo-1-carboranethiol (O1). go-9,12-carboranedithiol (9O12). ho-1,2-carboranedithiol (1O2). 

Molecular Polarizability Tensor. The molecular polarizability tensors (α) of all six 

carboranethiols studied here were computed with the Gaussian 09 software package: 

α = [

𝛼𝑥𝑥 𝛼𝑥𝑦 𝛼𝑥𝑧

𝛼𝑥𝑦 𝛼𝑦𝑦 𝛼𝑦𝑧

𝛼𝑥𝑧 𝛼𝑦𝑧 𝛼𝑧𝑧

] 

As described in the main text, Cartesian coordinate bases were chosen for each isomer based on 

its molecular symmetry and assumed upright adsorption onto underlying gold substrates. We found 

the polarizability tensors of each isomer to be nearly diagonalized in the chosen coordinate basis. 
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As such, we consider only the carboranethiol polarizabilities along each of the coordinate axes 

(α𝑥𝑥, α𝑦𝑦 , and α𝑧𝑧), as summarized in Table 2.8. 

Table 2.8: Molecular polarizabilities (𝛂𝒊𝒊) of carboranethiol and -dithiol isomers. 

Isomer Principal Polarizabilities (Å3) 

𝜶𝒙𝒙 𝜶𝒚𝒚 𝜶𝒛𝒛 

M9a 19.4 19.2 24.3 

M1b 19.4 19.6 23.6 

O9c 19.5 19.8 24.0 

O1d 19.4 19.7 23.7 

9O12e 24.0 21.3 26.3 

1O2f 23.4 21.3 26.4 

 

am-9-carboranethiol (M9). bm-1-carboranethiol (M1). co-9-carboranethiol (O9). 

do-1-carboranethiol (O1). eo-9,12-carboranedithiol (9O12). fo-1,2-carboranedithiol (1O2). 

Optimized Molecular Geometries and Dipoles. Computed values of the molecular dipole 

vectors and polarizability tensors depend on the optimized orientation of the thiol moiety (S–H 

bond) in each carboranethiol isomer. However, the hydrogen on the molecule’s thiol functionality 

is lost during chemisoption onto the gold surface (becoming -thiolate). As such, the dipoles and 

polarizabilities computed for these structures do not accurately reflect those of the actual adsorbed 

molecule. To account for this change in molecular structure upon chemisorption, we computed the 

molecular dipoles and polarizabilities of each isomer as the average of those values from multiple 

(nearly degenerate) conformations of each isomer. Each molecular conformation was 

distinguished by the initial value of the carborane–sulfur–hydrogen dihedral angle in the 

unoptimized structure, reflecting the rotational symmetry of the thiol moieties in each isomer (five-

fold and two-fold symmetries in the cases of mono- and dithiol species, respectively). Averaging 
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effectively eliminates the thiol contributions to the in-plane molecular dipole and polarizability. 

The tables below present the atomic coordinates of each structure after optimization, labeled with 

the initial thiol dihedral angles. During optimization, atoms in each structure were allowed to relax 

into their lowest energy positions with the exceptions of dihedral angles denoted by “F.” In these 

“frozen” structures, the value of the thiol dihedral angle was not optimized in order to maintain 

the desired molecular symmetry. These molecular conformations do not represent energetically 

optimized structures. If optimized without restrictions, an unfavorable interaction between the 

electron deficient carbon atoms in the carborane cage and the polar S–H bond would cause the 

thiol dihedral angle to deviate significantly from its initial value and disrupt the symmetry of the 

model. As such, these structures were used with only partial structural optimization. We reiterate, 

however, that the adsorbed molecule does not possess the carborane–sulfur–hydrogen dihedral 

angle left unoptimized here. In the cases of carboranedithiol isomers, the two conformations are 

distinguished by an “M” (or its absence) in the table heading. These conformations are mirror-

symmetric versions of the fully optimized structures, reflecting the bilateral symmetry of the 

dithiol species. 

  



75 

 

M9 (0°) Energy: -730.121306 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 0.112328 -0.4994 -1.422584 

B -1.393971 -1.240065 -0.862785 

B 0.131359 1.192437 -0.906861 

B 1.065263 -0.016128 -0.000362 

B 0.115184 -1.520253 0.025303 

B -1.360695 1.500783 -0.024783 

B 0.132472 1.22187 0.865364 

B 0.113277 -0.451841 1.437922 

B -1.393854 -1.210304 0.904755 

C -1.319917 0.443261 1.287942 

H 0.545346 -0.778257 -2.48149 

H 0.633748 -2.580157 0.042517 

H 0.562947 2.034117 -1.609023 

H -1.965234 2.508414 -0.040872 

H 0.54684 -0.695522 2.505253 

H 0.564102 2.086491 1.539219 

H -1.978863 -1.950561 1.609212 

H -1.979496 -2.003201 -1.541961 

B -2.308671 -0.005531 0.000636 

C -1.321212 0.400457 -1.301621 

H -1.816124 0.69738 -2.21541 

H -3.478525 0.103897 -0.00055 

H -1.813884 0.770472 2.191888 

S 2.927707 -0.084822 -0.000618 

H 3.119158 1.243927 0.010164 

M9 (72°, F) Energy: -730.121033 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -0.107117 1.489342 -0.232513 

B 1.407478 1.341038 0.681516 

B -0.124049 0.23107 -1.485054 

B -1.064653 0.023934 0.015641 

B -0.099851 0.71243 1.358978 

B 1.361379 -0.70142 -1.331054 

B -0.144687 -1.331282 -0.667711 

B -0.12732 -1.032239 1.085953 

B 1.396634 -0.222552 1.496113 

C 1.298797 -1.351164 0.224497 

H -0.52408 2.559672 -0.494616 

H -0.619224 1.205486 2.295336 

H -0.556541 0.456686 -2.556171 

H 1.961981 -1.17588 -2.222646 

H -0.567869 -1.855249 1.805434 

H -0.587619 -2.333491 -1.100653 

H 1.982563 -0.502995 2.478173 

H 2.004867 2.297188 1.021268 

B 2.308309 -0.015211 0.004933 

C 1.326391 0.944199 -0.974342 

H 1.825069 1.607339 -1.666786 

H 3.477842 -0.077383 -0.089676 

H 1.778651 -2.3084 0.37096 

S -2.928377 0.083104 -0.008285 

H -3.103354 -1.236404 0.156996 

M9 (144°) Energy: -730.121494 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 0.115038 -0.247782 1.486599 

B -1.389949 0.678357 1.355552 

B 0.123054 -1.48438 0.211914 

B 1.064465 0.002157 0.005351 

B 0.124923 1.340214 0.714753 

B -1.376141 -1.318956 -0.701775 

B 0.11839 -0.660627 -1.352864 

B 0.124748 1.079833 -1.040262 

B -1.378709 1.50418 -0.204677 

C -1.321241 0.238252 -1.340791 

H 0.547625 -0.521716 2.54693 

H 0.654528 2.273163 1.206619 

H 0.543676 -2.564026 0.422844 

H -1.989435 -2.205945 -1.168597 

H 0.560845 1.805697 -1.859864 

H 0.546522 -1.092243 -2.360608 

H -1.95537 2.496756 -0.466906 

H -1.972793 1.023154 2.318847 

B -2.308361 0.019761 0.005842 

C -1.322341 -0.970733 0.950342 

H -1.818246 -1.668702 1.609747 

H -3.479332 -0.064677 -0.041078 

H -1.815604 0.39646 -2.288699 

S 2.927231 -0.080245 0.011026 

H 3.116097 1.237102 -0.155119 

M9 (216°) Energy: -730.121477 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -0.124597 1.086609 -1.033387 

B 1.379 1.505224 -0.195074 

B -0.118495 -0.651983 -1.35705 

B -1.06448 0.002546 0.005272 

B -0.124588 1.335919 0.723338 

B 1.37587 -1.314633 -0.71017 

B -0.123365 -1.485513 0.202565 

B -0.115139 -0.256927 1.48488 

B 1.390147 0.669584 1.359842 

C 1.322024 -0.976836 0.944141 

H -0.560253 1.817911 -1.848367 

H -0.653903 2.265837 1.221148 

H -0.546574 -1.077265 -2.367499 

H 1.988938 -2.198763 -1.182581 

H -0.548029 -0.537573 2.543311 

H -0.544392 -2.566275 0.40671 

H 1.973231 1.007945 2.325235 

H 1.955856 2.499308 -0.451081 

B 2.308375 0.019311 0.005949 

C 1.321141 0.246531 -1.339235 

H 1.815492 0.410709 -2.286122 

H 3.479296 -0.064984 -0.041786 

H 1.817685 -1.679032 1.599219 

S -2.927112 -0.080227 0.011179 

H -3.116187 1.236947 -0.157323 
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M9 (288°, F) Energy: -730.121018 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 0.127109 -1.028763 1.089338 

B -1.396597 -0.217475 1.496728 

B 0.144485 -1.33351 -0.663294 

B 1.064659 0.023668 0.015675 

B 0.099985 0.716784 1.356662 

B -1.361459 -0.705701 -1.328731 

B 0.124055 0.226207 -1.485686 

B 0.10728 1.488266 -0.237305 

B -1.407242 1.34333 0.677033 

C -1.326282 0.941081 -0.977404 

H 0.567346 -1.849514 1.81159 

H 0.619366 1.212841 2.291423 

H 0.587356 -2.337148 -1.092998 

H -1.961899 -1.18308 -2.21888 

H 0.524468 2.557678 -0.502845 

H 0.556726 0.44801 -2.557526 

H -2.004556 2.300618 1.013718 

H -1.982526 -0.494497 2.479764 

B -2.308381 -0.014963 0.00492 

C -1.298953 -1.350281 0.228872 

H -1.778958 -2.306977 0.378352 

H -3.477942 -0.077368 -0.089287 

H -1.824922 1.602042 -1.671963 

S 2.928368 0.083084 -0.008571 

H 3.103583 -1.235965 0.160289 

M1 (0°) Energy: -730.087128 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -0.006375 -2.29319 0 

B -0.459726 -1.363726 1.437534 

B -0.459726 -1.363726 -1.437534 

B 1.223728 -1.384639 -0.891013 

B 1.223728 -1.384639 0.891013 

B -1.182181 0.149111 -0.892629 

B 0.48693 0.123759 -1.444556 

B 1.518888 0.119307 0 

B 0.48693 0.123759 1.444556 

B 0.024159 0.931496 0 

S 0.083814 2.73539 0 

H -0.167801 -3.459906 0 

H 2.067258 -1.914586 1.522554 

H 2.067258 -1.914586 -1.522554 

H -0.921438 -1.89197 -2.383428 

H -2.065369 0.721566 -1.41736 

H -1.248119 2.907203 0 

H 2.505108 0.764927 0 

H 0.772391 0.773359 -2.38313 

H 0.772391 0.773359 2.38313 

H -0.921438 -1.89197 2.383428 

B -1.182181 0.149111 0.892629 

C -1.363978 -1.267222 0 

H -2.347043 -1.716478 0 

H -2.065369 0.721566 1.41736 

M1 (72°) Energy: -730.086719 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -2.292922 0.008104 0.001202 

B -1.351529 1.477475 -0.319174 

B -1.366046 -1.382705 -0.59101 

B -1.384156 -0.997583 1.139364 

B -1.379755 0.774135 1.307899 

B 0.135976 -0.774191 -1.272138 

B 0.130363 -1.474634 0.347126 

B 0.113794 -0.145286 1.521828 

B 0.140591 1.378588 0.620809 

C 0.931724 -0.00727 0.019786 

S 2.734587 -0.082457 0.004335 

H -3.460917 0.028378 -0.149555 

H -1.904398 1.332514 2.204708 

H -1.913163 -1.710976 1.915695 

H -1.899745 -2.282461 -1.131451 

H 0.704107 -1.213897 -2.20145 

H 2.914123 1.246972 -0.047249 

H 0.765394 -0.243144 2.497542 

H 0.774677 -2.442482 0.538475 

H 0.790995 2.289757 0.99037 

H -1.872732 2.469755 -0.681038 

B 0.147192 0.989834 -1.103327 

C -1.281687 0.132558 -1.354182 

H -1.738415 0.228793 -2.329122 

H 0.71892 1.595678 -1.932806 
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M1 (144°) Energy: -730.087017 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -2.293109 0.017216 0.001486 

B -1.360217 0.669061 -1.354707 

B -1.373176 -1.313809 0.72623 

B -1.380499 0.282112 1.492663 

B -1.361946 1.51154 0.203894 

B 0.134621 -1.474987 -0.174985 

B 0.12058 -0.64859 1.381965 

B 0.132345 1.09069 1.051876 

B 0.143705 1.333847 -0.710188 

C 0.932064 0.001243 0.013466 

S 2.734744 -0.080646 -0.013276 

H -3.462148 -0.082814 -0.103683 

H -1.873994 2.567262 0.326204 

H -1.906431 0.46288 2.532934 

H -1.911767 -2.294378 1.094128 

H 0.69376 -2.483458 -0.404766 

H 2.912093 1.23049 0.212904 

H 0.787364 1.799228 1.729461 

H 0.766035 -1.098792 2.256971 

H 0.799147 2.184055 -1.196109 

H -1.887121 0.999917 -2.354646 

B 0.135456 -0.251719 -1.468886 

C -1.285171 -0.976151 -0.939641 

H -1.745808 -1.684442 -1.613714 

H 0.7028 -0.536976 -2.456955 

M1 (216°) Energy: -730.087017 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 2.293109 0.017216 0.001486 

B 1.373176 -1.313809 0.72623 

B 1.360217 0.669061 -1.354707 

B 1.361946 1.51154 0.203894 

B 1.380499 0.282112 1.492663 

B -0.135456 -0.251719 -1.468886 

B -0.143705 1.333847 -0.710188 

B -0.132345 1.09069 1.051876 

B -0.12058 -0.64859 1.381965 

C -0.932064 0.001243 0.013466 

S -2.734744 -0.080646 -0.013276 

H 3.462148 -0.082814 -0.103683 

H 1.906431 0.46288 2.532934 

H 1.873994 2.567262 0.326204 

H 1.887121 0.999917 -2.354646 

H -0.7028 -0.536976 -2.456955 

H -2.912093 1.23049 0.212904 

H -0.787364 1.799228 1.729461 

H -0.799147 2.184055 -1.196109 

H -0.766035 -1.098792 2.256971 

H 1.911767 -2.294378 1.094128 

B -0.134621 -1.474987 -0.174985 

C 1.285171 -0.976151 -0.939641 

H 1.745808 -1.684442 -1.613714 

H -0.69376 -2.483458 -0.404766 

M1 (288°) Energy: -730.086719 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 2.292922 0.008104 0.001202 

B 1.366046 -1.382705 -0.59101 

B 1.351529 1.477475 -0.319174 

B 1.379755 0.774135 1.307899 

B 1.384156 -0.997583 1.139364 

B -0.147192 0.989834 -1.103327 

B -0.140591 1.378588 0.620809 

B -0.113794 -0.145286 1.521828 

B -0.130363 -1.474634 0.347126 

C -0.931724 -0.00727 0.019786 

S -2.734587 -0.082457 0.004335 

H 3.460917 0.028378 -0.149555 

H 1.913163 -1.710976 1.915695 

H 1.904398 1.332514 2.204708 

H 1.872732 2.469755 -0.681038 

H -0.71892 1.595678 -1.932806 

H -2.914123 1.246972 -0.047249 

H -0.765394 -0.243144 2.497542 

H -0.790995 2.289757 0.99037 

H -0.774677 -2.442482 0.538475 

H 1.899745 -2.282461 -1.131451 

B -0.135976 -0.774191 -1.272138 

C 1.281687 0.132558 -1.354182 

H 1.738415 0.228793 -2.329123 

H -0.704107 -1.213897 -2.20145 
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O9 (0°) Energy: -730.094599 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 0.542841 0.916284 0 

B 1.083677 -0.516861 0.891108 

B 1.083677 -0.516861 -0.891108 

B -0.350068 0.357946 -1.448694 

B -1.227917 0.912141 0 

B -0.350068 0.357946 1.448694 

B -0.350068 -1.400445 -1.44712 

B -1.778961 -0.51853 -0.88931 

B -1.778961 -0.51853 0.88931 

B -0.350068 -1.400445 1.44712 

C 0.464261 -1.805781 0 

C -1.152496 -1.811643 0 

H -0.338989 0.957717 2.463669 

H -1.861642 1.90792 0 

H -0.338989 0.957717 -2.463669 

H 2.096703 -0.672771 -1.472741 

H -0.344929 -2.189553 -2.319443 

H -2.788995 -0.685343 1.471825 

H -2.788995 -0.685343 -1.471825 

H -0.344929 -2.189553 2.319443 

H 2.096703 -0.672771 1.472741 

H 0.945015 -2.77296 0 

H -1.627003 -2.78164 0 

S 1.505326 2.513933 0 

H 2.719823 1.944986 0 

O9 (72°) Energy: -730.0948 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 1.064565 -0.007598 0.027938 

B 0.134338 -0.810727 -1.258873 

B 0.143316 0.956589 -1.144262 

B 0.12899 1.404468 0.576582 

B 0.107352 -0.099379 1.526885 

B 0.118428 -1.470079 0.38939 

B -1.357907 1.47662 -0.363681 

B -1.387357 0.81101 1.280286 

B -1.393438 -0.959102 1.166661 

B -1.371079 -1.41017 -0.549248 

C -1.287983 0.089642 -1.355432 

C -2.1468 0.007 0.006049 

H 0.620355 -2.509586 0.634328 

H 0.616099 -0.1701 2.588755 

H 0.640394 2.4016 0.948246 

H 0.552876 1.598589 -2.043203 

H -2.01611 2.381335 -0.726398 

H -2.075255 -1.594078 1.887139 

H -2.064889 1.354372 2.07603 

H -2.038895 -2.255197 -1.021612 

H 0.540415 -1.333767 -2.232292 

H -1.853578 0.151736 -2.27357 

H -3.220411 0.019033 -0.108353 

S 2.928301 -0.082815 0.011069 

H 3.11884 1.243098 -0.068264 

O9 (144°) Energy: -730.094923 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 1.065074 0.002122 0.023183 

B 0.131243 -1.41369 -0.487481 

B 0.136771 0.050894 -1.495056 

B 0.133297 1.456604 -0.419792 

B 0.121093 0.852553 1.261458 

B 0.109025 -0.925264 1.219941 

B -1.363324 0.942262 -1.193502 

B -1.374003 1.431907 0.509057 

B -1.393051 -0.034717 1.511838 

B -1.37787 -1.444914 0.443129 

C -1.288402 -0.758845 -1.122134 

C -2.145982 0.016273 0.004706 

H 0.614246 -1.594332 2.048968 

H 0.631342 1.453155 2.140577 

H 0.649726 2.46875 -0.739337 

H 0.546208 -0.002402 -2.597481 

H -2.024455 1.432524 -2.033672 

H -2.075201 -0.078673 2.471003 

H -2.04357 2.353589 0.807858 

H -2.050969 -2.399175 0.583474 

H 0.529885 -2.428919 -0.932385 

H -1.855808 -1.278364 -1.880146 

H -3.220111 -0.040784 -0.090707 

S 2.927638 -0.075125 -0.021175 

H 3.121548 1.183284 0.401344 

O9 (216°) Energy: -730.094923 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -1.065074 0.002122 0.023183 

B -0.136771 0.050906 -1.495056 

B -0.131243 -1.413686 -0.487492 

B -0.109025 -0.925274 1.219934 

B -0.121093 0.852544 1.261465 

B -0.133297 1.456607 -0.41978 

B 1.37787 -1.444918 0.443117 

B 1.393051 -0.034729 1.511837 

B 1.374003 1.431903 0.509069 

B 1.363324 0.942272 -1.193494 

C 1.288402 -0.758837 -1.12214 

C 2.145982 0.016273 0.004706 

H -0.649726 2.468756 -0.739317 

H -0.631342 1.453138 2.140589 

H -0.614246 -1.594348 2.048955 

H -0.529884 -2.428912 -0.932404 

H 2.050969 -2.39918 0.583455 

H 2.04357 2.353583 0.807876 

H 2.075201 -0.078692 2.471003 

H 2.024455 1.43254 -2.033661 

H -0.546207 -0.002381 -2.597482 

H 1.855808 -1.278349 -1.880156 

H 3.220111 -0.040784 -0.090707 

S -2.927638 -0.075125 -0.021175 

H -3.121547 1.183287 0.401335 
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O9 (288°) Energy: -730.094802 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -1.064536 -0.007643 0.027622 

B -0.143157 0.954654 -1.145996 

B -0.134092 -0.812797 -1.257729 

B -0.11843 -1.469495 0.391623 

B -0.107604 -0.096901 1.526948 

B -0.129094 1.405411 0.574124 

B 1.3712 -1.410938 -0.546798 

B 1.393238 -0.957141 1.168435 

B 1.387126 0.813125 1.279144 

B 1.357892 1.475956 -0.36596 

C 1.288246 0.087446 -1.355482 

C 2.146739 0.007061 0.006297 

H -0.640899 2.402939 0.944164 

H -0.616934 -0.165838 2.588657 

H -0.620565 -2.508485 0.63831 

H -0.539891 -1.337663 -2.230285 

H 2.039156 -2.25677 -1.017509 

H 2.064568 1.358071 2.07388 

H 2.075001 -1.591204 1.889772 

H 2.016151 2.380114 -0.729966 

H -0.552612 1.595351 -2.045913 

H 1.85402 0.148077 -2.273603 

H 3.220378 0.018915 -0.107836 

S -2.928263 -0.082801 0.01103 

H -3.118797 1.243109 -0.068106 

O1 (36°, F) Energy: -730.060377 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -2.30685 0.033849 -0.027383 

B -1.328504 1.451868 -0.443923 

B -1.348304 0.036824 -1.512923 

B -1.395652 -1.419808 -0.50585 

B -1.421482 -0.895385 1.195554 

B -1.385301 0.882307 1.234811 

B 0.121861 -0.902669 -1.218768 

B 0.092666 -1.464022 0.464238 

B 0.088928 -0.049452 1.542483 

B 0.14777 1.401038 0.53479 

C 0.094886 0.79469 -1.064737 

C 0.919258 -0.049581 0.053283 

S 2.718972 -0.073822 0.019126 

H -3.485049 0.078135 -0.074749 

H -1.884132 1.531127 2.084568 

H -1.955341 -1.531757 2.03398 

H -1.904568 -2.414726 -0.884153 

H -1.701203 0.148253 -2.631379 

H 0.80432 -1.367142 -2.054957 

H 2.852449 1.198599 -0.389503 

H 0.749676 -0.06051 2.516726 

H 0.743071 -2.408403 0.737016 

H 0.836606 2.332059 0.745296 

H -1.669078 2.503683 -0.850972 

H 0.699184 1.32844 -1.784302 

O1 (108°) Energy: -730.064318 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -2.306267 0.00202 -0.040636 

B -1.339281 0.75951 -1.314289 

B -1.341434 -1.003303 -1.132273 

B -1.38994 -1.384791 0.599931 

B -1.423673 0.156642 1.487431 

B -1.3781 1.484951 0.304025 

B 0.139879 -1.475167 -0.273575 

B 0.084712 -0.75728 1.347705 

B 0.097254 1.006965 1.163099 

B 0.143612 1.386444 -0.572655 

C 0.086061 -0.135484 -1.328059 

C 0.921732 0.001967 0.076731 

S 2.710186 -0.082665 -0.015151 

H -3.48456 0.000161 -0.102136 

H -1.873222 2.53962 0.490543 

H -1.958579 0.268377 2.533586 

H -1.896601 -2.376141 0.990377 

H -1.693514 -1.691212 -2.021323 

H 0.821799 -2.385723 -0.575103 

H 2.902823 1.240347 0.102007 

H 0.752809 1.668739 1.885281 

H 0.738169 -1.2607 2.187737 

H 0.829823 2.215287 -1.049843 

H -1.687246 1.253901 -2.325501 

H 0.704755 -0.228859 -2.20906 
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O1 (180°) Energy: -730.060695 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -0.027166 -2.3076 0 

B -1.220813 -1.348573 0.888096 

B -1.220813 -1.348573 -0.888096 

B 0.460222 -1.389453 -1.442525 

B 1.500646 -1.406745 0 

B 0.460222 -1.389453 1.442525 

B -0.427438 0.12721 -1.45233 

B 1.249234 0.101204 -0.890081 

B 1.249234 0.101204 0.890081 

B -0.427438 0.12721 1.45233 

C -1.329101 0.090015 0 

C 0.059761 0.918474 0 

S -0.089639 2.717101 0 

H -0.081066 -3.486251 0 

H 0.759699 -1.890494 2.467891 

H 2.560175 -1.927466 0 

H 0.759699 -1.890494 -2.467891 

H -2.178727 -1.703393 -1.474799 

H -0.821022 0.810995 -2.323021 

H 1.238015 2.913728 0 

H 2.03239 0.761416 1.473893 

H 2.03239 0.761416 -1.473893 

H -0.821022 0.810995 2.323021 

H -2.178727 -1.703393 1.474799 

H -2.230976 0.686226 0 

O1 (252°) Energy: -730.064318 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 2.306267 0.00202 -0.040636 

B 1.341434 -1.003303 -1.132273 

B 1.339281 0.75951 -1.314289 

B 1.3781 1.484951 0.304025 

B 1.423673 0.156642 1.487431 

B 1.38994 -1.384791 0.599931 

B -0.143612 1.386444 -0.572655 

B -0.097254 1.006965 1.163099 

B -0.084712 -0.75728 1.347705 

B -0.139879 -1.475167 -0.273575 

C -0.086061 -0.135484 -1.328059 

C -0.921732 0.001967 0.076731 

S -2.710186 -0.082665 -0.015151 

H 3.48456 0.000161 -0.102136 

H 1.896601 -2.376141 0.990377 

H 1.958579 0.268377 2.533586 

H 1.873222 2.53962 0.490543 

H 1.687246 1.253901 -2.325501 

H -0.829823 2.215287 -1.049843 

H -2.902823 1.240347 0.102007 

H -0.738169 -1.2607 2.187737 

H -0.752809 1.668739 1.885281 

H -0.821799 -2.385723 -0.575103 

H 1.693514 -1.691212 -2.021323 

H -0.704755 -0.228859 -2.20906 

O1 (324°, F) Energy: -730.060377 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 2.30685 0.033849 -0.027383 

B 1.348304 0.036824 -1.512923 

B 1.328504 1.451868 -0.443923 

B 1.385301 0.882307 1.234811 

B 1.421482 -0.895385 1.195553 

B 1.395652 -1.419808 -0.505851 

B -0.14777 1.401038 0.53479 

B -0.088928 -0.049452 1.542483 

B -0.092666 -1.464022 0.464238 

B -0.121862 -0.902669 -1.218768 

C -0.094886 0.79469 -1.064737 

C -0.919258 -0.049581 0.053283 

S -2.718972 -0.073822 0.019126 

H 3.485049 0.078135 -0.074749 

H 1.904568 -2.414726 -0.884153 

H 1.955341 -1.531757 2.03398 

H 1.884132 1.531127 2.084568 

H 1.669078 2.503683 -0.850972 

H -0.836606 2.332059 0.745296 

H -2.852449 1.198599 -0.389503 

H -0.743071 -2.408403 0.737016 

H -0.749675 -0.060511 2.516726 

H -0.80432 -1.367142 -2.054957 

H 1.701203 0.148253 -2.631379 

H -0.699184 1.32844 -1.784302 
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9O12 (±45°) Energy: -1128.303216 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 0.535882 0.897152 0.003172 

B -0.902604 1.433649 -0.889713 

B -0.902743 1.435681 0.882307 

B -0.015434 0.000035 1.441041 

B 0.535975 -0.897034 0.003185 

B -0.014025 0.000031 -1.437214 

B -1.77226 -0.000068 1.446071 

B -0.902593 -1.435704 0.882248 

B -0.90249 -1.433668 -0.889672 

B -1.779833 -0.000048 -1.445936 

C -2.193546 0.806423 -0.003676 

C -2.193468 -0.806438 -0.003681 

H 0.590193 0.000054 -2.450789 

H 0.586889 0.000075 2.456094 

H -1.059389 2.445061 1.469722 

H -2.555257 -0.000124 2.323534 

H -1.054603 -2.441755 -1.477865 

H -1.059401 -2.444977 1.469814 

H -2.558908 -0.000119 -2.326608 

H -1.054576 2.441888 -1.477674 

H -3.16217 1.284042 0.000373 

H -3.161933 -1.284378 0.000376 

S 2.111133 -1.884974 -0.066359 

S 2.111078 1.885012 -0.066373 

H 1.928085 -2.521092 1.101578 

H 1.928399 2.520681 1.101867 

9O12 (±45°, M) Energy: -1128.303216 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -0.535882 0.897152 0.003172 

B 0.902743 1.435681 0.882307 

B 0.902604 1.433649 -0.889713 

B 0.014025 0.000031 -1.437214 

B -0.535975 -0.897034 0.003185 

B 0.015434 0.000035 1.441041 

B 1.779833 -0.000048 -1.445936 

B 0.90249 -1.433668 -0.889672 

B 0.902593 -1.435704 0.882248 

B 1.77226 -0.000068 1.446071 

C 2.193546 0.806423 -0.003676 

C 2.193468 -0.806438 -0.003682 

H -0.586889 0.000075 2.456094 

H -0.590193 0.000054 -2.450789 

H 1.054576 2.441888 -1.477674 

H 2.558908 -0.000119 -2.326608 

H 1.059401 -2.444977 1.469814 

H 1.054603 -2.441755 -1.477865 

H 2.555257 -0.000124 2.323534 

H 1.059389 2.445061 1.469722 

H 3.16217 1.284042 0.000373 

H 3.161933 -1.284378 0.000376 

S -2.111133 -1.884974 -0.066359 

S -2.111078 1.885012 -0.066373 

H -1.928085 -2.521092 1.101578 

H -1.928399 2.520681 1.101867 

1O2 (±45°) Energy: -1128.239475 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B 2.335055 0.883042 0.006139 

B 0.913764 1.438384 -0.885606 

B 0.904109 1.440401 0.884974 

B 1.765084 -0.000011 1.443479 

B 2.335052 -0.883037 0.006125 

B 1.77926 0.000017 -1.434374 

B 0.000667 0.000003 1.415744 

B 0.904088 -1.440395 0.884941 

B 0.91377 -1.438375 -0.885644 

B 0.006779 0.00001 -1.418041 

C -0.409429 0.860743 -0.002616 

C -0.409434 -0.860747 -0.00264 

H 2.354583 0.000047 -2.464216 

H 2.330562 -0.000056 2.479187 

H 0.734061 2.43911 1.487298 

H -0.78023 -0.000066 2.298465 

H 0.746364 -2.436059 -1.487646 

H 0.7341 -2.439103 1.487277 

H -0.771712 0.000081 -2.302012 

H 0.746422 2.436074 -1.487613 

H 3.322752 1.528521 0.012549 

H 3.322727 -1.528551 0.012538 

S -1.969506 1.717671 -0.080274 

S -1.969479 -1.717719 -0.080256 

H -2.045457 -1.962396 1.23783 

H -2.045378 1.962987 1.237691 

 

 

1O2 (±45°, M) Energy: -1128.239475 Eh 
Atom Position Coordinates (Å) 

X Y Z 

B -2.335055 0.883042 0.006139 

B -0.904109 1.440401 0.884974 

B -0.913764 1.438384 -0.885606 

B -1.77926 0.000017 -1.434374 

B -2.335052 -0.883037 0.006125 

B -1.765084 -0.000011 1.443479 

B -0.006779 0.00001 -1.418041 

B -0.91377 -1.438375 -0.885644 

B -0.904088 -1.440395 0.884941 

B -0.000667 0.000003 1.415744 

C 0.409429 0.860743 -0.002616 

C 0.409434 -0.860747 -0.00264 

H -2.330562 -0.000056 2.479187 

H -2.354583 0.000047 -2.464216 

H -0.746422 2.436074 -1.487613 

H 0.771712 0.000081 -2.302012 

H -0.7341 -2.439103 1.487277 

H -0.746364 -2.436059 -1.487646 

H 0.78023 -0.000066 2.298465 

H -0.734061 2.43911 1.487298 

H -3.322752 1.528521 0.012549 

H -3.322727 -1.528551 0.012538 

S 1.969506 1.717672 -0.080274 

S 1.969479 -1.717719 -0.080256 

H 2.045457 -1.962396 1.23783 

H 2.045377 1.962988 1.237691 
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CHAPTER 3 

Towards Chemical Sensing and 

Atomic-Resolution 

Structural Determination via 

Nuclear Magnetic Resonance 

Scanning Tunneling Microscopy 

 
3.1  Introduction 

Uncovering the three-dimensional, atomic-scale structure of materials will transform our 

understanding of chemical and biological processes at the nanoscale. Many such processes involve 

a series of complex interactions between specific components and their surroundings.1–5 Insight 

into the spatial distributions and chemical compositions of materials at the smallest scales will 

enable us to harness these processes and engineer new materials with tailored properties.6 

Techniques such as nuclear magnetic resonance (NMR) and X-ray diffraction reveal this 

information from certain classes of materials, but typically are limited to relatively simple 

structures or those that crystallize readily, and may require large quantities of pure analytes.7,8  

Expanding these capabilities to measure complex structures of single molecules represents one of 
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the great challenges faced by nanoscience today, and one that promises immense benefits when 

realized. 

Here, we propose to determine the chemical compositions and three-dimensional structures 

of objects at the nanoscale. To accomplish this goal, we will monitor periodic fluctuations in the 

tunneling current of a STM corresponding to the precession of a sample’s nuclear magnetic 

moments in an inhomogeneous magnetic field. Such measurements will enable nanoscale chemical 

identification of a sample’s constituent nuclei with isotope selectivity. Molecular structure 

determination, in three dimensions, will be achieved by leveraging the sub-Ångström spatial 

precision of STM measurements9 combined with high magnetic field gradients.10 These 

capabilities will elucidate the buried structures of molecular monolayers and thin films that are not 

normally accessible to scanning probe measurements. Additionally, this technique may provide 

insight into the molecular structures of biomolecules,11 and a means accessing long-lived nuclear 

spin states for spintronic applications.12–14 

This project relies on the ability to detect magnetic dipole moments within an object related 

to its inherent, quantum-mechanical spin. A variety of sources may contribute to these magnetic 

moments, including unpaired electrons and certain atomic nuclei. These moments preferentially 

align parallel to applied magnetic fields, thereby magnetizing the object. If the total number (N) 

of dipole moments in the system is small, then the statistical fluctuations in dipole alignment 

(which scale as √𝑁) dominate the instantaneous magnetization.15–17 This “noise” signal18 is the 

basis of two existing scanning probe techniques designed to measure nanoscale spins: electron 

spin noise STM (ESN-STM)19,20 and magnetic resonance force microscopy (MRFM).19,21 In the 

case of ESN-STM, the spin signal manifests itself as fluctuations in the tunneling current at the 

Larmor precession frequency of unpaired electrons within the sample. We hypothesize a similar 
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effect, modulated by nuclear spins, in the case of the proposed NMR-STM. Additionally, in the 

style of MRFM, we will employ a magnetic field gradient in order to determine the position of the 

spin within a molecular-scale measurement volume. Analogously to other magnetic resonance 

measurements, a magnetic field gradient will enable us to determine the spatial distribution of 

spins present within a measured region by virtue of variations in their Larmor frequencies. 

Here, we outline the development of this project and a plan for its future with specific, 

carefully chosen, intermediate stages (“stepping stones”) to assess its feasibility. The ultimate goal 

is to make nanoscale spin measurements with single-nucleus sensitivity and submolecular spatial 

resolution. We start by measuring an NMR style signals from individual magnetic nanoparticles. 

Following this experiment, we will scale down the target system to smaller particles and to 

molecules containing just a single nuclear dipole moment. Once proficient in detecting and 

localizing the nuclear spin signal in the plane of the substrate, we will add a strong magnetic field 

gradient to the measurement scheme. This known magnetic field gradient (see Section 3.8.3) will 

enable us to determine the position of the signal source(s) above/below the plane of the 

measurement (i.e., normal to the substrate surface), providing the third dimension of spatial 

localization (and resolution). 

Systems targeted for investigation include: cobalt nanoparticles (Co-NPs),22 organic 

molecules possessing a nuclear spin center (such as Co-phthalocyanine),23,24 and linear, ‘chain-

like’ molecules containing biologically relevant nuclei (such as molecules containing nitrogen,25 

phosphorus, and/or fluorine26). If the measurement technique proves successful, then the scope of 

target molecules will increase dramatically to include simple biological molecules, such as model 

peptides investigated elsewhere.27,28 
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3.2  Existing Nanoscale Spin Measurements 

Spin spectroscopies, in the form of NMR and electron spin resonance (ESR),29 have been 

integral to the understanding of molecular structure. Spin-flip resonance frequencies are 

exceedingly sensitive to the chemical environment of the sample due to coupling between a 

sample’s electronic or nuclear spins to their surroundings. Differences in chemical bonding and 

nuclear (hyperfine) interactions modify the magnetic field sensed by the spin under investigation, 

thereby altering the splitting between accessible spin states. Typically, these techniques probe 

samples containing an ensemble of many, presumed identical, species targeted simultaneously. 

This ensemble-based measurement scheme is used, primary, due to insufficient detector 

sensitivities to the signal produced by only a few, or one, spin. In the case of magnetic resonance 

imaging (MRI), which also discerns spatial information in the measurement, the smallest probed 

volumes are on the order of cubic picometers,30 far larger than the target systems (neurons) 

commonly examined, or the species targeted here. For these reasons, conventional NMR, MRI, 

and ESR spectroscopies are inadequate for nanoscale, single-molecule spin measurement and 

structural determinations. New measurement modalities for nanoscale spin detection have made 

remarkable progress: ESN-STM, MRFM, and nitrogen-vacancy spin-dependent fluorescence, 

each with their own advantages and disadvantages, as described below. 

Electron Spin Noise Scanning Tunneling Microscopy 

Electron spin noise STM (ESN-STM) utilizes similar principles to NMR and ESR to detect 

electronic spins within a single molecule. Conventional ESR techniques require the measurement 

of a minimum of ∼109−1010 spins in order to obtain a reliable signal.31 By contrast, ESN-STM 

takes advantage of the inherently local nature of STM, as well as its sensitivity to the electronic 

properties of molecules in the tunneling junction, to probe individual spins on single molecules. 
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This technique was first discussed by Manassen and co-workers for single spins on partially 

oxidized silicon surfaces.32,33 Durkan and Welland later demonstrated the ability to use ESN-STM 

to detect spin centers on individual α,γ-bisdiphenylene β-phenylallyl (BDPA) molecules.34 More 

recently, others have collected ESN-STM spectra on other molecules containing free radicals;35–37 

such molecules are extensively studied using conventional ESR and thus make ideal candidates 

for preliminary ESN-STM measurements. 

In ESN-STM, a static magnetic field (100−300 G) is applied normal to the sample surface, 

using a permanent magnet placed near the sample.34 The magnetic field causes unpaired spins in 

the sample to align parallel (and antiparallel) to the axis of the field and to precess around this axis 

at a constant rate known as the Larmor frequency (for an electron, about 560 MHz at a field 

strength of 200 G). The precession of the electron spin dipole around the field manifests itself as 

a small time-varying (AC) current superimposed upon the constant (DC) tunneling current 

measured by STM, which is measured using a high-sensitivity spectrum analyzer. Signal-to-noise 

ratios can be improved by using phase-sensitive detection, which employs an additional, small 

(∼10 mG), time-varying magnetic field,33,35 to modulate the AC resonance peak. Monitoring the 

shift in the resonance peak relative to the phase of the time-varying magnetic field improves the 

measurement sensitivity enabling real-time monitoring of the ESN-STM signal. 

Magnetic Resonance Force Microscopy 

At the nanoscale, a variation on atomic force microscopy (AFM) can detect electronic and 

nuclear spins through force-based measurements.21 In magnetic resonance force microscopy 

(MRFM), samples are mounted on an ultrasensitive silicon cantilever and positioned about 25 nm 

from a magnetic nanoparticle. Due to the particle’s shape and size, it produces a highly 

inhomogeneous magnetic field, with field gradients exceeding 106 T m-1 in the vicinity of the 
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sample.38 The spatially dependent magnetic field from the nanoparticle, combined with an 

additional uniform field of around 2.8 T,39 creates a small resonance region of aligned spins within 

the sample. The local magnetic field strength inside this resonance region is such that the Larmor 

precession frequency of the aligned spins matches the frequency of an applied radio frequency 

(RF) pulse. Measuring the resonant response of the cantilever to the RF pulse as it moves in a 3D 

raster pattern through the resonance region enables 3D mapping of spins within the sample. 

Although conceptually similar to conventional magnetic resonance imaging (MRI), 

MRFM has important differences. In both techniques, the applied magnetic field polarizes the 

spins within the sample and induces a net magnetic dipole moment with a magnitude dependent 

on the Boltzmann distribution. In MFRM, however, the resonance region may contain as few as 

∼103 nuclear spins.21,38,39 With such a small number of spins probed, the resulting Boltzmann 

polarization is relatively weak at commonly employed field strengths. Instead, the signal is derived 

from the larger “spin noise” (√𝑁) statistical polarization, enabling measurements of about nine 

orders of magnitude fewer spins than required for MRI.21 MRFM measures the force experienced 

by these polarized spins in the inhomogeneous magnetic field. This force (typically on the order 

of 10-17 N) generates sub-Ångström oscillations of the cantilever, detected via interferometry, as 

the spins are resonantly inverted by the RF pulse.38 

Detecting such weak signals requires careful measurement techniques and instrument 

design. Maximizing the magnetic field gradient is critical to single-spin detection since larger 

gradients result in both higher forces acting on the magnetic moments (causing greater cantilever 

deflections) and smaller resonance regions (increasing spatial resolution and reducing the number 

of spins probed). To improve signal-to-noise ratios, relatively long averaging times (1−10 min per 
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pixel) are used. This necessitates an extremely stable environment, achieved by operating in high 

or ultrahigh vacuum and at low temperatures (~10-1 K).21 

Rugar, Mamin, and co-workers have already demonstrated the ability to detect single 

electron spins with a spatial resolution of 25 nm in one dimension using MRFM.40 Nuclear spin 

detection poses a greater challenge due to the much smaller magnitudes of nuclear magnetic 

moments (μelectron ≈ 650 μproton). Currently, detection limits are still two to three orders of 

magnitude above those required for the detection of a single nuclear spin. However, spatial 

resolutions of <10 nm have been achieved, enabling imaging of large biological macromolecules 

such as tobacco mosaic virus.38 

Nitrogen-Vacancy Spin Detection  

Certain types of single spins can be detected optically, a property that may ultimately be 

used to understand single-molecule structures. Early optical single-spin detection was performed 

at cryogenic temperatures using single pentacene molecules embedded in p-terphenyl host 

crystals.41,42 More recently, nitrogen-vacancy (NV) defects in diamond have enabled optical 

single-spin detection at room temperature,43 which is being investigated both for quantum 

computing and as a detection method for single-molecule structure determination. 

Nitrogen-vacancy defects in diamond have photon scattering cross sections that differ by 

approximately 30% based on their spin state.43 A confocal microscope can be used to locate a 

single defect in either bulk diamond or a diamond nanocrystal and track its photon scattering over 

time, providing a readout of the spin state. Such systems are good quantum computing candidates 

since it is possible to pump spins to a known state optically and because the spins can be 

manipulated quickly (∼10 ns) and have relatively long coherence times (up to 0.3 ms), making it 

possible to perform relatively large numbers of operations (∼104).44 
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As with NMR, the NV spin can couple with local magnetic fields from surrounding 13C 

nuclei,13 which split its degenerate spin states ms = ±1, decreasing spin coherence times. However, 

such coupling can also be used to advantage since nuclear spins have longer coherence times. For 

instance, coupling with nuclear spins has been used both to allow multiple reads of the electron 

spin state45 and to read out nuclear spins.46 

More broadly, the ability of the nitrogen electron spin to make sensitive measurements of 

local magnetic fields opens the possibility of performing single-molecule structure measurements 

similar to NMR.47,48 Fields as small as 3 nT can be detected in this way by using long averaging 

times (100 s) and spin echo pulsing tailored to decouple the NV spin from nearby 13C nuclei;47 this 

is roughly equivalent to the field produced by a nuclear spin at a distance of 10 nm. Magnetic 

scanning probes can also be incorporated to localize the single spin in space with nanometer-scale 

resolution.48 More recently, NVs have been used to image the presence of multiple nuclear species 

(1H, 19F, 31P) in nm-thick films of adsorbed water and hydrocarbons on a diamond surface, under 

ambient conditions.49 

3.3  Experimental Plan & Reasoning 

In the following sections, we detail the proposed measurement scheme, giving particular 

focus to Co-NPs as an ensemble nuclear spin system. We also summarize other, promising, target 

systems and their relative merits and challenges. Many design choices were made throughout this 

project to preserve biologically relevant measurement conditions: near room temperature 

(T ~300 K) and pressure (P ~760 Torr). By forgoing more controlled environments (cryogenic 

temperatures, ≲4 K, and ultrahigh vacuum, <10-10 Torr), we enhance the chance that this technique 

may be used to determine the structures of biologically relevant molecules. Outside of their native 

environments, proteins and other bio-molecules may undergo significant conformational changes, 
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denaturation, or other changes to their structure that impact the applicability and relevance of the 

measurements. Nevertheless, many (non-biological) systems would be unaffected by these 

extreme environments – inorganic systems, such as Co-NPs, and alkanethiol self-assembled 

monolayers or their analogs. As such, we retain this option if our initial attempts are unsuccessful. 

Ensemble Measurements 

We expect the nuclear spin signal under investigation to be incredibly weak and 

challenging to detect based on the reported signal strengths and measurement capabilities of two 

analogous spin-measurement techniques, namely ESN-STM and MRFM. Although ESN-STM is 

reported to detect single-electron spins at room temperature,32–35,37,50,36,51 it suffers from poor 

signal-to-noise ratio (SNR), with an estimated signal strength less than -120 dBm.52,35 Similarly, 

MRFM21,38–40,53,54 also suffers from poor SNR that is compensated using long signal-averaging 

times, at low temperature and under ultrahigh vacuum (though not always55,56), giving it the ability 

to detect ensembles of nuclear spins.39 These difficulties are expected to be especially significant 

for measurements of just a few (or one) nuclear spins under ambient conditions due to the indirect 

coupling of the nuclear spins with tunneling electrons.16,57–60 As such, first measuring an ensemble 

of numerous, identical, spins is expected to increase the overall signal strength proportional to the 

number of species probed. Thus, we start with what we hypothesize to be an easier goal: detecting 

the ensemble signal of many nuclei in a relatively large system (Co-NPs). 

Choice of Cobalt Nanoparticles 

There are a number of advantages to the choice of Co-NPs as the first measurement target. 

Cobalt exhibits room-temperature ferromagnetism, meaning that its nuclei will experience a high 

magnetic field inside the particles due to the spontaneous magnetization of its electron magnetic 

dipoles.61 Additionally, the small size62,63 and spherical shape64 Co-NPs ensures that their internal 
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field will be nearly uniform and directed along a single-domain’s magnetization for sufficiently 

small particles. Although the orientation of the magnetic dipoles of the particles will likely depend 

on a number of factors, evidence65 suggests that they will adopt an out-of-plane orientation when 

deposited on Au{111} surfaces, matching the magnetizations used in ESN-STM. Cobalt’s 

ferromagnetism will also enable greater coupling of the nuclear spin signal to the environment, 

enhancing its detectability compared to that of diamagnetic or paramagnetic materials.66 Spherical 

cobalt particles, with diameters of 15 nm, contain approximately 105 cobalt atoms.67 We 

hypothesize that this large collection of nuclear spins, precessing around a strong, nearly uniform 

magnetic field will increase the magnitude of the spin signal, making it easier to detect. 

Cobalt is isotopically pure in its natural state; 59Co has a 100% natural abundance and 

possesses a relatively large nuclear dipole moment (µ = 4.63 µN, spin = 
7

2
ћ), 67 which may enhance 

the spin signal’s magnitude. Its isotopic purity means that each Co nucleus will contribute to a 

single resonance, unlike other elements that may exhibit multiple resonances (due to differing 

isotopic dipoles), or reduced peaks (due to only a fraction of their isotopes possessing a nuclear 

dipole). Various isotopes commonly studied via NMR are shown in Table 3.1, along with their 

natural abundances, dipole moments, and precession frequencies. Several of these nuclei represent 

other potential targets for future studies, in particular 14N and 39F. However, we specifically avoid 

the most common NMR-studied isotope, 1H, in these experiments due to its ubiquity in the 

measurement environment. Adsorbed water or advantageous organic contamination (–CH2– or –

CH3 moieties) may make signal discrimination and interpretation extremely challenging in the 

case of 1H. 
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Table 3.1: A partial list of isotopes possessing nuclear magnetic dipole moments, adapted from 

Reference 67. 

Isotope 
Spin 

(ћ) 

Dipole Moment 

(µN) 

Larmor 

Frequency 

(MHz T-1) 

Natural 

Abundance 

(%) 

1H 1
2⁄  2.79285 42.58 99.9885 

2H 1 0.85744 6.54 0.0115 

13C 1
2⁄  0.70241 10.71 1.07 

14N 1 0.40376 3.08 99.636 

15N 1
2⁄  0.28319 4.32 0.364 

17O 5
2⁄  1.8938 5.77 0.038 

19F 1
2⁄  2.62887 40.08 100 

29Si 1
2⁄  0.5553 8.47 4.685 

31P 1
2⁄  1.13160 17.25 100 

33S 3
2⁄  0.64382 3.27 0.76 

59Co 7
2⁄  4.63 10.1 100 

 

Additionally, Co-NPs have already been shown to exhibit a nuclear resonance signal. 

Studies of bulk single- and multi-domain cobalt nanoparticles inside a cavity spectrometer show 

an electromagnetic absorption peak that is attributed to the 59Co nuclear dipole resonance.66,68,69 

These earlier measurements on bulk cobalt power provide encouraging evidence supporting NMR-

signal detection from isolated, single particles via STM. As such, in our first proof-of-concept 

experiments, we consider Co-NPs to be the target most likely to produce a detectable signal. 
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Cobalt Nanoparticle Characteristics 

For the purposes of these experiments, we desire single-magnetic-domain particles in order 

to reduce uncertainty in their magnetization orientation. Additionally, single-domain structures 

preclude cross-domain coupling of magnetic dipoles, and could result in a stronger resonance 

signal since the spins will have only a single preferred alignment axis. By contrast, multi-domain 

particles will have at least two different internal field directions (and thus nuclear alignment 

directions), increasing uncertainty of the orientation of the nuclear moments probed. Additionally, 

nuclei in domain walls will experience different field strengths than those completely inside the 

domain, and thus will resonate at different frequencies, acting to broaden resonance peaks. Based 

on past NMR studies of cobalt powders, single-domain particles show greater variation in their 

resonance frequencies as a function of applied magnetic field, compared with multi-domain 

particles.68 We will exploit this frequency shift to verify the origin of the detected signal by 

modulating the magnetic field strength with a small-amplitude AC field and a phase-sensitive 

detection scheme. This scheme is complicated in the case of multi-domain particles, with less well-

defined magnetization directions and the potential for domain wall motion, which alters the 

magnetization with in less controlled ways (magnetic hysteresis), with applied fields. 

To ensure that the Co-NPs exhibit ferromagnetism at the desired measurement 

temperatures, one must consider the blocking temperature (Tblocking) of the particles. This 

temperature is the maximum temperature at which the magnetization of single-domain particles is 

stable on the time scale of the measurement. Above Tblocking, the particles will respond 

superparamagnetically to applied fields and do not retain a permanent magnetization. This 

temperature is distinct from the Curie temperature (TCurie) of the material; typically Tblocking < TCurie. 

Modeling the variations of a particle’s total magnetic dipole as a stochastic switching process, the 
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average time (τN) for its magnetization to ‘relax’ into a new, random orientation depends on several 

factors, including the particle size (volume, V) and anisotropy (K), as well as the absolute 

temperature (T), as described by the Néel-Arrhenius equation:70,71 

 𝜏𝑁 = 𝜏0 exp (
𝐾𝑉

𝑘B𝑇
). Eq. 3.1 

The coefficient τ0 may be thought of as an ‘attempt period,’ characteristic of the material, which is 

typically in the range of nano- to picoseconds.72,73 The exponential dependence on the effective 

energy barrier for dipole switching (KV) makes the relaxation times extremely sensitive to particle 

size since a particle’s volume is proportional to the cube of its radius.70,74 

As such, the size of the Co-NPs is an important characteristic to consider since it plays a 

critical role in determining their magnetic response. As discussed previously, we desire 

ferromagnetic, single-domain cobalt particles at room temperature. Particles below a certain 

threshold size will behave superparamagnetically (the superparamagnetic limit). Although the 

particles will possess only a single domain, below this limit, they suffer from diminished strengths 

of their net magnetic moment due to random (thermal) fluctuations in their dipole orientation. Such 

behavior may reduce, or prevent, NMR signal detection.68 Conversely, particles that are too large 

may possess multiple magnetic domains. Large particles will also increase the difficulty of 

measuring surface topography, as STM is best suited to imaging very flat surfaces, ideally with 

only atomic or molecular scale changes in topography. Nanoparticles are obstacles that the STM 

tip must avoid while scanning the surface. For these reasons, particles with diameters of around 

15 nm are chosen to be large enough to ensure room-temperature ferromagnetism (as explained 

below),75,76 but small enough to contain only a single magnetic domain70,75 without causing undue 

difficulty to imaging surface topography.77–79 
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Additionally, magnetic systems do not always respond in an isotropic manner to applied 

magnetic fields. The magnetic anisotropy parameters are a way to quantify this asymmetry and 

more accurately predict a system’s magnetization. Magnetic anisotropy arises from a variety of 

sources, the more significant sources of which are the crystal structure of the material (crystalline 

anisotropy) and the material’s geometry (shape anisotropy).80 Additionally, the local environments 

of atoms on the surface also affects their magnetic behavior, an effect that becomes more 

pronounced for smaller systems with larger surface area to volume ratios.81 Due to the system’s 

magnetic anisotropy, dipoles within a material are predisposed to orient along certain 

crystallographic and geometric directions (“easy axes”), even in the absence of applied fields. As 

such, the system may be magnetized more easily along one direction compared to another. In large 

(macroscopic) objects, these influences may be negligible. However, in small systems, like 

nanoparticles, the magnetic anisotropy can play a significant role in determining their overall 

properties.80 

The crystal structure of the nanoparticles will influence their magnetic anisotropy, which 

is also critical to ensuring their ferromagnetism. At room temperature, metallic cobalt is known to 

exist in three possible crystal phases: α-Co (hcp), β-Co (fcc), and ϵ-Co82,83 (a cubic structure, 

similar to β-Mn), as illustrated in Figure 3.1.84 Of these, α-Co is the most thermodynamically stable 

phase for bulk cobalt under standard conditions. Due to the small difference in crystal packing 

energy, however, β-Co is often found to coexist with α-Co, and may even be preferred in some 

cases for small particles.85 While ϵ-Co nanoparticles are metastable at room temperature, they 

transform into the more-stable α-phase when annealed.83 Nanoparticles of all three phases are 

strongly magnetic, but possess slightly different properties. Each phase possesses a characteristic 

magnetic anisotropy, which are reported to be 4.2 × 106, 2.7 × 106, and 1.5 × 106 erg cm-3 for α-Co, 
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β-Co, and ϵ-Co, respectively.59 Here, anisotropies are specified in the centimeter-gram-second 

system of units commonly used for magnetic systems, but we specifically note the conversion to 

the meter-kilogram-second unit system (1 erg cm-3 = 0.1 J m-3). Compare these with the 

magnetocrystalline anisotropy of bulk hcp (α-phase) cobalt of about 4.5 × 106 erg cm-3.86,87 

Therefore, α-Co is the most desirable crystal phase for this experiment since its high magnetic 

anisotropy will help stabilize the orientation of a single-domain’s magnetic moment. This 

stabilization enables the use of smaller diameter particles than those afforded by less-anisotropic 

crystal phases (see Eq. 3.1). By extension, ϵ-Co is the least desirable in this respect, as it possess 

the lowest crystalline anisotropy of the three phases. The ϵ-phase does possess one notable 

advantage over other crystal phases in that the nanoparticles tend to be more spherically shaped.88 

Nanoparticles synthesized in the α-phase tend to be less uniform and more irregularly (“potato”) 

shaped compared to those synthesized in the ϵ-phase.75,82,89 A uniform, nearly spherical, shape is 

desired for this experiment since the resulting magnetic field will be the simplest to predict and 

model and will produce a consistent NMR signal from each nanoparticle measured. 

 

Figure 3.1: Schematic showing the different crystal structures of metallic cobalt: (A) α-Co, hcp; 

(B) β-Co, fcc; ϵ-Co. This figure is adapted with permission from Reference 84. 
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Uniaxial anisotropy of the Co-NPs is desired to ensure a known easy-axis of magnetization. 

Assuming spherically symmetric particles, the crystal structure will be the main contributor to their 

magnetic anisotropy, which predisposes the magnetization of the nanoparticle to lie along a 

particular crystallographic direction. In this respect, single-crystal α-Co nanoparticles are preferred 

as they exhibit strong uniaxial anisotropy along the c-axis of their hcp lattice.86 However, even 

slight irregularities in the particle shape can be enough to cause uniaxial behavior in all phases of 

Co-NPs.88,90 

Nanoparticle Surface Coverage 

The Co-NPs must be deposited onto a smooth, conductive surface suitable for STM 

measurements. The diamagnetism, electrical conductivity, and well-studied chemistry make gold 

the most desirable substrate for use in this experiment. Alternatively, highly ordered pyrolytic 

graphite (HOPG), another common substrate for STM, may also be used, though it lacks the 

versatility of gold’s surface functionalization chemistry and possesses a much greater diamagnetic 

susceptibility that can affect the magnetic field strength near the surface. 

Ideally, Co-NPs should be dispersed uniformly over the entire sample surface such that 

isolated particles may be located readily. Practical STM scan areas are around 1 µm × 1 µm, 

though typically far less (smaller than 100 nm × 100 nm) in order to achieve molecular or atomic 

resolution of surface features. The areal density of Co-NPs on the surface should be sufficiently 

high such that, in a given (random) scan area near the sample’s center, one is able to find at least 

one isolated nanoparticle without extensive searching. Nanoparticle densities that are too high may 

result in undesirable side-effects, such as nanoparticle aggregation and an effective increase in 

surface roughness that can hinder STM scanning. Additionally, the potential for magnetic dipole-

dipole interactions between particles will increase with higher nanoparticle densities, which may 
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affect the NMR measurement. Minimizing this interparticle coupling simplifies the experiment, 

conceptually, and brings it closer to the goal of measuring the nuclear magnetic moment of 

individual nanoparticles. As such, areal densities of about 100 particles per µm2 (1 particle per 

100 nm × 100 nm scan area) are thought desirable. Section 3.3.5, below, provides an in-depth 

discussion of the strengths of interparticle interactions and their role in determining desired areal 

densities. 

Magnetic Dipole-Dipole Interactions 

Ferromagnetic dipole-dipole interactions can cause nanoparticle aggregation in solution 

and on surfaces, and may lead to rough, heterogeneous samples with perturbed nuclear resonant 

frequencies. Estimating the strengths of these interparticle interactions will assist in predicting 

their effects and planning this experiment. In this section, we describe a model of these interactions 

between neighboring magnetic nanoparticles and use it to estimate desired areal densities of 

deposited Co-NPs. This model accounts for the magnetic dipole-dipole interactions that exist 

between magnetically-hard particles possessing uniaxial anisotropy. The nanoparticles are 

assumed to have a spherical core-shell structure, as shown in Figure 3.2, where a “non-magnetic” 

shell (radius, 𝑅shell), with a magnetic permeability equal to that of free space, surrounds a single-

domain, ferromagnetic core (radius, 𝑅core). We use the macrospin approximation to describe the 

magnetic moment of the nanoparticles as a single magnetic dipole located at the center of a 

nanoparticle. The results of this analysis are compared to previously published work that studied 

the formation of chain and ring structures of Co-NPs in solution using dynamics simulations based 

on a similar model to that used here.91,92 
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Figure 3.2: Schematic of a core-shell nanoparticle with a non-magnetic shell of radius Rshell (dark 

gray) surrounding a single-domain, ferromagnetic core with radius Rcore (light gray); Rshell ≥ Rcore. 

Due to the spherical shape of the nanoparticles, and the macrospin approximation, the 

magnetic induction (𝐵⃑ ) produced by a single particle’s dipole moment (𝑚⃑⃑ ) is estimated to be: 

 
𝐵⃑ (𝑟 ) =  

μ0

4π
[
3(𝑚⃑⃑ ∙ 𝑟̂)𝑟̂ −  𝑚⃑⃑ 

𝑟3
], Eq. 3.2 

where μ0  is the permeability of free space and 𝑟  is the position vector measured from the particle’s 

center. The magnetization (𝑀⃑⃑ ) of an object is defined as its dipole moment per unit volume. We 

assume that the core of the nanoparticle is uniformly magnetized, therefore its total magnetic 

dipole moment may be calculated as: 

 𝑚⃑⃑ =  𝑉core𝑀⃑⃑ s = 
4

3
π𝑅core

3 𝑀⃑⃑ s, Eq. 3.3 

where 𝑉core  is the volume of the spherical, single-domain nanoparticle with saturated 

magnetization 𝑀⃑⃑ s. The potential energy of a magnetic dipole in an external field is given by: 

 𝐸 =  −𝑚⃑⃑ ∙ 𝐵⃑ . Eq. 3.4 
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Combining these equations, the energy of one magnetic nanoparticle in the field produced by a 

neighboring nanoparticle is: 

 
𝐸 = −𝑉core𝑀⃑⃑ s ∙

μ0

4π
[
3(𝑚⃑⃑ ∙ 𝑟̂)𝑟̂ − 𝑚⃑⃑ 

𝑟3
]. Eq. 3.5 

This energy will be minimized when both dipoles are aligned along the same direction, denoted as 

𝑧̂, and arranged in a “head-to-tail” configuration, as illustrated in Figure 3.3, with particle core-

core separation 𝑧. Thus, the interaction energy becomes: 

 
𝐸 = −

μ0𝑚𝑉core𝑀s

2π

1

𝑧3
. Eq. 3.6 

The interaction energy is reduced further when the separation between the particles (z) is 

minimized, as a result of the attractive force experienced by the magnetic particles in this 

configuration. Due to their finite size, the shortest possible separation distance between the 

nanoparticles is twice the radius of their outer shells, 𝑧 ≥ 2𝑅shell. Thus, the minimum energy is: 

 

𝐸min = −
μ0 (

4
3π𝑅core

3 𝑀s) (
4
3π𝑅core

3 )𝑀s

2π

1

8𝑅shell
3 , Eq. 3.7 

which further simplifies to: 

 
𝐸min = −

μ0π𝑀s
2

9

𝑅core
6

𝑅shell
3 = −η

𝑅core
6

𝑅shell
3 , Eq. 3.8 

Note that the interaction energy decreases (becomes more negative) as the cube of the particle 

radius. Thus, larger particles bind to each other more strongly than smaller particles. The saturation 

magnetization of bulk cobalt is 𝑀s = 1.44 × 106 A m−1 =  162 emu g−1.93 With this parameter, 

the value of η in the above Eq. 3.8 is calculated to be η =  9.10 × 105 J m−3. 
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Figure 3.3: Two possible configurations of magnetic nanoparticles: particles with misaligned 

dipoles pointed in different directions (left) and particles with dipoles aligned along the same 

direction (𝒛̂) in a head-to-tail configuration (right). Dipole moments shown as black arrows. 

In order for the nanoparticles to aggregate, the binding energy must be comparable to, or 

larger than, the ambient thermal energy they possess. The average thermal energy of the particles 

may be estimated using the equipartition theorem, where 

 
𝐸ave =

𝑓

2
𝑘B𝑇 =

5

2
𝑘𝐵(300 Kelvin) = 1.04 × 10−20 J = 0.065 eV, Eq. 3.9 

where kB is the Boltzmann constant, T is the absolute temperature of the system, and f is the number 

of degrees of freedom that the particles possess. In the situation modeled here, there are f = 5 

degrees of freedom: 3 translational degrees of freedom (motion along the x-, y-, z-axes) and 2 

rotational degrees of freedom (rotations about the x- and y-axes). Rotation about the z-axis, along 

which the magnetic moment of the particles aligns, does not produce a distinguishable change in 

the system and does not alter the magnetic energy, and should not be considered. 
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Figure 3.4: Head-to-tail magnetic dipole interaction energy of two ferromagnetic cobalt 

nanoparticles. In such a configuration, the particles experience an attractive force and are bound 

within a potential well, the depth of which is plotted above as a function of core-core separation 

distance. Here, greater binding energies represent more-strongly interacting particles. For 

comparison, the average (thermal) kinetic energy of the particles at 300 K is also plotted (dashed, 

black line). 

Figure 3.4 shows the interaction energy of Co-NPs of various radii as a function of their 

core-core separation distance, where the thicknesses of their outer shells determines the minimum 

separation for each pair of particles. Reasonable values for 𝑅core range from ~5 nm (below the 

superparamagnetic limit for cobalt, at room temperature), to 15 nm (approaching the large-

diameter limit for use in this project). Table 3.2 lists the interaction energies of Co-NPs with a core 

diameter of 20 nm, larger and more interacting than particles used in these experiments. The 

interaction energy is less than the average thermal kinetic energy at room temperature for 

separation distances greater than 90 nm, and less than 10% of the thermal energy at 200 nm. As 
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such, interparticle coupling between Co-NPs on a surface separated by >100 nm is not expected 

to be significant. For Co-NPs with diameters smaller than 20 nm, the interaction energy will be 

less than the listed value due to the weaker dipole moment possessed by smaller particles. 

Table 3.2: Interaction energies of cobalt nanoparticles with core diameters of 20 nm, separated 

by 25, 50, 75, 100, and 200 nm. 

Core-Core Separation (nm) Interaction Energy (eV) 

25 2.9 

50 0.36 

75 0.11 

100 0.045 

200 0.0057 

 

The favorable interaction energy and attractive force between the particles implies that they 

will aggregate in solution. However, the above analysis fails to account for other effects that 

disrupt nanoparticle aggregation, such as turbulence in solution or weakened magnetic moments 

due to the quenching of surface spins.91,94 The size and crystal phase of the Co-NPs can 

significantly affect their saturation magnetization, which can be as low as 40% of the bulk value 

in the case of ϵ-Co.95 Others have observed chain and ring-like structures to form spontaneously 

in solutions of Co-NPs with diameters larger than about 20–25 nm.91,96,97 Dynamics simulations 

also predict the formation of nanoparticle structures for critical diameters around 9–12 nm.91 In the 

present experiment, significant nanoparticle aggregation is not observed to occur. Therefore, 

disruptive effects of ultrasonication of the solution and ligand-induced solubility prevent 
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nanoparticle aggregation or the particles are below the superparamagnetic limit and therefore do 

not possess the permanent dipole moment needed for aggregation. 

3.4  Cobalt Nanoparticles 

We pursued multiple strategies of acquiring and depositing cobalt nanostructures onto a 

surface for subsequent STM studies. Below, we present the results of our efforts to synthesize and 

tailor the ligands of colloidal Co-NPs.  However, we also discuss an alternative strategy of 

depositing cobalt metal via metal evaporation onto masked substrates. 

Nanoparticle Synthesis 

We synthesized Co-NPs using established procedures, as shown in Figure 3.5.75,89 Particles 

prepared in this way are approximately the size (~15 nm), shape (semi-spherical), and crystal phase 

(α-Co) desired for our experiment. We can optimize the particles to our precise specifications 

through subtle tuning of the synthetic procedure. As noted in Section 3.3.3, Co-NPs synthesized 

in the α-phase tend to be less uniform and symmetric in shape than other crystal phases, most 

notably ϵ-Co. Thermal annealing, however, changes ϵ-Co nanoparticles (possessing the more-

desirable shape) into α-Co nanoparticles (that have more desirable magnetic properties).84 As such, 

post-synthesis annealing of ϵ-Co-NP may be used to obtain a more desirable product in the future. 
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Figure 3.5: Transmission electron micrographs of synthesized cobalt nanoparticles. Particles 

exhibit a semi-spherical (“potato”) shape with diameters of about 15–20 nm 

Oxidation of the Co-NPs is a concern during synthesis and storage. Unprotected Co-NPs 

oxidize rapidly in air, and form a thin (~1 nm), passivating oxide layer in the presence of dissolved 

oxygen in solution.82,83,98 A variety of ligands may be used to protect the nanoparticles and inhibit 

their oxidation, making them air-stable for many weeks or months.82,99,100 The cobalt oxide that 

forms is a semiconductor that exhibits anti-ferromagnetic ordering101 just below room temperature 

(TNéel = 291 K).102–105 The oxide’s band structure may complicate STM data collection,106 and the 

differences in magnetic ordering and crystal structure between the oxide and metallic cobalt will 

alter the magnetic field at the nucleus.107,108 The thin cobalt oxide layer is known to increase109–112 

the effective magnetic anisotropy of the nanoparticles through exchange bias pinning.113,114 The 

antiferromagnetic layer helps to ‘pin’ (fix) the alignment direction of the ferromagnetic core.115 

However, any desirable effect is negated above the Néel temperature of the material, thus it is not 

expected to play a significant role in room temperature experiments. A small amount of oxidation 

is likely unavoidable, but care should be taken during the synthesis and storage of the nanoparticles 

to minimize its presence. 
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Commercial Cobalt Nanoparticles 

We also used commercial Co-NPs (Strem Chemicals, Newburyport, MA, USA) that nearly 

meet our specifications, eliminating the challenge of fine-tuning the synthesis process but at the 

expense of losing precise control over their size, shape, and crystal structure. Additionally, these 

nanoparticles are supplied without a capping agent, making them vulnerable to oxidation. To 

rectify this deficiency, we attach oxalic acid ligands, thereby protecting them from oxidation and 

stabilizing them in solutions with organic solvents for timespans of months to years if properly 

stored. As shown in Figure 3.6 the commercial Co-NPs possess a semi-spherical, irregular shape, 

with diameters of about 12 nm. 

 

Figure 3.6: Transmission electron micrographs of commercial cobalt nanoparticles. Particles 

possess a semi-spherical shape with diameters with a core-shell structure, with inner (outer) radii 

of ~8 nm (~12 nm). The scale bars in both images show 20 nm. 

Nanosphere Lithography 

Nanosphere lithography116,117 offers an alternative means of creating cobalt nanostructures 

on a surface, as depicted in Figure 3.7. In this technique, nanospheres, typically made of 

polystyrene or silica, self-assemble to form a close-packed monolayer that is weakly bound 
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(physisorbed) to the underlying surface. Despite the close-packing, gaps exist in the monolayer 

between assembled particles. These gaps enable other materials to reach the surface (e.g., during 

evaporative metal deposition), with the nanospheres acting as a mask. Following metal deposition, 

the nanosphere mask is removed using a combination of physical agitation (ultrasonication) and 

solvents. After removal of the mask, a hexagonal array of metal particles remains on the surface. 

The size and periodicity of these metal features is determined by the size of the nanospheres 

originally composing the mask. We prepared several surfaces in this way (see Figure 3.8) before 

ultimately abandoning the technique in favor of colloidal Co-NP deposition (Section 3.5), which 

proved more fruitful. 

 

Figure 3.7: (Left) Schematically, hexagonal close-packed arrangement of black nanospheres, of 

diameter D, form a mask on a white substrate. (Right) Black deposited material, with a roughly 

triangular shape. The deposited material fills the gaps once present in the nanosphere mask, since 

removed. The size and spacing of the deposited material depends on the diameter of the 

nanospheres that composed the original mask. Figure adapted with permission from 

References 118 and 119. 



 

118 

 

 

Figure 3.8: Atomic force topograph of self-assembled polystyrene nanospheres with diameters of 

200 nm. Nanospheres form a close-packed monolayer on a gold/silicon surface, leaving a 

hexagonal array of gaps between spheres, enabling evaporated material (cobalt) to reach the 

surface. 

3.5  Surface Deposition of Nanoparticles 

Numerous strategies exist for depositing nanoparticles onto surfaces, employing 

physi-79,120 and/or chemisorption121 processes. Physisorption relies on van der Waals forces122 

between the particles (ligands) and their surroundings to attach the particles to the surface. Drop 

casting a nanoparticle suspension as a thin film and allowing the solvent to evaporate distributes 

nanoparticles on the surface in a way that depends on the nanoparticle concentration and choice of 

solvent, amongst other factors. Self-assembled monolayers enable one to tune the interactions of 

the surface with the nanoparticles and the solvent.22,120 In this method, alkyl chains from ligand 

molecules surrounding the nanoparticles interdigitate with those of alkanethiols forming the SAM. 

The intermolecular forces experienced by the interdigitated molecules act to immobilize the 

nanoparticles on the surface. This method offers stronger particle-surface adhesion than that of 

physisorption onto unfunctionalized gold, but requires the use of molecules possessing 

(electrically insulating) alkyl moieties, where longer chains result in stronger attachment. These 
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techniques were used with some encouraging results, initially (Figure 3.9, but was ultimately 

found to produce inconsistent films that suffered from nanoparticle aggregation and surface 

contamination. 

 

Figure 3.9: (A) 550 nm × 550 nm and (B) 2.27 µm × 2.27 µm atomic force topographs of cobalt 

nanoparticles deposited on a bare Au/Si surface by drop-casting. The rough texture of underlying 

evaporated-gold surface is evident in these images; the deposited nanoparticles appear as 

protrusions. Isolated particles were found tens or hundreds of nanometers away from neighboring 

particles, as well as clusters of several particles together. Topographic profiles were measured 

along the red and blue lines, as indicated in (A), and displayed in (C) and (D), respectively. The 

profiles indicate that the particles have diameters of about 15 nm, which agrees with transmission 

electron micrographs. 
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Chemisorption offers the advantage of a stronger link between the nanoparticle and the 

surface than that provided by physisorption. For example, intermolecular forces between 

neighboring alkanethiol molecules in a SAM provide a stabilizing (physisorption) interaction 

energy of about 65 meV per methylene (CH2) group, or about 0.8 eV for 12-carbon alkyl chains 

(e.g., dodecanethiol molecules).123 By contrast, gold–sulfur (Au–S) bonds, a model surface-

molecule attachment present in alkanethiol SAMs, have a (chemisorption) bond energy of about 

2.2 eV that anchors a thiol functional group to a gold surface.123 Similar metal–thiol bonds are 

possible on other surfaces, including cobalt, providing a stronger and more robust tether between 

a nanoparticle and the surface than physisorption provides.124 

Therefore, an alternative strategy for attaching Co-NPs to metal surfaces involves the use 

of bifunctional (dithiol) tethers. Here, dithiols, such as decanedithiol (C10DT) or biphenyldithiol 

(BPDT), are used to bridge gold surfaces and Co-NPs by chemisorption to opposite ends of the 

molecule. Using molecular tethers also adds the capability of site- and chemical-specific surface 

attachment though the tailoring of ligand and SAM functional groups. Insertion of bifunctinoal 

tether molecules into SAM defect sites enables specific chemisorption in those regions of the 

surface, over the nonspecific adsorption present elsewhere on the SAM matrix. In this way, the 

areal density of chemisorbed Co-NPs on a surface may be adjusted through controlled insertion of 

these molecular tethers. 

We investigated several types of tethers for use in attaching Co-NPs to gold surfaces, most 

notably aliphatic (such octanedithiol) and aromatic (such BPDT) dithiols.121 Mono-component 

SAMs made of aromatic dithiols have been found to immobilize Co-NPs with areal densities of 

up to 2800 particles per µm2.121 By contrast, aliphatic dithiols do not capture Co-NPs with as high 

areal densities as their aromatic counterparts, thought to be due to their lower molecular packing 



 

121 

 

densities and ordering when adsorbed onto the surface.121 Molecular geometry and orientation 

must also be considered if these molecules are to be inserted into SAM defect sites. The length of 

an inserted molecule must be such that its exposed, terminal functional group protrudes from the 

surrounding matrix in order to access, and bind to, Co-NPs adsorbed on the SAM. Alkanethiols 

are known to tilt away from the surface normal by angle of 30° when assembled on Au{111} 

surfaces due to the stabilizing influence of increased intermolecular interactions.123 Aromatic 

thiols, such as BDPT, exhibit smaller tilt angles of ≤20°.123,125–128 The differences in tilt angle 

change the effective height of the terminal functionality of the molecule above the gold surface, 

since tilted molecules of a given length are effectively shorter than those oriented normal to the 

surface. The molecular structures and approximate lengths of various molecules considered in this 

experiment for use in nanoparticle chemisorption and to form surrounding SAM matrices are show 

in Figure 3.10. Considering these factors, insertion of BPDT or terphenyldithiol (TPDT) molecules 

into an octanethiol (or, shorter, hexanethiol129,130) matrix is expected to be a viable strategy for 

attaching Co-NPs to a gold surface, as illustrated in Figure 3.11, with the ability to tune 

nanoparticle density by controlling the SAM defect density. 

Past spectroscopic studies of Au11 clusters have revealed the variability of the tunneling 

conductance of nanoparticles adsorbed on alkanethiol SAMs and their sensitivity to the local, 

microscopic environmental.131 There, identical gold clusters were tethered to a surface using 

α,ω-alkanedithiol molecules inserted into an alkanethiol SAM, similar to the route proposed here 

to immobilize Co-NPs. Despite the controlled conditions (4.2 K, ultrahigh vacuum), tunneling 

conductance spectra measured with an STM tip positioned over isolated gold clusters showed 

remarkable variability between measurements. These results illustrate the significant affect that 

the nanoparticle’s local, microscopic environment (electrostatic charge, ligand mobility, 
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compression of the underlying SAM) has on the tunneling current. Precise control of these 

environmental influences remains a challenge to spectroscopic studies of tethered nanoparticles, 

both gold clusters as well as Co-NPs. As such, added care is warranted when collecting and 

analyzing tunneling spectra, including time variations in that current. 

 

Figure 3.10: Structures of molecules considered for use in the deposition of cobalt nanoparticles: 

(A) 1-octanethiol, C8, (B) biphenyl-4,4′-dithiol, BPDT, (C) 1,8-octanedithiol, C8DT, (D) 

1-decanethiol, C10, (E) 1,10-decanedithiol, C10DT, (F) p-terphenyl-4,4′′-dithiol, TPDT. 

Molecular lengths, shown below the structures, were estimated using molecular modeling software 

(ChemDraw), measuring he distance from the bottom sulfur atom to the top-most hydrogen atom 

(in the case of thiols), or the top sulfur atom (for dithiols). 
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Figure 3.11: Cobalt nanoparticles (Co-NPs) chemisorb to the terminal thiol group of 

biphenyldithiol (BPDT) molecules inserted into an octanethiol (C8) matrix. Insertion of BPDT 

molecules occurs predominantly at defects in the C8 self-assembled monolayer (SAM), such as 

tilt domain boundaries, as shown in above. Controlling the areal density of SAM defects, by tuning 

sample preparation technique, enables one to adjust the availability of binding locations for 

Co-NPs. The nanoparticle’s ligand coating has been omitted in the figure, but approximate relative 

sizes of the SAM molecules and nanoparticle have been preserved. 

An electrically insulating layer of organic ligands surrounds the Co-NPs, preventing their 

aggregation in solution and protecting them from oxidation. These ligands remain after depositing 

the nanoparticles on the surface and, thus, insulate physisorbed Co-NPs from the conductive 

substrate. Additionally, as mentioned in Section 3.4.1, Co-NPs may possess a thin insulating oxide 

layer. The tunnel barrier presented by the insulating ligands and oxide layer presents a challenge 

to imaging Co-NPs with an STM. The feedback loop of the STM attempts to maintain a constant 

tunneling current between the probe tip and the surface (or objects adsorbed on the surface). 

Ordinarily, changes in surface topography result in changes in the magnitude of the tunneling 
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current, which the feedback loop compensates by adjusting the position of the probe tip relative to 

the surface. However, if an object (nanoparticle) is insulated from the surface, and the barrier for 

electron transport between it and the surface is sufficiently high, then the tunneling current may 

not change as the probe tip approaches. As such, the STM may not sense the nanoparticle’s 

presence and, instead of the feedback loop adjusting the tip position to follow its topography, the 

tip may push the object laterally across the surface.131 In which case, the nanoparticle would be 

‘invisible’ to the tip and not appear in the image as well as interfere with the tip’s ability to resolve 

other surface features.  In the case of nanoparticles chemisorbed via conductive tethers, such as 

BPDT,132,133 the barrier to electron transport between the nanoparticle and the surface is reduced 

greatly, increasing the likelihood of the tip following the topography of the surface and adsorbed 

Co-NPs. Nevertheless, the long, insulating ligand molecules may still interfere with the tip’s ability 

to resolve fine features on or near adsorbed nanoparticles. 

Several practical challenges exist when preparing dithiol SAMs. In order to attach Co-NPs 

to a surface, it is desired that α,ω-dithiol molecules adsorb upright, with one thiol group attached 

to the substrate while the other is oriented away from the surface, exposed to its surroundings. This 

orientation, however, is not guaranteed as both thiol groups have the potential to bind to the 

surface. Molecules possessing flexible, single-bonded alkyl chains may bend and form loops, 

thereby enabling both terminal groups attach to the surface with their flexible backbones 

protruding outward.134–136 The likelihood of upright, singly-bound, dithiol adsorption may be 

increased with short-chain (n ≤ 8) alkanedithiols (HS(CH2)nSH), elevating the temperature of 

SAM formation, or inserting the molecules into an existing SAM matrix.129,137,138 Aromatic 

dithiols, such as BPDT and TPDT, are more rigid and less prone to looping and dual-thiol 

attachment than their alkyl counterparts, but difficulties still exist in imaging these SAMs via 
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STM.121,139,140 Unbound thiol groups interact strongly with the STM tip and typically prevent 

molecular resolution imaging.129 Additionally, exposed thiol groups may undergo oxidative S–S 

coupling, either with adjacent molecules in the SAM or with unbound molecules in solution, 

leading to multilayer formation and disordering of the monolayer surface.139,141 Aromatic dithiols 

are particularly prone to dimerization in this way.141 Working in reduced oxygen environments 

(e.g., inside a glovebox) with degassed solvents, and in the presence of antioxidants can help 

mediate this difficulty but not alleviate it entirely.125 Another strategy involves the adsorption of 

protected dithiol analogs, which are subsequently deprotected after the SAM forms.133,141 This 

method, however, complicates sample preparation and may act to disorder the SAM due to the 

chemical reactions that occur at the its surface.142 

Patterning of Co-NPs on the surface was used to aid image interpretation. Successful 

deposition of Co-NPs in a particular region of the surface may be assessed by the observed pattern 

fidelity. Regions without the expected pattern may be excluded from further analysis, quickly, 

sparing the need for a tedious search for deposited particles or attempts to distinguish suspected 

Co-NPs from other advantageous particles present on the surface. Additionally, in the case of STM 

imaging, with limited scan ranges, patterns help one determine relative positions and distance 

scales where deposited Co-NPs are likely to be found. As such, many of the surfaces presented 

here were prepared with tether molecules and/or Co-NPs arranged on a gold surface in a periodic 

(patterned) manner. The lateral dimensions and pitches of these features were about 1–3 µm, 

prepared using microcontact printing (µCP), as shown in Figure 3.12. Unpatented samples were 

also prepared by inserting tether molecules into a SAM matrix (Figure 3.13), though less 

commonly used in the analysis presented here. In this case, tether molecules insert randomly over 

the entire surface, though are concentrated around defects in the surrounding molecular lattice. 
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Figure 3.12: Schematics illustrating the patterning of gold surfaces with cobalt nanoparticles 

(Co-NPs) via microcontact printing of terphenyldithiol (TPDT) tethers and backfilling with 

hexanethiol (C6). Nanoparticles were deposited from a colloidal suspension in toluene and 

subsequently characterized using an atomic force microscope (AFM) and scanning tunneling 

microscope (STM). Co-NPs adsorbed predominantly in circular or square regions on the surface 

with characteristic lateral sizes and pitches determined by the polydimethylsiloxane (PDMS) 

stamp used. 
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Figure 3.13: Schematic illustrating the deposition of cobalt nanoparticles (Co-NPs) onto gold 

surfaces with terphenyldithiol (TPDT) tether molecules inserted into a hexanethiol (C6) SAM. 

Nanoparticles were deposited from a colloidal suspension in toluene and subsequently 

characterized using an atomic force microscope (AFM) and scanning tunneling microscope 

(STM). Co-NPs adsorbed randomly over the surface, though tether molecules were concentrated 

near SAM defects due to increased surface accessibility at these sites. 

3.6  Analysis of Nanoparticle Decorated Surfaces by Scanning Probe 

Microscopies 

Two types of scanning probe microscopy were used to analyze surfaces decorated with 

Co-NPs: atomic force microscopy (AFM) and STM. Analysis via AFM provided the advantage of 

relatively fast (<10 minutes), large-area (up to 50 µm × 50 µm) topographic images, compared to 

those collected using an STM, which sometimes requires hours-long imaging times for areas less 

than 5 µm × 5 µm. In this way, samples could be screened quickly to assess the dispersion of 

Co-NPs on the surface prior to more thorough, but slower, analysis via STM. Additionally, AFM 
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provides a purely topographic image, as opposed to STM images that represent a convolution of 

topographic and electronic (conductivity) surface features, thereby simplifying interpretation of 

the images. 

Surface-Deposited Cobalt Nanoparticles: Atomic Force Microscopy 

Imaging Co-NP-decorated surfaces with an AFM reveals selective adsorption of 

nanoparticles in regions patterned with tether molecules (see Figure 3.14). In these regions, mono- 

and bilayers of particles are observed, as judged by topographic profiles showing feature heights 

approximately equal to that of the Co-NP diameter (or twice this value in the case of bilayers). The 

first layer of nanoparticles likely adsorbed due to chemical bonds between the terminal thiol 

functionality on the TPDT tethers and the cobalt surface of the nanoparticles. The second, less-

prevalent, layer of nanoparticles likely forms as a result of weaker attractive forces between the 

particles, their ligands, and the SAM surface (physisorption). Nanoparticles adsorbed with greater 

areal surface densities near the edges of the TPDT regions than toward their interiors (see 

Figure 3.15). This difference in adsorption densities could result from differences in SAM order; 

TPDT molecules deposited by µCP will be least ordered at the edges of the transferred features 

due to adsorbate diffusion and exchange during SAM formation. A consequence of this relative 

disorder is that the nanoparticle ligands can more-easily penetrate (interdigitate with) the matrix, 

enabling the protruding thiol functionality on the TPDT to get closer to the particle’s surface, 

increasing the likelihood of chemisorption. 

Nanoparticle aggregates were observed on the hexanethiol (C6) matrix surrounding the 

tether molecules. In Figure 3.14, these aggregates appear as tentacle-like chains, multiple Co-NP 

diameters thick, oriented roughly along the same direction on the surface. These features likely 

form due to sudden aggregation during rinsing. The nanoparticles were deposited from a colloidal 
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suspension in toluene (non-polar solvent), but rinsed in ethanol (polar solvent). The sudden change 

in solvent polarity likely resulted in Co-NP precipitation onto the surface, with more nanoparticles 

(coated with non-polar, aliphatic ligands) accumulating on the non-polar (CH3-terminated) C6 

SAM, rather than the more-polar TPDT regions. 

 

Figure 3.14: Cobalt nanoparticles (Co-NPs) deposited from a colloidal suspension onto a 

functionalized Au{111} surface. (Left) Atomic force topograph of patterned surface. Circular 

regions containing terphenyldithiol (TPDT) tethers specifically adsorb Co-NPs in preference of 

the background SAM matrix of hexanethiol (C6). (Right) Topographic profiles of adsorbed 

Co-NPs along red, blue, and pink lines indicated in left image. Profiles confirm that Co-NPs adsorb 

as single layers of particles on tether regions, and adsorb sporadically, in aggregates, on C6 matrix.  
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Figure 3.15: Cobalt nanoparticles (Co-NPs) deposited from a colloidal suspension onto a 

functionalized Au{111} surface. (Left) Atomic force topograph of patterned surface. Circular 

region containing terphenyldithiol (TPDT) tethers specifically adsorb Co-NPs in preference of the 

background SAM matrix of hexanethiol (C6). (Right) Topographic profile of adsorbed Co-NPs 

along red line indicated in left image. Adsorbed densities of Co-NPs on the TPDT region vary, 

with particles adsorbing more densely near the periphery of the patterned region compared to its 

interior. 

Other adsorbates were tested, in place of C6, as constituents of the SAM matrix 

surrounding the TPDT tethers, including 1-decanethiol (C10) and 11-mercapto-1-undecanol 

(C11OH). Similar to the case of C6 SAMs, Co-NP aggregates were observed on C10 SAMs, which 

also possess a non-polar methyl (–CH3) terminal group. By contrast, C11OH SAMs resisted 

Co-NP aggregation (see Figure 3.16), likely due to the hydrophilicity of the surface resulting the 

polarity of the molecule’s terminal hydroxyl (–OH) group. Although C11OH reduced nanoparticle 

aggregation, such polar surfaces are undesirable for STM analysis due to their affinity for water 
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(adsorbed from the air) that can prevent molecular-scale resolution of features on the surface. For 

this reason, short-chain alkanethiols, such as C6, were used for the surrounding SAM matrix in 

further experiments. 

 

Figure 3.16: Atomic force topograph of cobalt nanoparticles (Co-NPs) deposited from a colloidal 

suspension onto a functionalized Au/Si surface. A single square region containing terphenyldithiol 

(TPDT) tethers is evident near the center of the image. Here, Co-NPs disproportionately adsorbed 

onto the TPDT region in preference of the background SAM matrix of 11-mercapto-1-undecanol 

(C11OH), without forming large aggregates or multilayers. 

Surface-Deposited Cobalt Nanoparticles: Scanning Tunneling Microscopy 

The presence of a well-ordered SAM around the deposited Co-NPs provides a convenient 

backdrop on which to calibrate the scanning of the instrument and test the quality of each STM tip 

before and between spin measurements. The Co-NPs appear as large, convex protrusions from the 

otherwise relatively featureless surface. The area surrounding the Co-NPs should be flat, 

unobstructed, and lacking an NMR signal in order to reduce the likelihood of fouling the STM tip 



 

132 

 

and to set a baseline for spin measurements. An alkanethiol SAM accomplishes these goals and 

may be used as a host matrix for tether molecules anchoring Co-NPs to the sample surface. 

When analyzing STM topographs, the spatial derivatives (computed numerically from the 

topography signal) were also employed. Contrast in topography images is from differences in the 

apparent height of surface features. In the case of surfaces that possess large disparities in feature 

height (large changes in topography), as in the case of conductive molecular tethers and, especially, 

adsorbed nanoparticles, the contrast between features of comparable height is lost due to data 

scaling. For example, in images of Co-NPs adsorbed on an alkanethiol SAM, the difference in 

height between the apex of the nanoparticle and the top of the surrounding SAM can be so large 

(>10 nm) that the molecular-level changes in topography (~1 Å) are not evident when the image 

is displayed, despite the data being measured with sufficient precision. The topographic derivative 

image alleviates this display challenge by eliminating DC offsets in topography and emphasizing 

regions where the change in height between neighboring pixels is large (e.g., near edges). As such, 

topographic derivative images are useful in assessing surfaces with large variations in topography 

between regions, while relatively flat within the respective regions. 

As an initial characterization step, we analyzed the insertion of BPDT and TPDT tether 

molecules into alkanethiol (C6 and C8) SAMs. As expected, tether molecules were observed to 

insert preferentially into defects sites in the SAM, particularly at tilt domain boundaries, as 

observed in Figures 3.17 and 3.18. Due to the longer, physical lengths of the tethers, as well as 

their higher conductivities compared to the surrounding alkanethiol SAM, the tethers appear as 

protrusions in the STM topography images. The number of inserted molecules depends on the 

number of defects in the surrounding SAM matrix as well as the time the surface was immersed in 

a solution containing tether molecules. By adjusting these parameters, immersion and annealing 
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times during and post-SAM deposition, we can tune the density of tethers and, by extension, the 

number of Co-NPs adsorbed to the surface. 

 

Figure 3.17: Scanning tunneling topograph (left) and topographic derivative (right) of 

terphenyldithiol (TPDT) molecules inserted into a hexanethiol (C6) matrix. Due to their greater 

electrical conductivity and longer physical length, TPDT molecules appear to protrude from top 

of the surrounding C6 matrix. Approximate protrusion heights are indicated next to select TPDT 

molecules. The molecular ordering of the C6 lattice is evident, particularly in the derivative image. 

Sample preparation: immersion of a clean Au{111} surface in 1 mM solution of C6 for 29 h at 

60 °C; subsequent immersion into 0.2 mM solution of TPDT for 15 min. Imaging: Vtip = +1 V, 

Iset point = 5 pA. 

Frequently, tether molecules were observed to exist as clusters, hosted within the 

alkanethiol SAM matrix. We lack the resolution to distinguish individual BPDT or TPDT tethers 

due to their greater conformational freedom of their termini (protruding from the well-packed 

matrix), resulting in molecular motion during imaging,143 and interference of their exposed thiol 
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groups with the STM tip. However, we can surmise from the lateral sizes and groupings of 

protrusions in the alkanethiol matrix, which appear far larger than the known sizes of the 

molecules, that tethers accumulate in groups during or after insertion (Figure 3.18). Regions with 

larger groups of tethers, and more densely inserted, are more likely locations for Co-NPs to adsorb 

due to increased opportunity to form S–Co bonds, potentially more than one per nanoparticle. 

We also analyzed patterned surfaces decorated with Co-NPs. The lateral dimensions and 

pitch of the features patterned via µCP posed a challenge to collecting data with an STM. Areas 

larger than about 1000 nm × 1000 nm necessitated multi-hour imaging times to reduce streak 

artifacts caused by the inability of the STM’s feedback loop to respond promptly to changes in the 

tunneling current as the tip passed over the topographically varied surfaces. Additionally, even 

under relatively stable (ambient) scanning conditions, thermal drift of the tip toward or away from 

the surface limited our ability to image large areas over these time spans. Nevertheless, here we 

present STM images of assembled Co-NPs chemisorbed and physisorbed onto Au{111} surfaces 

functionalized with TPDT and C6 SAMs. 
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Figure 3.18: Scanning tunneling topographs of biphenyldithiol (BPDT) molecules inserted into 

an octanethiol (C8) matrix on Au{111}. Due to their greater electrical conductivity, BPDT 

molecules appear to protrude from top of the surrounding C8 monolayer. (Top-right) Topographic 

profile over a cluster of inserted BPDT molecules, along the red line indicated in the top-left image. 

(Bottom) An image of a representative area showing numerous clusters of inserted BPDT 

molecules located near surface defect sites. Red circles represent the cross-sectional projection of 

spherical, 20 nm particles overlaid onto the image on/near the larger clusters of BPDT tethers, 

which are likely chemisorption sites for cobalt nanoparticles. Imaging: Vtip = +1 V, Iset point = 5 pA. 
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Figures 3.19 and 3.20 demonstrate our ability to image the microcontact printed patterns 

of TPDT tether molecules surrounded by a backfilled C6 matrix. In the STM topographic images 

presented, circular features are visible with diameters similar to those observed on similarly 

prepared samples imaged with an AFM (e.g., Figure 3.15). When imaging at this scale, molecular 

resolution is impossible (each pixel represents an area of ~10 nm2, far larger than the sizes of these 

molecules), but we are able to assess the transferred pattern, identify the large-scale structure of 

the underlying gold surface (grains/facets), and Co-NPs. Unlike the AFM images, however, 

Co-NPs are not evident in these regions. The regions identified as containing TPDT appear to have 

a different surface texture than the surrounding C6 SAM, as seen in STM topographs. This 

difference in surface texture is particularly evident in the topographic derivative images, and 

results from the different chemical functionality of the TPDT tethers (and their interaction with 

the STM tip) compared to that of C6. Based on earlier AFM images of similar samples, we expect 

that Co-NPs were present on these surfaces prior to STM analysis, but the STM tip brushed the 

particles aside during imaging. The difficulty in detecting Co-NPs may indicate that, in this case, 

they were not strongly bound to the surface via the TPDT tether,131 as expected, and were too 

insulated from the surface to affect the magnitude of the tunneling current. These results, however, 

likely depend on the cleanliness of the STM tip and the specific scanning conditions. If a 

nanoparticle adsorbs to the tip prior to collecting an image then it could interfere with other 

particles on the surface as the tip moves during imaging, with its ligand layer acting to insulate the 

particle. 
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Figure 3.19: (A, C) Scanning tunneling topographs and (B, D) topographic derivative  of surfaces 

patterned with terphenyldithiol (TPDT) molecules within a hexanethiol (C6) matrix with deposited 

cobalt nanoparticles (Co-NPs). (A, B) As-collected images. (C, D) The same images shown in (A) 

and (B), respectively, but with overlaid, red shapes to guide the eye in identifying surface features. 

Sample preparation: microcontact printing of TPDT onto a clean Au{111} surface for 1 min; 

subsequent immersion into 1 mM solution of C6 for 1 min, and then into a solution of Co-NPs for 

15 s. Imaging: Vtip = +1 V, Iset point = 5 pA, 700 × 700 pixels, 2500 nm × 2500 nm. 
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Figure 3.20: (A, C) Scanning tunneling topographs  and (B, D) topographic derivative  of surfaces 

patterned with terphenyldithiol (TPDT) molecules within a hexanethiol (C6) matrix with deposited 

cobalt nanoparticles (Co-NPs). (A, B) As-collected images. (C, D) The same images shown in (A) 

and (B), respectively, but with overlaid, red shapes to guide the eye in identifying surface features. 

Sample preparation: microcontact printing of TPDT onto a clean Au{111} surface for 1 min; 

subsequent immersion into 1 mM solution of C6 for 1 min, and then into a solution of Co-NPs for 

15 s Imaging: Vtip = +1 V, Iset point = 5 pA, 512 × 512 pixels, 2800 nm × 2800 nm. 

In addition to the circular regions corresponding to patterned TPDT tethers, we also 

observe features resembling the aggregated chain of Co-NPs observed in AFM images. As 
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discussed previously, we observed aggregated Co-NPs on portions of the surface functionalized 

with C6 (Figure 3.14), noting their oriented, chain-like appearance. Similar features are observed 

in Figure 3.19 and, even more prominently, in Figure 3.21. In Figure 3.21, we measure features 

protruding from the surface by about 10 to 15 nm, corresponding to the expected diameters of the 

Co-NPs. These topographic profiles indicate a single-particle thick layer, in contrast to the 

multilayers indicated by AFM images. This discrepancy could, again, be a result of nanoparticle 

manipulation during scanning, caused by the tip (or adsorbed particles) pushing surface-bound 

particles away prior to their affecting the STM tunneling current. The lateral streaks visible in this 

image are indications that the tunneling junction may be affected by mobile species on the surface, 

such as nanoparticles being moving in/out of the tunneling junction as the tip moves across the 

surface. 

Once we identified promising regions with large-area scans, specific surface features were 

analyzed. We rarely observed features that we could attribute to isolated Co-NPs. Instead, we 

observed aggregates with lateral and vertical dimensions several times that of the average diameter 

of the Co-NPs. This scarcity of isolated nanoparticles, as mentioned above, could be a result of tip 

manipulation during scanning, sweeping all but the largest clusters out of the scan area without 

affecting the tunneling current. Inspecting these clusters more closely, we identified features with 

lateral dimensions approximately equal to those of the deposited Co-NPs. As seen in Figure 3.22, 

dozens of round, convex features are evident within the imaged region with center-to-center 

distances of ~15 nm, as determined using topographic profiles. Additionally, a collection of round 

nanoparticle-like features of the correct lateral dimensions is also observed in Figure 3.23. There, 

the features near the center of the imaged area appear to form an ordered assembly, amongst other 

features protruding/receding much further from/into the surrounding surface. Large variations in 
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topography pose a continuous challenge to resolving the Co-NPs on surfaces, which is exacerbated 

by the formation of large aggregates of nanoparticles, as seen here. 

 

Figure 3.21: Scanning tunneling topograph (A) of Co-NPs deposited on a C6 SAM and (B) 

topographic profiles along red and blue lines indicated in the left image. Tentacle-like chains of 

aggregated Co-NPs are evident, with feature heights matching those of the nanoparticles. Sample 

preparation: microcontact printing of TPDT onto a clean Au{111} surface for 1 m; subsequent 

immersion into 1 mM solution of C6 for 1 min; and then into a solution of Co-NPs for 15 s. 

Imaging: Vtip = +1 V, Iset point = 5 pA, 512 × 512 pixels, 2500 nm × 2500 nm. 
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Figure 3.22: (A, C) Scanning tunneling topographs (B) and topographic derivative of Co-NPs 

deposited on a hexanethiol (C6) matrix. (D) Topographic profiles along red and blue lines 

indicated in (C). A cluster of Co-NPs is evident, with lateral feature spacing matching those of the 

nanoparticles. Sample preparation: microcontact printing of TPDT onto a clean Au{111} surface 

for 1 min; subsequent immersion into 1 mM solution of C6 for 1 m; and then into a solution of 

Co-NPs for 15 s. Imaging: Vtip = +1 V, Iset point = 5 pA. (A, B): 512 × 512 pixels, 

400 nm × 400 nm; (C) is cropped from (A, pink box): 193 × 193 pixels, 150 nm × 150 nm. 
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Figure 3.23: (A) Scanning tunneling topograph and (B) topographic derivative of Co-NPs 

deposited on a hexanethiol (C6) matrix. A multi-layer cluster of Co-NPs is evident. The vertical 

scaling (color) of these images, as displayed here, are saturated intentionally in order to enhance 

the visibility of the nanoparticles. Sample preparation: microcontact printing of TPDT onto a clean 

Au{111} surface for 1 min; subsequent immersion into 1 mM solution of C6 for 1 min; and then 

into a solution of Co-NPs for 15 s. Imaging: Vtip = +1 V, Iset point = 5 pA, 200 × 200 pixels, 

390 nm × 390 nm. 

3.7  Spin Measurement Strategy 

We will detect the nuclear spin signal by measuring the power spectrum of the time-varying 

tunneling current near the expected Larmor precession frequency of the spin. The high spatial 

confinement of the STM tunneling current enables sub-Ångström localization and resolution of 

spins in the plane of the surface. In this way, the spatial distribution of spins may be imaged in two 

dimensions. 

Cobalt nanoparticles are a large, isotopically pure target spin system subject to a strong 

internal magnetic field due to their ferromagnetism. Surfaces will be decorated with isolated 
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Co-NPs in the manner described above (Section 3.5) and characterized using a combination of 

AFM and STM topographic imaging (Section 3.6). The STM tip will be positioned above an 

isolated nanoparticle and the tunneling impedance adjusted in order to minimize potential 

perturbations of the Co-NP, or its ligands, by the tip (Iset point ~1 pA, Vtip ~1 V). The RF power 

spectrum of the tunneling current will be measured with a spectrum analyzer to determine the 

relative power of the signal as a function of frequency. In an analogous manner to that in ESN-

STM, we expect to observe a peak in the power spectrum near the Larmor frequency (ω) of the 

nuclear magnetic moment (m) under investigation, which may be computed as: 

 𝜔 =
𝑚𝐵

𝐼ħ
, Eq. 3.10 

This frequency depends linearly on the strength of the field (B) in which the spin precesses. As 

such, we may use a variable external field to modulate the precession frequency in order to confirm 

the source of the signal. We will use a permanent magnet placed near the sample to generate a 

strong field near the sample, though, in the case of ferromagnetic Co-NPs, this may not be 

necessary. Near room temperature, this field will not magnetize the small number of spins probed 

in this measurement to an appreciable degree. Rather, we rely on the statistical magnetization (spin 

noise) of the spins. This field is there to induce the precession of the spins at predictable 

frequencies around a common axis. In addition to this static field, we will apply a smaller, variable 

field to modulate the net field strength, causing the precession frequency to vary with time. 

Monitoring both the magnitude and phase of the variations in the precession frequency will enable 

us to ascribe more confidently the source of this signal to the precession of the nuclear magnetic 

moments in the sample, as detected by the STM. A schematic of the measurement scheme is shown 

in Figure 3.24. 
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Figure 3.24: Nanoscale nuclear spin measurement scheme. The tip of a scanning tunneling 

microscope is positioned over a nuclear spin precessing at frequency ω in an external magnetic 

field (sum of Bstatic and Bsolenoid). Here, a purple arrow depicts the measured tunneling current 

between the tip and the sample. A bias tee splits this current into two components: a time-varying 

(radio frequency, RF) component, and a time-independent (DC) component. The RF signal (red 

arrow) is sent to a spectrum analyzer capable of discerning extremely low-power signals with high 

frequency resolution. The STM control electronics (feedback loop) monitors the DC portion (blue 

arrow) of the tunneling current in order to maintain a constant tip-sample separation during the 

measurement.  
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Scanning Tunneling Microscope Construction 

A new STM was constructed for use in this project, as shown in Figure 3.25, in order to 

facilitate instrument development while simultaneously optimizing sample preparation and 

imaging techniques. Aside from the custom-built control electronics and data acquisition system, 

this instrument features a spectrum analyzer to aid in the collection and analysis of low-power RF 

signals. 

 

Figure 3.25: Scanning tunneling microscope control electronics (left) and data acquisition system 

(including control electronics, signal analyzer, and computer interface electronics), custom built 

for use in making single-molecule nuclear spin measurements. 

We tested this STM by measuring the surface topographies of alkanethiol SAMs to 

demonstrate its ability to resolve molecular details (Figure 3.26) similar to those that will be 

studied later in these experiments. Additionally, we used these samples to calibrate the response 

of the STM against known surface features: intermolecular spacing in the assembled lattice and 

the heights of Au{111} step edge defects.  
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Figure 3.26: Scanning tunneling topographs of 1-decanethiol self-assembled monolayers on 

Au{111}; Vtip = +1 V, Iset point = 3 pA. Common surface features, including gold step edges, 

vacancy islands, tilt domain boundaries, and close-packed molecular lattice may be seen clearly. 

Scan Head & Amplifier Modifications 

We use a Besocke, beetle-style STM scan head.144,145 In this configuration, the sample rests 

on three, tripodal piezoelectric (“piezo”) tubes. These tubes support the coarse approach of the 

sample toward the STM tip, which is located on a fourth, central, piezo tube. Once the surface is 

sufficiently close to the tip (<1 nm) such that the desired tunneling current (~1 pA) flows between 

the tip and sample, fine adjustment of tip position relative to the sample is controlled via the 

feedback electronics and the central piezo tube. However, in the case of this experiment and 

prospective spin measurements, we modified the design and construction of the scan head in order 

to incorporate other components not used in purely topographic imaging. Many of these changes 

and additions are visible in the photographs shown in Figure 3.27, and described below. 

We incorporated high-frequency transmission lines in order to accommodate RF and 

microwave biases and tunneling currents with low attenuation compared to conventional thin-

gauge, solid core copper cabling. In doing so, we enable high-frequency pump-probe 

measurements of molecules and nanoparticles in the tunneling junction. Additionally, in order to 



 

147 

 

incorporate variable magnetic fields in the tunneling junction, we built a solenoid that fits around 

the STM scan head during operation. Current flowing through the coils of the solenoid generates 

an axial magnetic field. The strength and spatial uniformity of this field depends on the size (length 

and radius) of the solenoid. As such, the design of the scan head was modified to be thinner and 

taller than heads typically used. This geometry was chosen so that the tip-sample junction is located 

at the center of the solenoid (at its midpoint along its central axis), where the field is strongest and 

most uniform. 

 

Figure 3.27: Besocke-style STM heads, and accessories, built for nuclear spin measurements. (A) 

Solenoid that fits around (B) the “solenoid head.” (C) “Weiss-group-style” Besocke scan head, 

with a microwave-compatible bias cable. (D) Approach and scanning piezo tubes used in Besocke-

style heads. (E) Side view of the platform that supports the solenoid head, providing a way for 

cables to access the underside of the head. 
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These changes in the design and construction of the STM head alter its behavior and 

response to external stimuli (e.g., vibration and electronic noise). The taller design of the scan head 

is undesirable since the added length makes the tip more susceptible to vibration. However, this 

susceptibility is compensated, in part, by the tight fit between the scan head and the inner bore of 

the solenoid, which stabilizes it with the aid of its much larger mass. One benefit of this solenoid 

design is that it acts as an excellent Faraday cage. Even when not using its magnetic field 

capabilities, the aluminum construction of the solenoid and its thick layers of coiled copper wires 

shields the tunneling junction from electromagnetic noise (e.g., 60 Hz from AC power lines). 

Heat dissipation within the solenoid, while producing a magnetic field, was a specific 

challenge studied during the construction of the scan head. Current flowing through the (ohmic) 

wires within the solenoid dissipate heat, which act to raise its temperature. Over time, this heat 

will flow into the scan head, which can lead to thermal drift during imaging caused by asymmetric 

thermal expansion/contraction of the (different) materials used in its construction. Changes in 

temperature of the head are a source of instability for the STM over the extended measurement 

times used in these experiments. To understand the magnitude of this problem, we measured the 

temperature change of the solenoid as a function of time while the operating at its maximum power. 

The results of this experiment are shown in Figure 3.28. We measured an increase in the solenoid’s 

temperature of about 5 °C over 8 h. The temperature changes most rapidly within the few hours 

after the current begins to flow (or ceases flowing). However, we reiterate that these changes were 

measured in the most extreme heating conditions (highest current operation) that the solenoid was 

designed experience. Furthermore, the solenoid is not intended to produce strong, constant, 

magnetic fields. As discussed previously, the solenoid is meant only to modify (and to modulate) 

the static field produced by a permanent magnet, which produces stronger fields without any 
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electric heating. As such, we do not expect this heating to preclude spin measurements. 

Nevertheless, we must acknowledge this source of instability in the STM head design. 

 

Figure 3.28: Temperature variation of the solenoid head over time. A constant potential of 500 V 

was applied across the input of the solenoid, causing a current of ~9 mA to flow (dissipating a 

power of 4.5 W). The solenoid operated in this condition for 7.5 h before abruptly stopping current 

from flowing by removing the applied voltage. The temperature of the solenoid was monitored 

continuously for a period of about 13 h, extending from 15 min before the voltage was applied, 

until 5.5 h after it was removed. The temperature data indicate that the Solenoid Head follows a 

Newton’s law of cooling model, experiencing a temperature increase of around 5 °C at the tested 

power level. 

Ultra-low noise, transimpedance amplifiers are required for these experiments and merited 

special attention when designing the STM. Amplifiers suffer from inherent limitations that 

necessitate making trade-offs between their noise level, gain, and bandwidth. As one of these 

characteristics improves, another suffers. Typically, STMs use transimpedance amplifiers with 

high gain (109 V A-1) and low noise (~8 fA Hz-½), but with relatively meager bandwidths (~1 kHz). 



 

150 

 

These specifications are sufficient for purely topographic imaging. We intend to use a similar 

amplifier in this experiment for the DC portion of the tunneling current, in order to maintain the 

desired tip-sample separation and for topographic imaging. However, this amplifier will be 

inadequate for the RF spin signal. 

We will use an amplifier designed specifically for RF signals to detect the time-varying 

component of the tunneling current. This choice provides ample bandwidth with which to amplify 

the spin signal over a wide range of frequencies of interest, which depend on the specific spin 

under investigation and the local magnetic field it experiences. However, the gain of this amplifier 

will be substantially lower than that used to measure the DC tunneling current, only around 40 dB 

(102 current amplification) with a noise figure of 1 dB at 300 MHz. We intend to use a spectrum 

analyzer, which has a low noise floor (-166 dBm at 1 GHz bandwidth), to discern the weak spin 

signal. As such, the RF amplifier is not required to amplify the signal to the same degree as that 

used for the DC tunneling current. However, the weak signal will be attenuated as it passes through 

(imperfect) transmission cables prior to arriving at the spectrum analyzer and the maximum SNR 

will be degraded. As such, amplifying the RF spin signal, even by only a meager amount, close to 

the tunneling junction, serves to enhance the maximum SNR achievable in these measurements. 

A bias tee will be used to separate these two signals from the overall tunneling current flowing 

between the STM and sample. A bias tee acts as a combination of high- and low-pass filters, 

routing the AC and DC components of the input to different output terminals. Compact (surface-

mount), wide bandwidth (15 GHz), low-noise (<0.2 dB) bias tees that can be incorporated into the 

design of the STM scan head, near the tunneling junction, have been used for this purpose when 

designing the amplification scheme for. 
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3.8  Single-Molecule Spin Measurements 

Single-Molecule NMR 

Following the detection of 59Co nuclear spin ensembles, as described above, we will scale 

down the target system, both in physical size as well as in the number of spins probed. Smaller, 

superparamagnetic Co-NPs are one such system to study, building on the sample preparation and 

characterization techniques already developed. However, these would still represent a large 

collection of cobalt nuclei probed by the STM tip. Alternatively, phthalocyanine (Pc) molecules 

with a cobalt metal center offer another option. These molecules assemble into ordered monolayers 

on metal and graphite/graphene surfaces and are easily characterized using an STM, as shown in 

Figure 3.29. In the case of CoPc, each molecule contains only a single cobalt ion surrounded by a 

large, flat organic ligand. Electronically, the cobalt species differs significantly from that of 

Co-NPs, but possess identical nuclei. This system would enable us to test the effects of different 

chemical states and environments on the measured spin signal. Furthermore, chemical derivatives 

of Co-Pc that replace hydrogen with fluorine (F16CoPc) offer the possibility to differentiate 

multiple nuclear spin species on the surface: 19F and 59Co. We would expect to measure the spin 

signal from 19F around the periphery of the molecule at its distinctive Larmor frequency, compared 

to that of a 59Co spin, localized near the molecule’s center. 
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Figure 3.29: Scanning tunneling topographs, fast Fourier transforms of the two-dimensional 

topography, and molecular structures of cobalt phthalocyanine (CoPc) and fully fluorinated cobalt 

phthalocyanine (F16CoPc).  Self-assembled monolayers of CoPc (top row) and F16CoPc (bottom 

row) on epitaxial graphene. From left to right, scale bars are 10 nm, 1 nm-1, and 2 nm. Figure 

adapted with permission from Reference 146. Copyright 2014 American Chemical Society. 

Single-Molecule Magnetic Resonance Imaging 

Other promising systems to study include monolayers composed of nitrogen-containing 

molecules, such as 3-mercapto-N-nonylpropionamide (1ATC9) and nitro-functionalized 

oligo(phenylene ethynylene) molecules. Nitrogen-14 constitutes over 99.5% of natural nitrogen 

and possesses a nuclear spin of I = 1, though its NMR resonance is relatively broad due to 

quadrupole coupling with its environment.147 Nevertheless, we may target nitrogen nuclei within 

1ATC9 and 4-(2′-nitro-4′-phenylethynyl-phenylethynyl)-benzenethiol (NPPB) for NMR- and 

MRI-STM spin measurements. The molecules are known to assemble or insert into ordered 

monolayers on Au{111}, aided by the formation of hydrogen bonds between neighboring amide 

moieties within the assembled lattice.148–150 This hydrogen-bonding network increases the stability 

of these monolayers and promotes phase separation when co-assembled with other types of 
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molecules (e.g., alkanethiols), as shown in Figure 3.30.25 Such advantageous assembly makes this 

chemically heterogeneous system ideally suited for NMR- and MRI-STM studies. 

We will use mixed monolayers of 1ATC9 and shorter-chain alkanethiols, such as C10 and 

C8, to prepare surfaces that possess domains of molecules with and without the 14N spin under 

investigation. The spontaneous phase separation that occurs between 1ATC9 and alkanethiols, and 

the differences in their physical lengths enables us to distinguish the two species on the surface in 

STM images (Figure 3.30). Domains of the longer molecule, 1ATC9, will appear as more 

protruding regions on the surface, relative to domains of the shorter, less protruding alkanethiol 

species, providing an indirect means of chemical identification through topography. We expect to 

measure the 14N nuclear spin signal by positioning the tip over 1ATC9 domains. When the tip is 

over alkanethiol domains, no spin signal is expected, serving as a spin-free control region that can 

be imaged with the same STM tip (controlling for spurious signals due to tip variations). This 

combination of measurements will serve to verify the origin of the spin signal and test the lateral 

range from which it may be measured by monitoring the signal intensity as the tip moves across 

1ATC9/alkanethiol domain boundaries. We may further shrink the scale of the target system by 

making measurements on smaller domains or even single, inserted, 1ATC9 molecules located in 

alkanethiol SAM defects, enabling single-molecule NMR-STM measurements. 
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Figure 3.30: (A) Scanning tunneling topograph of mixed monolayer containing 

3-mercapto-N-nonylpropionamide (1ATC9) and decanethiol (C10); Vsample = +1 V, Iset point = 1 pA. 

(B) Scanning tunneling topograph of mixed monolayer containing 1ATC9 and C8; Vsample = +1 V, 

Iset point = 2 pA. Phase segregation is observed between the alkanethiol and amide-containing 

molecules co-absorbed on Au{111}. The topographically higher regions in the images are the 

amide-containing molecules, which protrude further from the surface, while the topographically 

lower regions are the alkanethiol molecules. (C) Schematic of a 1ATC6 SAM matrix with an 

inserted 4-(2′-nitro-4′-phenylethynyl-phenylethynyl)-benzenethiol (NPPB) molecule. (D) 

Schematic of a mixed monolayer of C10 (left) and 1ATC9 (right) molecules. (A, D) Adapted with 

permission from Reference 148. Copyright 2001 American Chemical Society. (B) Adapted with 

permission from Reference 25. Copyright 2001 American Chemical Society. (C) Adapted with 

permission from Reference 149. Copyright 2004 American Chemical Society. 
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We will extend these nuclear spin measurements to include monolayers composed of 

inserted NPPB molecules, as shown schematically in Figure 3.30C. These molecules possess nitro 

moieties, the positions of which can reversibly switch between discrete locations within the 

assembled SAM using the probe tip of an STM. A strong magnetic field gradient in the proximity 

of the probed spins will split the resonance frequencies of spatially separated nuclei based on their 

positions. The detection of multiple resonance peaks enables us to infer the relative positions of 

spins within the probed region. Reconstructing the structure of the probed spins is contingent on a 

known magnetic field gradient within the measurement area, which we discuss in more detail in 

Section 3.8.3. Assemblies of 1ATC9 with inserted NPPB molecules would possess two different 

nitrogen-containing moieties, located at different positions above the underlying gold substrate, 

due to differences in molecules geometry. As such, an MRI-STM may be used to distinguish the 

relative positions of the probed nitrogen spins, buried within the SAM. Additionally, since NPPB 

may switch between two conductance states, which are distinguishable by STM topographic 

imaging,149,150 we may also detect a more subtle shift in the 14N spin signal due to the change in 

molecular conformation and chemical environment due to switching. As such, single-molecule 

MRI-STM measurements will aid our understanding of the buried structure of SAMs, and other 

materials, not normally accessible to scanning probe measurements. 

Magnetic Field Gradients 

The central principle of magnetic resonance imaging is that a spatially varying magnetic 

field, and the corresponding variations in Larmor precession frequency, enables one to determine 

the distribution of nuclear spins within an object.10 Since the Larmor frequency depends on the 

local field strength (Eq. 3.10), knowledge of how the magnetic field varies in space enables one to 

determine the position of  based on its this frequency. Increasingly precise position measurements 
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require the use of stronger magnetic field gradients in order to separate, spectrally, the resonances 

of two closely spaced nuclear moments. 

 

Figure 3.31: Schematic diagram of a sphere with uniform magnetization. Azimuthally symmetric 

magnetic field lines are depicted in the space outside the sphere. Figure adapted with permission 

from Reference 151. 

We propose to leverage the techniques developed previously in these experiments and use 

Co-NPs as the source of a high magnetic field gradient for MRI-STM measurements. The field 

strength near single-domain ferromagnetic nanoparticles can be approach that of saturation field 

strength of the material (~1 T), since their internal electronic spins are aligned a long a common 

axis. Due to their size, this field decays rapidly with distance from the nanoparticle in a predictable 

manner (see Figure 3.31 and Eq. 3.2). As such, the magnetic field produced by Co-NPs has a high 

spatial gradient (~108 T m-1), as plotted in Figure 3.32, as computed for nanoparticle with the 

magnetic properties of bulk cobalt. The actual magnetization and field from nanoparticles, 

however, is typically less than that of the bulk material; for example, ϵ-phase Co-NPs have been 

shown to have saturation magnetization of only ~40% of that of bulk cobalt.95 Even accounting 

for these diminished field strengths, however, we expect that the magnetic field gradient in the 
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immediate vicinity of the nanoparticles (<10 nm) will be sufficient to split the resonance frequency 

of spatially separated 14N nuclei by ~10 kHz, for Larmor frequencies of ~1 MHz.  

 

Figure 3.32: Variation in the magnetic induction field (B), and field gradient (𝒅𝑩
𝒅𝒛⁄ ) as a 

function of position away from the surface of a spherical cobalt nanoparticle, 20 nm in diameter. 

The fields and gradients depicted above assume saturation magnetization values of 100% (solid 

line) and 40% (dashed line)95 that of bulk cobalt. 

3.9  Recognizing the Challenges 

The aims of this project are ambitious – to detect and to resolve single nuclear spins with 

sub-molecular resolution – and will undoubtedly be exceedingly challenging to accomplish. From 

an experimental standpoint, the inherently small signal expected, coupled with ambient 

measurement environment, makes the task a daunting one. From a theoretical point of view, the 

origin of the electronic spin signal monitored in analogous ESN-STM measurements is still not 

completely understood,20,57,58,60,152 while the origin of a nuclear spin signal59 seems less obvious. 

Additionally, existing MRFM and NV measurement techniques look to be a promising alternative 
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routes to fulfill this project’s goals. Great progress has already been made with MRFM in detecting 

and distinguishing a variety of nuclear moments,53,153,154 improving spatial resolution,39,155 and 

performing three-dimensional, MRI-style measurements on biological systems.38 

The success of these first measurements of cobalt nuclear spins will encourage the 

continuation and scaling-down the experiment to the single-molecule level. However, if no signal 

is detected, even in this large system, then a re-evaluation of the technique is warranted, 

considering the potential feasibility of the measurement itself. 

3.10  Conclusions & Prospects 

Measurement of 59Co NMR Signal via Scanning Tunneling Microscopy 

We will detect the NMR signal from isolated Co-NPs and study any effects that Co-NP 

size, shape, and interactions with neighboring Co-NPs have on the resonance signal. These 

secondary measurements will help us understand what factors affect the spin signal (in particular, 

its amplitude) while it is still relatively easy to measure, before progressing to the molecular scale. 

Detection of 14N Nuclear Spin in Mixed-Monolayers 

We will measure the nuclear spin signal from 1ATC9 molecules in a mixed-monolayer 

SAM. Measurements on large 1ATC9 domains and isolated single-molecules within a NMR-

signal-free matrix will be performed. We will establish the minimum domain size needed to detect 

a signal and understand effects of the local environment (defects, degree of ordering, and type of 

neighbor molecules) on the measurement. Understanding the influence of the environment on the 

NMR signal will be critical in the final stages of the development of MRI-style measurements that 

distinguish single-spins based on their positions. 



 

159 

 

Single-Molecule Magnetic Resonance Imaging 

STM detection and resolution of multiple, spatially separated, spins within mixed SAMs 

(e.g., 1ATC9 and NPPB). A positive result here will demonstrate the feasibility of the MRI-STM 

design, opening the door to the measurement of more complex molecules. However, before we 

can sensibly use the data derived from complex molecules, we need to vet thoroughly and 

understand the spectra and spectral images of simple molecules, making these preliminary 

measurements significant. 
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CHAPTER 4 

Molecular Flux Dependence of 

Chemical Patterning by 

Microcontact Printing 

 
4.1  Introduction 

Microcontact printing enables parallel soft-lithographic patterning of materials ranging from 

small-molecule inks to nanoparticles.1–15 In its simplest form, an elastomeric stamp with a relief 

pattern is dosed with ink molecules (inked) and then is placed in conformal contact with a reactive 

surface.16–25 Molecules, henceforth referred to simply as “ink,” transfer from stamp to substrate 

and, in the cases of thiol inks on many metals, form self-assembled monolayers (SAMs), imbuing 

the contact sites with the chemical properties of the molecular assembly. The key advantages of 

μCP are its flexibility and intrinsic simplicity; the inking method, substrate, and stamp can be 

tailored to produce the desired results. For example, ink pads can be used to limit swelling of the 

elastomeric stamp by solvent absorption,26 the stamp surface can be hydrophilized by UV/ozone 

or oxygen plasma treatment to modulate ink transfer between stamp and substrate,27–30 or the stamp 

may be functionalized to catalyze reactions on the substrate.31–35 Generally, μCP procedures for 

printing n-alkanethiol inks on noble metals call for short contact times; a bare gold surface is 
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sufficiently reactive to thiols that nearly full coverage films are produced after contact times on 

the millisecond scale.36,37 

We have previously reported methods for controlling ink transfer by modulating the reactivity 

of substrates through the use of preformed SAMs.38–41 Microdisplacement (μDP) printing utilizes 

the exchange of n-alkanethiols with a preformed 1AD SAM.38,42–48 Time scales for μDP 

experiments are typically an order of magnitude longer than those for μCP experiments, ranging 

from 15 min to 24 h, depending on the ink employed and the desired coverage. Controlling the 

molecular flux (defined as the quantity of molecules delivered to the interface by diffusion per unit 

time) at the stamp/substrate interface becomes imperative when printing time scales are 

comparable to, or exceed, inking times. 

4.2  Experimental 

Materials and Methods 

Undoped, single-side polished Si(100) wafers (<40 Ω cm resistivity, 350–400 μm 

thickness) were used as received from Silicon Quest International. Thiols (1-dodecanethiol, C12; 

1-octadecanethiol, C18; and 1-adamantanethiol, 1AD), hexanes, and ethanol were all used as 

received from Sigma Aldrich. Deionized water (18.2 MΩ cm) was dispensed by a Milli-Q system 

purchased from Millipore (Billerica, MA, USA). Sylgard 184 Base and PDMS Sylgard 184 Cure 

were obtained from Dow Corning (Midland, MI, USA). Heptadecafluoro-1,1,2,2-tetra-hydrodecyl 

trichlorosilane was used as received from Gelest (Morrisville, PA, USA). 

Preparation of Polymer Stamps 

Patterned polydimethylsiloxane (PDMS) stamps were prepared from photolithographically 

defined features etched into a silicon wafer. An unpatterned wafer was used to prepare flat stamps. 
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Before the first use of the silicon masters, they were treated with (heptadecafluoro-

1,1,2,2-tetra-hydrodecyl) trichlorosilane to prevent PDMS adhesion to the silicon. A small quantity 

(∼0.1 mL) of the chemical was deposited on a glass coverslip in a vacuum desiccator, alongside 

the silicon masters, and a vacuum (1 × 10-2 Torr) was drawn until the chemical evaporated. 

Afterward, the wafers were rinsed serially with acetone and ethanol, and then dried with nitrogen 

gas. 

The PDMS Sylgard 184 Base and PDMS Sylgard 184 Cure were combined in a 10:1 ratio 

(by weight) and stirred vigorously. The mixed prepolymer, in a disposable plastic container with 

tall sides, was placed in a vacuum desiccator and deaerated under vacuum (1 × 10-3 Torr) until no 

bubbles were visible (the mixed polymer expands substantially under reduced pressure as trapped 

gas bubbles expand in volume). The deaerated polymer was poured over the silicon masters in a 

foil-lined Petri dish. The dish is deaerated to remove any residual or introduced bubbles. 

Afterward, the PDMS was cured at 60 °C for 24 h. Stamps were then peeled from the silicon 

master and cut to the desired size with a razor blade. 

Low molecular weight PDMS is removed by swelling cured stamps in hexanes for 6 h, 

replacing the hexanes every 2 h. Swelled stamps are heated at 40 °C for at least 24 h. As the hexane 

evaporates, the stamps shrink to their original size. Stamps can crack if they are laid flat on a 

surface, or if the temperature is too high, during baking. The stamp surface can be cleaned by 

sonication for 30 min in a 1:1 water/ethanol bath. Stamps are then dried with a stream of nitrogen 

and stored face up in a plastic Petri dish until needed. 

Stamp Inking 

The traditional wet-inking method, common among many variations of μCP experiments, 

involves pipetting an ethanolic solution of an alkanethiol ink onto the stamp surface, where it sits 
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for 10 to 60 s. After the desired inking time has elapsed (usually 60 s) the stamp is blown dry with 

a stream of nitrogen. 

For saturation inking, a stamp is immersed in an ethanolic solution of the appropriate 

concentration for an order of magnitude longer than the printing time scale. Upon removal from 

solution, the stamp is briefly rinsed with neat ethanol and dried with nitrogen gas. Rinsing the 

stamp minimizes surface crystallization for high-molecular-weight inks. Thinner stamps (<5 mm) 

reach saturation more quickly than thicker stamps. 

Printing 

The PDMS stamps will generally adhere to flat surfaces, so it is convenient to center the 

stamp on a polished metal disk (here 60 g) to act as a weight, bringing the stamp/weight 

combination in contact with a surface in a single motion. Twisting or other motions result in 

smudged or doubled patterns. After the desired contact time, the weight and sample are removed 

together. The sample is rinsed with neat ethanol and dried with a stream of nitrogen. 

For IR analysis, the substrate must be uniformly printed. To prepare these samples, an 

inked, featureless stamp is brought into contact with a substrate to form complete monolayers. It 

is most convenient to print with a stamp that is slightly larger than the sample. 

Grazing Incidence IR Spectroscopy 

Infrared spectra were collected using a Nicolet 6700 FTIR spectrometer (Thermo Electron 

Corp., Waltham, MA), equipped with a liquid-nitrogen-cooled mercury–cadmium-telluride 

detector and a Seagull variable-angle reflection accessory (Harrick Scientific, Inc., Ossining, NY). 

A FTIR Purge Gas Generator (Parker-Balston, Cleveland, OH) removed water and CO2 from the 

gas stream used to purge the spectrometer and its accessory. The data were collected at grazing 
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incidence reflection (82° relative to the surface normal) with p-polarized light and a mirror speed 

of 1.27 cm s-1, with a resolution of 2 cm-1. All spectra were averaged over 1024 scans. Scans were 

normalized with spectra of perdeuterated n-dodecanethiolate monolayers on Au{111}. 

Scanning Electron Microscopy 

Scanning electron micrographs of patterned 1AD/C12 SAMs were collected using a Leo 1530 

field-emission scanning electron microscope (SEM) at an accelerating voltage of 5 kV. We have 

previously shown that the SEM is sensitive to exposed chemical functionality and chemical 

patterns.47 

4.3  Results & Discussion 

Infrared Spectroscopy of Printed Films 

Infrared reflectance adsorption spectroscopy (IRRAS) is an ensemble technique used to 

determine SAM structural and compositional details. Self-assembled monolayer order improves 

with increasing deposition time. A SAM formed only briefly is a kinetic product with a high defect 

density.49,50 Exchange between molecules in solution and those on the surface tends to increase 

average domain size, resulting in SAMs with higher degrees of order.42,51 Figure 4.1 shows four 

offset IR spectra for SAMs printed with varying contact times by a featureless slab of PDMS (“flat 

stamp”), saturation-inked for 24 h with 25 mM C12. 
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Figure 4.1: Infrared reflection absorbance spectra of the methyl (CH3) and methylene (CH2) 

stretches present in 1-dodecanethiol self-assembled monolayers (SAMs) on gold, prepared by 

microcontact printing with contact times varying by orders of magnitude. All four spectra are 

characteristic of full-coverage, crystalline SAMs, but the decrease in CH2 asymmetric stretch 

intensity with printing time correlates to an improvement in overall order and uniformity of the 

film. The stamps are featureless PDMS slabs, saturation-inked in a 25 mM ethanolic solution of 

1-dodecanethiol for 24 h prior to printing. 

Infrared spectra of n-alkanethiolate SAMs show five characteristic peaks associated with 

hydrocarbon chains between 2800 and 3000 cm-1, of which two are relevant diagnostically. The 

methylene (CH2) asymmetric stretch is the dominant spectral feature and is found between 2918 

and 2920 cm-1. This stretch is highly sensitive to monolayer crystallinity. The peak shifts toward 

2918 cm-1 for crystalline, solid-like films.52 Disordered areas are more liquid-like, and the peak 

shifts to higher wavenumbers (higher energies). 
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Application of surface selection rules helps elucidate the structure and orientation of 

molecules at interfaces. Infrared radiation excites those vibrational modes that result in changes in 

the transition dipole moment; on conductive surfaces, absorption is maximized if the dipole is 

oriented normal to the surface and is attenuated if parallel to the surface.53 Molecules in well-

ordered domains are tilted uniformly from the surface normal by 30°, a configuration that tends to 

decrease infrared adsorption intensity of the CH2 asymmetric stretch. Disordered molecules have 

more orientational degrees of freedom, resulting in an average increase in the absorption intensity 

of the methylene modes. This effect can be seen in Figure 4.1; as contact time increases 

logarithmically, CH2 asymmetric intensity decreases linearly.54 

The methyl (CH3) symmetric stretch is an excellent indicator of absolute n-alkanethiolate 

coverage; IR adsorption is relatively insensitive to the orientation of the methyl group, compared 

to CH2 orientation, once assembled into a SAM.42,52 Printed SAMs can be expected to have >90% 

coverage within the first second of contact. The methyl symmetric stretch intensity increases by 

<8% during the 9000 s period that followed the first 1000 s of contact time. Other spectral features 

are the CH2 symmetric, the CH3 asymmetric, and the minor CH3 Fermi resonance at 2850, 2990, 

and 2935 cm-1, respectively.52 

Monitoring and Controlling the Degree of Order of Printed Monolayers 

Two series of samples were prepared and their IR spectra compared to test the 

reproducibility of conformational order in printed films. The first series was prepared using a 

stamp that was wet-inked for 1 min with 25 mM ethanolic C18 solution. The second series was 

prepared from a stamp that was saturation-inked by immersion in a 25 mM ethanolic C18 solution 

for 24 h. Both sets were prepared using virgin, featureless PDMS slabs that uniformly cover a 
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sample surface, with a printing contact time of 15 min for SAM formation. The stamps were 

reinked between each printing. The results of these experiments are shown in Figure 4.2. 

The uniformity of printed SAMs is dependent on both the inking and the printing times. 

The wet-inked series (Figure 4.2A, red traces) show consistently higher methylene asymmetric 

stretch intensities, which correlate to lower conformational uniformity, than SAMs in the 

saturation-inked series (Figure 4.2A, black traces). The mean and standard deviation for each 

series are shown by the data points and error bars to the right of the spectra. Peaks from SAMs 

produced by saturation-inked stamps have a narrower standard deviation than the wet-inked films. 

In the case of saturation inking, the stamp is returned to the inking solution between printing 

experiments. 

We note an additional trend in the methylene stretch intensity for the wet-inked series. 

Reinking the stamp between each printing procedure increases ink loading and, thus, maintains 

ink concentration at the stamp/sample interface with each subsequent print. This trend is apparent 

by tracking the observed 2919 cm-1 peak height versus the deposition sequence, as shown in 

Figure 4.2C, where each printed film shows higher conformational order than the preceding film. 

In summary, saturation-inking improves the order and reproducibility of printed films over 

many samples and can be used to control their overall quality. This trend holds for all films printed 

with saturation-inked stamps; continuous control over absolute film quality can be obtained by the 

simple control of stamp interface concentration. 



 

183 

 

 

Figure 4.2: Increasing inking time results in a corresponding improvement in printed monolayer 

order and minimizes variability between experiments. (A) Representative infrared spectra for 

printed 1-octadecanethiol (C18) self-assembled monolayers (SAMs). Stamps were either 

sequentially wet-inked for 1 min (red trace) or saturation inked for 24 h (black trace). The 

methylene asymmetric stretch (2919 cm-1) intensity correlates inversely to film quality; SAMs 

printed by saturation-inking show consistently higher conformational order than wet-inked films. 

(B) Expanded view of the boxed area in A, which shows an overlay of all spectra in the data set. 

The mean and standard deviation of each series are denoted by the black and red circles, which 

correspond to the saturation-inked and wet-inked series, respectively, and illustrate the superior 

control provided by the saturation-inking method. (C) Repeated wet-inking between prints 

increases the absolute ink loading of a stamp. Plotting the 2919 cm-1 peak height of the wet-inked 

series against the preparation sequence reveals consistent improvement in film quality. Each time 

the stamp is inked, the absolute ink loading increases, which in turn improves the conformational 

order of the printed SAMs. 
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Control of Microdisplacement Printed Film Coverage 

The 1AD film is labile with respect to an n-alkanethiol ink with a chain length of at least 

eight carbon atoms. Alkanethiols are delivered by the stamp and insert into 1AD SAM defect sites, 

gradually displacing the film via perimeter-dependent island growth.42 Microdisplacement printing 

has three main advantages over direct printing on gold: limited indirect ink transport (via edge 

spreading or gas-phase deposition), viability of low-molecular-weight inks, and nanoscale 

chemical patterning produced by the emergence of fractal-like structures of two-component, 

partially displaced films. Our early efforts focused on producing fully displaced n-alkanethiolate 

films at the contact sites, as controlling fractional coverage as a function of printing time was 

imprecise because of variability of the ink concentration at the stamp/substrate interface. 

Figure 4.3 depicts SEM images of chemical patterns produced by the microdisplacement printing 

of 25 mM C12 on a preformed 1AD monolayer at several contact time intervals. Without an 

internal standard, the contrast mechanism for the SEM is not quantitative and provides little 

information regarding the nanoscale composition of the patterned films.47,55 In previous work, we 

have used scanning probe microscopy imaging of chemical patterns, which were observed to be 

consistent with the more efficiently recorded SEM data shown here. 
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Figure 4.3: Scanning electron micrographs of chemical patterns produced by microdisplacement 

printing on a preformed 1-adamantanethiol self-assembled monolayer by contact with a stamp 

saturation-inked with 25 mM 1-dodecanethiol. Absolute coverage increases with contact time and 

the contrast between the pattern and background shifts (but cannot be estimated by scanning 

electron microscopy without an internal reference). Based on the observed patterns, we assign the 

higher intensity regions (shown as brighter) evident in each of the above images to be the 

1-adamantanethiol preformed monolayer, while areas where 1-dodecanethiol (molecular ink 

deposited by the stamp) displaced 1-adamantanethiol molecules in the monolayer appear as lower 

intensity regions. 

The initial displacement exchange rate is proportional to the square root of the 

n-alkanethiol concentration.42 We use saturation-inking to maximize control over the displacement 

reaction and to monitor the kinetics of the process as well as relative coverage of mixed 1AD/C12 

monolayer via IRRAS. The 1AD IR spectrum has two main peaks, the CH2 symmetric and 

asymmetric stretches at 2850 and 2911 cm-1, respectively.42,56 We have previously tracked the 

relative fractional coverage of two-component 1AD/C12 SAMs by monitoring the orientation-

insensitive CH3 symmetric stretch of C1242,45,46 (and have also successfully utilized the same 

strategy for other cage-molecule assemblies57,58). Figure 4.4 shows the spectral evolution of a 1AD 
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SAM (Figure 4.4A) gradually displaced by C12 delivered by a nonpatterned PDMS stamp 

(Figure 4.4B–E). The intensity of the adamantyl 2911 cm-1 stretch decreases concurrently with the 

emergence of the methyl symmetric and methylene asymmetric stretches, at 2877 and 2919 cm-1, 

respectively. We use the methyl stretch to determine fractional coverage of mixed 1AD/C12 

monolayers prepared with different stamp concentrations, the results of which are shown in 

Figure 4.5. The 25 mM ink concentration provided a good compromise of control and time at 

∼0.5% coverage per minute until >90% coverage. The higher and lower concentrations (50 and 

10 mM, respectively) were inconvenient; displacement was too fast for fine control at high ink 

concentration, and lower concentrations did not provide sufficiently improved control over fine 

structure to justify the longer contact time. 
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Figure 4.4: (A–E) Spectral evolution of 1-adamantanethiol (1AD) self-assembled monolayer 

(SAM) displacement. The preformed 1AD SAM is displaced gradually when held in contact with 

a PDMS stamp saturation-inked with 25 mM 1-dodecanethiol (C12). (A) Infrared spectrum of 

preformed 1AD SAM on Au. (B–E) Infrared spectra obtained after printing for 10, 100, 1000, and 

10 000 s, respectively. (E) After 10 000 s of contact, the monolayer is a single-component C12 

SAM. 



 

188 

 

 

Figure 4.5: Fractional n-alkanethiolate self-assembled monolayer coverage by displacement 

printing at various ink concentrations. The 2877 cm-1 methyl symmetric stretch is analyzed to 

determine fractional 1-dodecanethiol coverage after partial displacement. At ∼0.5% displacement 

per minute, the stamps that were saturation-inked with 25 mM 1-dodecanethiol proved the most 

convenient and reliable for fine control of fractional monolayer coverage by microdisplacement 

printing. 

Modeling Diffusion of Molecular Ink at a Stamp Interface 

In conventional μCP experiments, the stamp is placed in contact with a substrate for only 

a short printing time, usually about 30 s. Diffusion of ink into the stamp can be ignored as an 

important factor in these cases as the time required to obtain full monolayer coverage is short 

compared to the time scale for significant ink diffusion, and since increasing contact time tends to 

reduce pattern fidelity.59–61 For experiments requiring longer contact times, however, ink diffusion 

into the stamp bulk becomes the determinant variable affecting performance and reliability of the 

technique. 
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A misconception regarding μCP ink transfer is that the polymeric stamp is coated only 

externally by ink. Although this is almost certainly the case for the transfer of nanomaterials, 

biomaterials, and polar molecular inks,2,6,7,25,30,62,63 nonpolar n-alkanethiol inks dissolve readily in 

the PDMS, rather than pooling at the stamp surface.64 The PDMS stamp medium can be thought 

of as a solvent of high viscosity.65 Balmer and coworkers developed a model for the diffusion of 

n-alkanethiols in PDMS, and determined a diffusion coefficient of 5.0 × 10-7 cm2 s-1 for 

1-hexadecanethiol.65 To illustrate the importance of effective flux at the stamp/substrate interface, 

we use their values, and a similar mathematical model, to approximate diffusion of n-alkanethiols 

of moderate length (C12 and C18) in PDMS stamps. 

We consider the diffusion of ink molecules into and within a PDMS stamp by numerically 

solving Fick’s second law: 

 𝜕𝐶

𝜕𝑡
= 𝐷

𝜕2𝐶

𝜕𝑥2
 

Eq. 4.1 

 

using an iterative finite difference method. In the above equation, and in what follows, C represents 

the ink concentration, t is time, x is depth, D is the diffusion coefficient, and L is the thickness of 

the stamp. The stamp (as illustrated schematically in Figure 4.6D) is modeled as a semi-infinite 

medium that fills the space: 

stamp region {
0 ≤ 𝑥 < 𝐿

−∞ < 𝑦 < +∞
−∞ < 𝑧 < +∞

 

Henceforth, we will neglect the y- and z-dimensions because of the effectively infinite nature and 

symmetry of the stamp and only consider the diffusion in one dimension (x). 
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During inking, the exterior of the stamp (x < 0) is assumed to be an inexhaustible ink 

reservoir, of known concentration (C0), that diffuses into the stamp. After a set amount of time, 

Tink, the concentration of molecules within the stamp, as a function of position, is approximately: 

𝐶(𝑥, 𝑇ink) = 𝐶0 erfc (
𝑥

2√𝐷𝑇ink

) 

in the limit where L ≫ 2(DTink)
1/2, where erfc() represents the complementary error function.66 

After inking, the reservoir is removed and the faces of the stamp (x = 0, x = L) become 

impenetrable barriers through which no molecules may enter or leave. In the time that follows, the 

ink continues to diffuse throughout the stamp, causing the concentration profile to change in time. 

Figure 4.6A depicts five concentration profiles of alkanethiols in PDMS after inking for the 

specified time. The time evolution of the concentration profile for a stamp inked for 10 min is 

illustrated in Figure 4.6B. 
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Figure 4.6: Model of linear one-dimensional diffusion of n-alkanethiol into a semi-infinite PDMS 

stamp. Plots depict concentration profiles of ink molecules within stamp as a function of position 

(depth beneath stamp surface) and time. (A) The ink reservoir maintains the stamp interface at a 

concentration of C0 for all time 0 ≤ t ≤ Tink. The average diffusion length increases with the square 

root of inking time. (B) Concentration profile evolution (10 min inking time) after placing stamp 

in contact with an impermeable substrate. The interface concentration is no longer maintained at 

C0, and the molecular ink diffuses further into the stamp. (C) Plot of ink concentration at the 

stamp/substrate interface as a function of contact time. Depletion by self-assembled monolayer 

deposition is neglected. Lower interface ink concentration corresponds to a lower effective flux, 

which in turn slows concentration dependent processes. Saturation-inking generates a 

concentration profile that varies less with position near the surface, and shows smaller changes in 
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surface concentration in time, than wet-inking provides. (D) Schematic of the PDMS stamp used 

in the numerical model. 

A full-coverage n-alkanethiolate SAM on Au{111} is composed of approximately 

4.6 × 1014 molecules per cm2. Assuming a homogeneous, 25 mM ink distribution in a stamp, a full 

coverage monolayer may be formed from the molecules found within the first 0.31 μm beneath 

the stamp surface. For comparison, the n-alkanethiol diffusion length in PDMS is 14 μm after 1 s, 

and the short-term depletion by SAM deposition recovers in ∼1 ms (vide infra). Therefore, ink 

depletion from deposition of a single SAM is negligible compared to that caused by diffusion over 

longer experimental time scales. However, if a stamp is to be used for multiple prints without 

reinking, ink depletion by SAM deposition becomes a more important variable with each print. 

Ink diffusion across the surface, away from the stamp-substrate contact region, occurs at a much 

slower rate (DSurface ≈ 1 × 10-11 cm2 s-1)67 than diffusion into the bulk of the stamp and is thus 

neglected in this model. 

Dynamic, concentration-dependent processes (e.g., molecular exchange between deposited 

molecules and molecules in PDMS) rely only on the concentration at the stamp/substrate interface, 

so we focus our attention on the depletion of ink at this interface and its relationship to inking time. 

Interface concentrations as a function of contact time are shown in Figure 4.6C for stamps inked 

for a range of periods. The further the ink penetrates into the stamp, the slower the rate of change 

at the interface during stamping; longer inking times maintain the initial interface concentration 

over longer experimental time scales. We reiterate that there remains sufficient ink near the 

interface to deposit a full-coverage SAM after an hour of diffusion, even for stamps inked for only 

a few seconds. Ethanol is known to cause PDMS to swell, linearly, by about 4% when fully 
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saturated.68 This swelling may subtly affect the final printed pattern; however, ethanol’s swelling 

factor is relatively low compared to many other, less polar, solvents. 

To summarize, ink concentration at the stamp/substrate interface depletes primarily by 

diffusion into the stamp interior. This becomes more significant as experimental time scales 

increase. For experiments involving stamping times over 1 h, ink concentration is best controlled 

by using a stamp of uniform concentration, although wet-inking methods can provide consistent 

results, provided long inking times. As a general rule, we immerse the stamp in an ink solution 

within a sealed vial for at least an order of magnitude longer than the planned contact time. 

4.4  Conclusions and Prospects 

Controlling transport phenomena is increasingly important for soft lithography. We have 

shown that by controlling the flux of ink at a stamp/sample interface, μCP and μDP can be used to 

produce films with control over composition, order, and reproducibility. We used a numerical 

model of one-dimensional ink diffusion into PDMS to illustrate the effect of ink depletion by 

diffusion into the stamp bulk as an important variable for long-duration patterning experiments. 

By saturation-inking, we can limit this variability and can prepare highly uniform SAMs with 

marked reproducibility and controllable crystallinity. These results are not limited to saturation-

inking methodologies; any method of inking the stamp that can produce a near-uniform 

concentration profile over the experimental time scale can be used effectively. We have shown the 

precision with which μDP printing can be used for the control of monolayer composition, enabling 

finely tuned chemical and physical surface properties across the macro-, micro-, and nanolength 

scales. 
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CHAPTER 5 

Conclusions & Prospects 

 
5.1  Summary 

In the preceding four chapters, we described a series of measurements designed to probe 

nanoscale assemblies with single-molecule sensitivities and the capabilities to resolve atomic-scale 

features on surfaces. We elucidated the interactions between SAMs and their environments using 

liquid crystals to probe the effects of the dipolar fields produced by carboranethiol isomers 

assembled on a surface. As such, we determined the role of the dipole moment strength and 

orientation on the subsequent assembly of molecules on textured, anisotropic surfaces. The 

orientations and anchoring strengths of adsorbed mesogens were found to depend on the polarity 

of the dipoles normal to the surface and the areal densities of the adsorbed species. Additionally, 

we presented an experimental roadmap for the detection of nuclear spins on a surface via scanning 

tunneling microscopy and described the progress made towards this goal. Instrument construction 

and modifications, optimized sample preparation, overall experimental design choices, and 

preliminary results toward NMR- and MRI-style single-molecule STM measurements were 

discussed in detail. We also described the optimization of µCP and µDP surface patterning 

techniques via inking and stamping times, which were used to pattern surfaces with micro- and 

nanoscale features. In this case, the quality of the transferred pattern depends on the diffusion of 

ink within the stamp, which we modeled numerically. Optimized patterning of SAMs aids in the 
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use of this technique in numerous other studies that require high-fidelity, nanoscale features on a 

surface (e.g., sample preparation for the NMR-STM experiments). This chapter summarizes the 

conclusions presented in this dissertation, as well as briefly discuss prospects for future 

experiments and extensions of this work. 

5.2  Liquid Crystals as Nanoscale Probes 

In Chapter 2, we described a series of experiments using LCs to probe the nanoscale 

intermolecular interactions between a SAM and its environment (subsequent mesogen adsorbates). 

Beyond the immediate scope of these experiments, this technique represents a powerful and 

relatively non-invasive means to probe interactions at surfaces. Liquid crystals are incredibly 

sensitive to the precise surface treatments used to prepare a substrate. As probes, LCs can reveal, 

by way of their optical anisotropy, subtle differences in the properties of surfaces that affect LC 

alignment that are difficult to distinguish or quantify using scanning probes or electron 

microscopies. This capability is exemplified by the sensitivity of LC alignment to differences in 

the molecular geometry, symmetry, and tilt of the exposed moieties in a SAM,1–6 to which 

techniques such as STM, AFM, and scanning electron microscopy are largely insensitive. 

However, this sensitivity comes at the cost of spatial resolution; LC orientation is influenced by 

long-range molecular order and interactions that extend over hundreds of nanometers. 

Additionally, determination of their orientations by optical microscopies is diffraction limited. 

Although scanning probes measurements readily achieve sub-nanometer resolutions, they are 

typically limited in their lateral measurement ranges to <100 µm. Optical microscopy, by contrast, 

is much more easily extended to lateral ranges of several millimeters, or larger. In some 

circumstances, liquid crystals can also be a means of measuring surface properties with relatively 

little perturbation of the underlying adsorbed molecules compared to scanning probe techniques. 
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We estimate the interaction strengths of LCs with functionalized gold surfaces using the anchoring 

energies measured in Chapter 2 (on the order of 10 µJ m-2). Assuming a lattice constant of ~5 Å, 

consistent with close-packed arrangements of alkanethiols on Au{111},7 we calculate an 

interaction of ~10-5 eV per molecule within the SAM. We note that on a per molecule basis, this 

interaction energy is much weaker than the energies associated with molecule bond vibrations 

(~10-1 eV) and the dispersive intermolecular interactions between neighboring molecules (between 

~10-1 and ~100 eV).7 The scanning probe tips from an AFM can apply controlled, variable forces 

to the surface ranging from ~10 pN are larger.8 The actual force, and interaction energy, acting on 

a single molecule depends in large part on the specific properties of the probe tip, substrate, and 

adsorbate. However, if the entirety of a 10 pN force is applied to a single molecule beneath the 

probe causes it to deform by 0.1 Å (about 10% of the length of a typical chemical bond), then this 

amounts to an interaction (mechanical work) of ~10-3 eV. Estimating the interaction of the probe 

tip of a STM with the surface is more difficult since tip–sample interactions are neither intended 

nor desired during conventional topographic measurements. Nevertheless, the STM probe tip is 

typically in much closer proximity to the molecular adsorbates under investigation than that of an 

AFM and, therefore, more strongly interacting. Additionally, molecules in a STM tunneling 

junction experience a strong electric field (~109 V m-1) that can perturb the sample. As such, by 

this simplified reasoning, liquid crystals represent an extremely weakly interacting probe of 

surface properties. For these reasons, LCs can complement other nanoscale measurements of 

adsorbed species and aid the quantification of the interactions between functionalized surfaces and 

their environments. 

Another situation in which LCs may reveal nanoscale information that is not available 

through scanning probe techniques involves the molecular-scale mixing of adsorbed species on a 
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surface. Mixed monolayers composed of dissimilar species are known to form separate phases on 

surfaces, driven by intermolecular interactions between the adsorbed species. For example, mixed 

monolayers composed of alkanethiol and 1ATC9 (and multi-amide analogs) adsorbates phase 

separate on the surface due to the formation of a hydrogen-bonding network between neighboring 

amide groups within the monolayer.9,10 By comparison to the phase-separated monolayer, a 

homogeneously mixed SAM of these two molecules is less favorable due to the disruption of the 

hydrogen-bonding network by the species (alkanethiol adsorbates) that are not prone to hydrogen 

bonding with their neighbors. These two molecules, and their respective phases, may be 

distinguished on a surface, topographically, due to differences in molecular height for an 

appropriate choice of alkyl backbone length (e.g., comparing C8 with 1ATC9). In other cases, 

however, when the monolayer is composed of molecules with similar characteristics (e.g., length 

or conductivity), the species cannot be resolved easily using a STM or an AFM. As such, the 

degree of mixing between adsorbate species cannot be probed directly through typical scanning 

probe techniques. Understanding the degree of mixing between multiple species on surfaces will 

enable greater control in the engineering of complex nanoscale assemblies composed of molecules 

with differing geometries and functionalities. We can extend the work presented in Chapter 2 using 

the alignment of LCs on SAMs in order to elucidate the degree of mixing between different 

carboranethiol isomers. Using scanning probe techniques, these monolayers composed of either a 

single or multiple carboranethiol species appear identical.11 However, due to differences in their 

molecular dipole strengths and orientations with respect to the underlying surface, differences in 

monolayer stability11 and molecular azimuthal orientation have been measured.12 We have 

demonstrated that the alignment of LCs on carboranethiol-treated surfaces are sensitive to the 

polarity of dipole moment normal to the surface. As such, mixed monolayers composed of 
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carboranethiol isomers with normal dipoles of opposite polarity should induce alignment of LCs 

along either of its constituent molecules’ easy alignment axes, or an intermediate direction, 

depending on the degree of molecular mixing. Abbott and coworkers have shown that mixed 

monolayers of chiral molecules induce either continuous or abrupt transitions in the LC easy 

alignment axis depending on the molecular-scale homogeneity of the monolayer.6 We propose to 

use the easy alignment axes of LCs on surfaces functionalized with mixtures of carboranethiols to 

infer the existence, or lack thereof, phase-separated regions of the different species. This result 

will elucidate the degree to which intermolecular dipole-dipole interactions determine the 

assembly and orientation of surface adsorbates that lack molecular tilt defects and which possess 

higher rotational symmetry compared to (chain-like) alkanethiol monolayers.  

5.3  Surface-Dipole-Induced Ferroelectric Crystal Polarization 

Self-assembled monolayers are known to influence and to direct the nucleation and growth 

of both organic and inorganic crystals on surfaces.13–16 As in the case of functionalized gold 

surfaces directing the alignment of mesogens, crystal growth is sensitive to the exposed molecular 

moieties within the SAM. Carboranethiol SAMs, with their variable dipole strengths and 

orientations offer another parameter with which to tune this growth. Ferroelectric crystals represent 

one system that may be especially sensitive to the influences of molecular dipole moments.17–19 

Close-packed assemblies of carboranethiol molecules on surfaces present a uniformly polarized 

interface on which crystals may nucleate. Dipolar field polarity may influence the preferred crystal 

facets, polarization, or switching characteristics of ferroelectric materials grown on these 

surfaces.17–22 Tuning these properties via functionalization of the underlying substrate would have 

applications in data storage, sensing, and micromechanical systems, where ferroelectric (and 

multiferroic) materials are used.23,24 
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APPENDIX A 

Modeling Diffusion of Molecular ‘Ink’ 

within Polymeric Stamps 

 
Summary 

Here, we present the code used to model one-dimensional diffusion of alkanethiol ‘ink’ 

into a polymeric (PDMS) stamp, as discussed in Chapter 4, by numerically solving Fick's second 

law: 

𝑑

𝑑𝑡
𝐶(𝑥, 𝑡) =  𝐷

𝑑2

𝑑𝑥2
𝐶(𝑥, 𝑡), 

using an iterative finite difference method. Two scripts are included: StampDiffusion.m 

(MATLAB) and SparseFile.pl (Perl). The former script (StampDiffusion.m) models, numerically, 

ink diffusion into a semi-infinite slab of material and reports the ink concentration profiles after 

specified inking and diffusion times. The latter script (SparseFile.pl) is used to parse and to 

simplify the output of the former, which frequently amounted to hundreds or thousands of 

megabytes of plain text, numeric data. Such a verbose output enabled modeling of ink diffusion 

with high spatial (100 nm) and temporal (1 ms) resolution over time periods of ~104 s in systems 

with characteristic length scales of ~1 cm. These high resolutions minimized unavoidable 

numerical errors inherent in computational models. However, such high precisions are not required 
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for faithful display of the data due to the limited practical resolutions of graphical representations 

and, more importantly, the macroscopic (millimeter and minute) scales that were of interest in 

these experiments. As such, the latter script makes data processing, analysis, and display far easier, 

without sacrificing precision in the aforementioned calculations.  

StampDiffusion.m 

% This script is intended to model the diffusion of long-chain alkanethiol 
% molecules into a PDMS stamp by numerically solving Fick's Second Law, 
%             d                  d^2 
%             -- C(x, t)  =  D * ---- C(x, t) 
%             dt                 dx^2 
% using an iterative finite difference method. 
%  
% During inking, the PDMS stamp is modeled as a 
% semi-infinite medium that fills the space, 
%          0    <= x <= +infinity, 
%     -infinity <= y <= +infinity, 
%     -infinity <= z <= +infinity, 
%      
%     (Henceforth, we will neglect the y, z dimensions due to the infinite 
%     nature and symmetry of the stamp and only consider the problem 
%     in one dimension.) 
%  
% Initially, the stamp is prepared by 'inking' with a solution of known 
% concentration (C0).  During the inking process, the region to the 'left' 
% of the stamp (x <= 0) is filled with an inexhaustible supply of solution 
% that is allowed to diffuse into the stamp. 
% After a set amount of time (T0), the concentration of molecules 
% within the stamp, as a function of position (x), is known to be: 
%   C(x, T0) = C0 * erfc(x/(2*sqrt(D*T0))) 
% where D is the diffusion constant. 
%  
% The above description assumes that a stamp of infinite thickness. 
% However, for numerical solving purposes, the stamp is modeled to have  
% a "large" finite thickness, L.  Here, "large" is taken to mean: 
% L >> 2*sqrt(D*T0) = Ld 
% When this holds true, then the stamp may then be considered, 
% to a decent approximation, infinite.  Physically, this corresponds to 
% the condition that molecules never 'see' the boundary at x = L because 
% no significant number of them diffuse that far in the allotted time. 
 

% Assumed Units: Position and Length --> millimeters, Time --> seconds 
 

% To get a sense of scale, 
%     for D = 5E-7 cm^2/s = 5E-5 mm^2/s, 
%         T0 = 1 hours   --> Ld = 0.85 mm              erfc(L/Ld) = 10E-62 
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%         T0 = 10 hours  --> Ld = 2.7  mm              erfc(L/Ld) = 10E-7 
%         T0 = 100 hours --> Ld = 8.5  mm              erfc(L/Ld) = 10E-1 
% Therefore, we will model L = 10 mm, and feel confident that our model 
% works in the inking time regime of <= ~10 hours. 
%      
% After inking, the ink solution is instantly removed and the interface of 
% the stamp at x = 0 becomes an impenetrable barriers through which no 
% molecules may enter or leave the stamp.  Actually, in this model both 
% ends of the stamp (at x = 0, and x = L) are impenetrable barriers. 
% In the time that follows, from T0 to T1, the molecules that are already 
% within the stamp continue diffusing throughout the stamp, causing the  
% concentration profile (C as a function of x) to change in time. 
% The main purpose of this program is to determine the concentration at a 
% certain position of the stamp, most-importantly the stamping surface 
% at x = 0, as a function of time after inking (T1). 
 

% A note on numerical error: 
% One source of error in this program is mass loss / gain over the course 
% of repeated iterations.  This problem is most significant when there 
% are high concentration gradients at the boundaries, such as when the 
% inking time of the stamp is very short --> very little mass has diffused 
% into the stamp, and most of it is accumulated in a very narrow region 
% along the interface.  This problem may be reduced by increasing the 
% number of position grids used in the calculations; with more grids 
% the contribution (error) of any one grid is reduced.  However, the 
% trade-off of this solution is that the calculations take more time, and 
% consume more memory, and runs the risk of destabilizing the solution if 
% the position grid width is made too small, relative to the time spacing. 
 

% This program will save portions of the data that it generated to an excel 
% file named 'StampDiffusion.xls' in the current working directory. 

% If such a file already exists, the program will delete it, 

% and then save a new one, overwriting all old data in the process. 
 

function StampDiffusion (iterations) 
% The optional input parameter 'iterations' allows the program to be 
% cycled the specified number of times to increase the total diffusion  
% time.  For instance, if one sets T1 = 1 (hour), and specifies that the 
% number of iterations should be 5, then the program will loop 5 times, 
% calculating what the concentration will be within the stamp after 5 
% consecutive hours.  The initial conditions for each subsequent hour are 
% automatically set from the final conditions of the previous hour. 
 

clc %clear screen 
 

L = 10; % Thickness of stamp (mm) 
numx = 1000;   %number of grid points in x (10000 needs a lot of RAM) 
dx = L / numx; %width of each grid 
 

% T0 = Inking time (s): pick one or set a custom value 
 T0 = 30;     % 30 sec 
% T0 = 600;   % 10 min 
% T0 = 3600;  % 1 hour 
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% T0 = 7200;  % 2 hours 
% T0 = 36000; % 10 hours 
% T1 = Diffusion time (s): pick one or set a custom value 
% T1 = 360;   % 6 minutes 
 T1 = 3600;   % 1 hour 
%T1 = 36000; %10 hours 
% Remember, longer diffusion times encompass all shorter times, but they  
% also consume a lot of memory when using trying to perform calculations 
% with high spatial and temporal resolution.  Might need to lower the time 
% resolution when doing calculations for longer than ~1 hour. 
% (Keep in mind, plotting the end results also takes up a lot of memory.) 
 

dt = 0.1;  % length of each time step (s), (0.01 needs a lot of RAM) 
numt = T1 / dt; %number of time steps used in iteration 
 

D = 5E-5; % Diffusion coefficient (mm^2 / s), from Balmer paper 
C0 = 1;   % Concentration of ink solution, 
          % currently normalized to 1, with arbitrary units 
 

Ld = 2 * sqrt(D * T0); %Diffusion length 
 

% Calculate the stability of our numerical solution, 
% Von Neumann stability for diffusion equation: 
%     Stable for: J = D * (dt) / (dx)^2 <= .5 
% If this condition is not met then the numerical solution will 
% experience oscillations due to numerical error, making it unreliable. 
% Physically, this condition requires that the position grid width be 
% greater than or equal to the diffusion length (Ld) divided by Sqrt(2). 
% What this means is that the particles cannot diffuse 'too much' between 
% time increments.  This is because this algorithm only takes into account 
% diffusion across one position grid space at a time.  The larger the time 
% increment, or the smaller the position grid width, the more significant 
% the unaccounted for 'over-flow' is, which leads to larger and larger 
% accumulated errors in the analysis. 
 

% The J coefficient is also reused many times in the loop 
J = D * dt / dx^2 
if (J > .5) 
    disp 'Warning, Stability Factor J > 0.5, Solution Is Unstable!' 
    disp 'End Program' 
    return; 
    % Ends the program if J > 0.5 since the result that would be generated 
    % is unstable and will be not be reliable (it will likely diverge) 
else %else, continue running (rest of program is inside this else clause) 
 

x = [-dx:dx:L+dx];            % Array of position elements 
T = [0:dt:T1];                % Array of time elements 
C = zeros(numx+1+2,numt+1);   %initialize everything to zero 
% Notice that the position space is 2 extra units long, one on each side 
% of the real domain that we are considering. 
 

if (nargin ~= 1) % If no input parameter is specified, assume it to be = 1 
    iterations = 1; 
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end 
 

% Specify initial conditions, for no diffusion taken place since inking 
InitialCondition = C0 * erfc(x / Ld); 
    % Below: Two other initial conditions that are fun to play around with 
    % to test the behavior of the program (linear and parabolic profiles). 
        %InitialCondition = C0 * x; 
        %InitialCondition = -C0 * (x - (L/2)) .* (x - (L/2)) + C0 *(L/2)^2; 
 

for n=1:iterations % Loop through each of the iterations 
t = T + (n - 1) * T1; % Adjust the time values for subsequent iteration 
     

if (n ~= 1) 
    % Re-sets the initial concentration profile for subsequent loops 
    InitialCondition = C(:,numt+1); 
    % Sets the initial conditions to that of the previous iterations' 
    % final state 
end 
     

% Below: Set the values of the two 'extra’ end points to the same  

% values as the real end points, ensuring zero-flux at the boundaries. 
C(:,1) = InitialCondition; 
C(1,1) = C(2,1); 
C(numx+3) = C(numx+2); 
 

if (n == 1) % Only calculate normalization factor using first iteration 
    Mass = zeros(1,numt+1); 
    %mass = trapz(C(2:(end-1), 1)); % Slow 
    mass = 0.5 * (sum(C(2:(end-1)-1, 1)) + sum(C(2+1:(end-1), 1))); 
end 
% 'Mass' is the total amount of "stuff" inside the stamp at t = T0. 
% The above equation is merely an approximation of the integral of the 
% concentration over the length of the stamp.  There are scaling 

% factors missing, omitted for simplicity, since we are not really 

% interested in the actual number, but rather the fact that it is  

% conserved during the later diffusion.  This same technique is used 

% later to compare the mass at all other t <= T1 time steps. 
     

% Iterate difference equations 
disp(['Start Iterations ' num2str(n)]) % Just a flag for the user 
for j=1:numt+1 %loops through each time step 
    for i=2:numx+2 
  % Loop through each grid space, but not first and last 
  % since those grid spaces are not really in our domain. 
  % Concentration at a particular time = 
  %     old concentration + change 
  % where the change is found using a numerical approximation  
  % of the second spatial derivative, times D, times dt. 
  C(i,j+1) = C(i,j) + J * (C(i+1,j) - 2 * C(i,j) + C(i-1,j));  

  % The error in the derivative is of the order dx^2, dt 
    end 
    C(1,j+1) = C(2,j+1);            % From no-flux condition 
    C(numx+3,j+1) = C(numx+2,j+1);  % From no-flux condition 
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    % The above conditions force the gradient of the concentration 
    % to be zero at the impenetrable interfaces, x = 0 and x = L, 

          % thereby preventing mass flow out of the stamp. 
end 
disp 'Stop Iterations' % Lets the user knows what is happening 
 

%% Plots the initial/final concentration profiles 
% figure (1) 
% plot (x(2:(end-1)), C(2:(end-1), 1)) % Initial 
% hold on 
% plot (x(2:(end-1)), C(2:(end-1), end)) % Final 
% title('Initial Concentration Profile, t = T0 and t = T1') 
% xlabel('0 \leq x \leq L, (mm)') 
% ylabel('Concencentration (a.u.)') 
 

% Check for conservation of mass: 
%     This value should be constant due to the no-flux B.C.   
%     (impenetrable barrier at both interfaces of the stamp). 
%     Due to error in calculating integral, as well as in solving PDE, 
%     there will be some deviation in the mass expected with time, 
%     but, ideally, it should be small. 
% Calculate mass sum and normalize to initial mass value 
disp 'Calculating Mass' % Lets the user knows what is happening 
Mass(1:numt+1) = 0.5 * (sum(C(2:(end-1)-1, 1:numt+1)) + ... 
    sum(C(2+1:(end-1), 1:numt+1))) / mass; 
%Mass(1:numt+1) = trapz(C(2:(end-1), 1:numt+1)) / mass; 
 

% Plots the normalized mass in the stamp, as a function of time 
% figure (2)  
% plot(t, Mass) 
% title('Mass v. Diffusion Time') 
% xlabel('0 \leq t \leq T1, (s)') 
% ylabel('Normalized Mass (a.u.)') 
 

disp 'Saving Data' % Just a flag so that user knows what is happening 
 

% Below: saving data to a Comma Separated Files (.CSV) 
 

if (n == 1) 
    % If first iteration, delete old files if any exist 
    if (exist('ConcentrationProfiles.csv', 'file')) 
        delete('ConcentrationProfiles.csv'); 
    end 
    if (exist('SurfaceConcentration.csv', 'file')) 
        delete('SurfaceConcentration.csv'); 
    end 
    if (exist('IntegratedMass.csv', 'file')) 
        delete('IntegratedMass.csv'); 
    end     
     

    % Write position coordinates 
    dlmwrite('ConcentrationProfiles.csv', ... 
        [x(2:(end-1))'], 'precision', 14); 
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    % Write header labels 
    dlmwrite('SurfaceConcentration.csv', ... 
        ['Time (s), Concentration (x = 0)'], 'delimiter', ''); 
    dlmwrite('SurfaceConcentration.csv', ... 
        ['t, C'], '-append', 'delimiter', ''); 

 
    % Write header labels 
    dlmwrite('IntegratedMass.csv', ... 
        ['Time (s), Integrated Mass (Normalized)'], 'delimiter', ''); 
     

    t_start = 1; % Start at the beginning on first iteration 
else 
    t_start = 2; % Start at 2nd spot, 
   % avoid overlap with previous iteration 
end 
 

% Time profiles to save: 
% Put the time values (in seconds) to be saved into array 
% (Also remember to update column labels too - must include commas) 
TIMES = [0 30 600 3600 7200 36000]; %0 s, 30 s, 10 min, 1 h, 2 h, 10 h  
TimeLabels = '0, 30, 600, 3600, 7200, 36000'; 
 

times = zeros(1); % Clear out previous values, if any 
 

for k=1:length(TIMES) % Loop through array of times to save 
    % Check to see if any of the times to save are in the current 
    % domains, if yes then add it to the list to grab this time 
    if ((TIMES(k) >= (n - 1) * T1) && (TIMES(k) <= n * T1)) 
        if ((((TIMES(k) - (n - 1) * T1) ./ dt)) ~= 0) 
            % Do not double-count end points 
            times(end+1) = ((TIMES(k) - (n - 1) * T1) ./ dt) + 1; 
            % Adjust to find correct matrix element corresponding 
            % to this time 
        elseif (n == 1) % But the end point at n == 1 is alright 
            times(end+1) = ((TIMES(k) - (n - 1) * T1) ./ dt) + 1; 
        end 
    end 
end 
if (length(times) > 1) % Are there any times to save on this iteration? 
    % Below: read in all previous data in file 
    data = dlmread('ConcentrationProfiles.csv', ','); 
    for g=2:length(times) % for each time to save ... 
        s = size (data); 
        % Below: ... Add the time's data column to the array 
        data(:, s(2) + 1) = C(2:(end-1), times(g)); 
    end 
    % Below: Write the array back out to the file with the added data 
    dlmwrite('ConcentrationProfiles.csv', data, 'precision', 14); 
    % Append columns, and not rows 
end 
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if (n == iterations) 
    % If this is the last iteration... 
    % Then write the column labels at the top, then append on the data 
    % below.  We must add these last since they are strings and are 
    % difficult to read once they are in the file with this method. 
    data = dlmread('ConcentrationProfiles.csv', ','); 
    dlmwrite('ConcentrationProfiles.csv', ... 
        ['Position (mm), Concentrations'], 'delimiter', ''); 
    dlmwrite('ConcentrationProfiles.csv', ... 
        ['x, Times (s) T1 = ', TimeLabels] ,... 
  '-append', 'delimiter', ''); 
    dlmwrite('ConcentrationProfiles.csv', data, ... 
  '-append', 'precision', 14); 
end 
 

% Write concentration at surface as function of time  
dlmwrite('SurfaceConcentration.csv', ... 
    [t(t_start:numt+1)' C(2, t_start:numt+1)'] , ... 
  '-append','precision', 14); 
 

% Write integrated mass as function of time 
dlmwrite('IntegratedMass.csv', ... 
    [t(t_start:numt+1)' Mass(1, t_start:numt+1)'] , ... 
  '-append','precision', 14); 
 

disp(' '); 
end % End if statement 

 

end % End iterations for loop 
 

disp 'Done!' 
 

clearvars %clear stored variables that might still exist 
 

end % End function declaration 

SparseFile.pl 

# This script is intended to read in the contents of the three files 

# generated by the StampDiffusion.m MATLAB program and then resave them in 

# a more sparse form (saving only 1 in 10 or 100 lines from the original 

# file).  The point of doing this is to make the files more usable since, in 

# their original form, they can be several hundred MB (or even GB) large, 

# making them impractical to open in standard graphing software packages, or 

# even text editors.  By only re-saving 1/10 or 1/100 of the file, it 

# reduces the file size considerably at the expense of losing most of the 

# data points.  But this is alright because there are already ample data 

# points to plot in the case of very large output files, since they were 

# originally generated at very high spatial and / or temporal resolutions. 
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#!/usr/local/bin/perl 

 

printf "\nOpening ConcentrationProfiles.csv\n"; 

open(MYFILE, "ConcentrationProfiles.csv") || die "$!"; 

 @contents = <MYFILE>;  # Reads in all contents of the file, 

    # line-by-line, into an array. 

close(MYFILE); 

$length = @contents; # Gets length of array 

# Below two lines: puts the header lines (first two lines) into the new array 

@newcontents = $contents[0]; 

push(@newcontents, $contents[1]); 

for ($i = 2; $i <= $length; $i+=10) 

{ 

 push(@newcontents, $contents[$i]); 

 #Adds every 10th line to new array 

} 

printf "Saving Sparse-ConcentrationProfiles.csv\n"; 

#Below: open file for overwrite 

open(MYFILE, ">Sparse-ConcentrationProfiles.csv") || die "$!"; 

 print MYFILE @newcontents;  # Writes out all lines of array into file 

close(MYFILE); 

 

printf "\n\nOpening SurfaceConcentration.csv\n"; 

open(MYFILE, "SurfaceConcentration.csv") || die "$!"; 

 @contents = <MYFILE>;  # Reads in all contents of the file, 

    # line-by-line, into an array. 

close(MYFILE); 

$length = @contents; # Gets length of array 

# Below two lines: puts the header lines (first two lines) into the new array 

@newcontents = $contents[0]; 

push(@newcontents, $contents[1]); 

for ($i = 2; $i <= $length; $i+=100) 

{ 

 push(@newcontents, $contents[$i]); 

 #Adds every 100th line to new array 

} 

printf "Saving Sparse-SurfaceConcentration.csv\n"; 

#Below: open file for overwrite 

open(MYFILE, ">Sparse-SurfaceConcentration.csv") || die "$!"; 

 print MYFILE @newcontents;  # Writes out all lines of array into file 

close(MYFILE); 

 

 

printf "\n\nOpening IntegratedMass.csv\n"; 

open(MYFILE, "IntegratedMass.csv") || die "$!"; 

 @contents = <MYFILE>;  # Reads in all contents of the file, 

    # line-by-line, into an array. 

close(MYFILE); 

$length = @contents; # Gets length of array 

# Below line: puts the header lines (first line) into the new array 

@newcontents = $contents[0]; 
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for ($i = 1; $i <= $length; $i+=100) 

{ 

 push(@newcontents, $contents[$i]); 

 #Adds every 100th line to new array 

} 

printf "Saving Sparse-IntegratedMass.csv\n"; 

#Below: open file for overwrite 

open(MYFILE, ">Sparse-IntegratedMass.csv") || die "$!"; 

 print MYFILE @newcontents;  # Writes out all lines of array into file 

close(MYFILE); 

 

printf "\n\nDone!\n"; 

 




