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We use atomistic simulations to investigate grain boundary (GB) phase transitions in elemental body-
centered cubic (bcc) metal tungsten. Motivated by recent modeling study of grain boundary phase
transitions in [100] symmetric tilt boundaries in face-centered cubic (fcc) copper, we perform a sys-
tematic investigation of [100] and [110] symmetric tilt high-angle and low-angle boundaries in bcc
tungsten. The structures of these boundaries have been investigated previously by atomistic simulations
in several different bcc metals including tungsten using the g-surface method, which has limitations. In
this work we use a recently developed computational tool based on the USPEX structure prediction code
to perform an evolutionary grand canonical search of GB structure at 0 K. For high-angle [100] tilt
boundaries the ground states generated by the evolutionary algorithm agree with the predictions of the
g-surface method. For the [110] tilt boundaries, the search predicts novel high-density low-energy grain
boundary structures and multiple grain boundary phases within the entire misorientation range. Mo-
lecular dynamics simulation demonstrate that the new structures are more stable at high temperature.
We observe first-order grain boundary phase transitions and investigate how the structural multiplicity
affects the mechanisms of the point defect absorption. Specifically, we demonstrate a two-step nucle-
ation process, when initially the point defects are absorbed through a formation of a metastable GB
structure with higher density, followed by a transformation of this structure into a GB interstitial loop or
a different GB phase.

© 2018 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Grain boundaries (GBs) greatly influence many properties of
engineering materials [1]. Materials with high volume fraction of
GBs such as nano-crystalline and ultra-fine grain materials promise
improved strength [2,3] and higher radiation tolerance [4e7]. As
such they are potential candidates for materials that can operate in
extreme conditions. Many energy related applications place unique
demands on materials. For example in fusion, first-wall materials
must withstand the thermal load and the radiation field while
maintaining structural integrity both in terms of mechanical
properties and in terms of resisting erosion into the plasma due to
plasma-materials interaction. Tungsten has been identified as the
divertor material in ITER [8] and is a leading candidate for the
lsevier Ltd. All rights reserved.
plasma-facing components in DEMO [9] and subsequent magnetic
fusion energy systems. It has a number of advantageous properties:
high thermal conductivity, acceptable activation levels, high
melting temperature, mechanical strength at elevated tempera-
tures, and resistance to surface sputtering. The questions of
recrystallization and embrittlement are particularly important [10].
Plasma facing components must operate below their recrystalli-
zation temperature and they need to be replaced before undergo-
ing brittle failure. Tungsten is known to be susceptible to
embrittlement. Below its ductile-brittle transition temperature
(~500 �C), pristine tungsten undergoes fracture by cleavage with
essentially no plasticity prior to failure. At higher temperatures,
recrystallization takes place, and GB embrittlement is the dominant
fracture mode. Radiation damage affects tungsten's failure prop-
erties. Polycrystalline materials are known to have higher radiation
tolerance due to presence of grain boundaries that act as sinks and
sources of defects. Interaction between interfaces and point defects
have been extensively investigated by both experiments and
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modeling, the findings are summarized in several recent reviews
[11,12]. The interaction between defects and GBs is expected to
depend on GB character. For example, preferential void formations
was observed near crystallographically ordered boundaries in
nano-twinned copper films [13]. However, all possible mechanisms
and the potential role GB transitions in defect absorption are still
not well understood. Predictive modeling of recrystallization and
deformation of polycrystalline W relies on the accurate description
of the W GBs. The goal of this work is to use atomistic modeling to
investigate the structure of bcc WGBs and potential effects of point
defects and elevated temperatures.

A growing number of recent studies suggests that GBs can exist
in multiple different states or phases and exhibit first-order
structural transformations in which the properties such as
mobility, sliding resistance and solute segregation change discon-
tinuously [14]. Experiments have revealed a potentially important
role of GB phase transitions [14,15] in abnormal grain growth in
ceramics [15], activated sintering [16] and liquid metal embrittle-
ment [17]. Experimental investigation of the potential impact of GB
phase transitions on microstructure and other materials properties
is currently an active area of research [14,17e22].

Theoretically, GB phase transitions were investigated using
phase-field models that predicted a variety of possible trans-
formations [15,23e26]. A thermodynamic framework describing
GB phase equilibrium and an adsorption equation for GB phase
junctions has been recently proposed [27]. Layering transitions
associated with GB segregation were investigated using lattice gas
models [28e30] and first-principles calculations [31]. Although
fundamentally important, the thermodynamic analysis
[26,27,32e34] and phase-field models [15,23,24,26] do not provide
atomic-level details about the structures of different GB phases and
the mechanisms of first-order GB phase transitions.

Atomistic computer simulations have proven to be an invaluable
tool for the study of GBs [1,35e38]. In the common modeling
approach, also known as the g-surface method, a GB is constructed
by joining two perfect half-crystals with different orientations
while sampling the possible translations of the grains relative to
each other. This methodology has been employed to predict
structures and energies of GBs including those in bcc materials
[39e46]. The g-surface approach has been challenged by a number
of computational studies of GBs in several different materials sys-
tems. The studies demonstrated that the constant number of atoms
in the simulation cell and the periodic boundary conditions pro-
hibit the boundary from sampling all possible configurations and
atoms have to be added or removed from the GB core to achieve the
lowest energy configurations. These limitations became apparent
in early studies of GBs in ionic crystals [47]. For example, in simu-
lations of [001] twist boundaries in rock-salt-structured oxides the
conventional methodology generates GBs with ions of the same
charge overlapping at the GB plane. Strong Coulomb repulsion
between the ions makes these boundaries nearly unstable with
respect to dissociation into free surfaces [48]. This predictionwas in
apparent contradiction with experimental observations [49].
Tasker and Duffy demonstrated that the energy of these twist
boundaries in oxides can be reduced significantly if a fraction of
ions is removed from the GB core [47,50,51]. They proposed several
low-energy structures in which the ionic density at the boundaries
was optimized manually.

In face-centered cubic (fcc) metallic systems, simulations of GBs
in the grand canonical ensemble demonstrated changes in GB
atomic density and predicted GB structures with lower energy
[52,53]. Ordered ground states of Si twist GBs were found by
optimizing the atomic density and sampling the GB structure with
simulated annealing [54,55]. Genetic algorithms designed to
explore a diverse population of possible structures were applied to
search for low-energy structures in symmetric tilt Si GBs [56] and
multicomponent ceramic GBs [57].

In fcc metals new ground states and structural phase trans-
formations were found in GBs by performing high-temperature
simulations with the boundaries connected to a source/sink of
atoms. Multiple GB phases characterized by different atomic den-
sities were found in high-angle S5ð210Þ½001� and S5ð310Þ½001� GBs
in Cu, Ag, Au and Ni [58]. Specifically, the calculations predicted a
new GB phase called Split Kites, which has high atomic density and
complex structure with a periodic unit several times larger than
that of the conventional Kite phase. The new modeling methodol-
ogy demonstrated fully reversible transitions with varying the
temperature and/or concentration of impurities or point defects
[58e61]. Both vacancies and interstitials were loaded into the GB in
separate simulations and triggered transitions between the grain
boundary phases with different atomic densities. This multiplicity
of GB phases and GB phase transitions was demonstrated for [001]
symmetric tilt GBs spanning the entire misorientation range in the
same model of Cu [62]. Continuous vacancy loading into general
GBs in Cu revealed lower energy states with different atomic
density [63].

In bcc metals, atomically ordered GB structures with high
atomic density were observed upon cyclic loading of interstitials
into the S5ð210Þ½001� boundary in Mo [64]. However, the energies
of these states were much higher than the energy of the ground
state, making them unlikely candidates for stable GB phases. Sta-
tistical properties and multiplicity of states have been investigated
in a large number of boundaries in Al, Si and W and also demon-
strated the importance of the grand canonical searches [65]. Spe-
cifically, the study demonstrated that the energy of a S5 twist
boundary in W decreased upon varying the atomic density. New
ground states and grain boundary phase transformations have been
demonstrated in the S27ð552Þ½011� symmetric tilt and twoS5ð001Þ
twist GBs in tungsten, tantalum and molybdenum [66] using the
evolutionary structure prediction method [62].

Motivated by these studies and the observation of GB phase
transitions in [001] symmetric tilt boundaries in Cu [58,61,62] and
the S27ð552Þ½011� symmetric tilt GB in tungsten [66], in this work
we conduct a systematic study of [001] and [011] symmetric tilt
boundaries in bcc tungsten. We construct the boundaries at 0 K
using a recently developed evolutionary grand canonical search
(EGCS) method [62] which is based on the USPEX code [67] and
compare the results to the predictions of the g-surface approach.
We also performmolecular dynamics simulations to investigate the
effects of high temperature and point defects on the GB structure in
the context of possible first-order GB phase transitions. For
completeness, the previously published structure calculations for
the S27ð552Þ½011� GB will be presented together with the new
results. The rest of the paper is organized as follows. We describe
the methodology of 0 KGB structure calculations as well as the
methodology of the high-temperature molecular dynamics simu-
lations in Section 2. We present the results of the simulations in
Section 3. Our findings are summarized and discussed in Section 4.

2. Methodology of atomistic simulations

2.1. Model systems

We have modeled tungsten GBs using two different embedded-
atom method (EAM) potentials: EAM1 [68] and EAM2 [69]. While
several W potentials are available in the literature, we selected
these because they gave better agreement with the existing DFT
calculations of GB energies [70e72].

GB structure and energy calculations were performed for two
different sets of boundaries. The first set contained eighteen [001]
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symmetric tilt boundaries with the misorientation angle q ranging
from 0 to p=2 radians. The second set contained fifty seven [110]
symmetric tilt boundaries, with the misorientation angle ranging
from 0 to p. The boundaries were obtained by rotating the upper
and the lower grains around the common tilt axis by the angles q=2
and � q=2, respectively. The orientations of the reference crystals
were (½100�, ½010�, ½001� ) and (½110�, ½001�, ½110�) for the [001] and
the [110] sets of boundaries, respectively. The boundaries were
chosen to minimize the GB area for computational efficiency, while
evenly sampling the entire misorientation angle range. The
boundary normal was parallel to the y direction and the tilt axis
was parallel to the z direction of the simulation block. Periodic
boundary conditions are applied in the direction parallel to the
boundary. Periodic boundary conditions were not applied in the
direction normal to the boundary plane, so that the two bulk
crystals were terminated by two surfaces. GB structures and en-
ergies were calculated at 0 K using the g-surface approach as well
as by the evolutionary search [62]. All energies reported were
calculated at 0 K using blocks with periodic boundary conditions
along GB.

2.2. g-surface method

In the g-surface approach two perfect half-crystals with
different orientations are shifted relative to each other by a certain
translation vector and then joined together. The translation is fol-
lowed by a local relaxation of atoms that minimizes the energy of
the system. This procedure often yields several different metastable
GB states that correspond to different translation vectors. The
configuration with the lowest GB energy is assumed to be the
ground state. The g-surface approach is relatively computationally
inexpensive and often predicts ground state structures [73]. How-
ever, it is known to suffer from significant limitations. First, the
search is not grand canonical, which in this context means that no
atoms are inserted or removed from the GB core. Second, it does
very poor sampling of possible GB structures: during the energy
minimization the atoms simply fall into the local energy minima
from their ideal lattice positions and do not explore other
configurations.

2.3. Evolutionary grand-canonical search (EGCS)

In the second approach we constructed the GBs using a recently
developed evolutionary algorithm [62] based on the USPEX crystal
structure prediction code [67]. USPEX has proved to be extremely
powerful in different systems including bulk crystals [67], 2D
crystals [74], surfaces [75], polymers [76] and clusters [77]. The GB
structure search algorithm samples awide range of different atomic
structures [77,78], varies the GB atomic density by inserting and
removing atoms [62,77] and explores different GB dimensions [78]
to search for large-area reconstructions. In the evolutionary
approach the population of different GB structures improves over
up to 50 generations. The details of the algorithm can be found in
Ref. [62].

The evolutionary search calculations are more computationally
demanding compared to the simple g-surface approach. As a result,
we investigated only a subset of representative boundaries. Out of
the [001] set we selected S5ð310Þ½001� and S5ð210Þ½001� bound-
aries, which are the typical high-angle high-energy boundaries
with misorientation angles q ¼ 36:87+ and q ¼ 53:13+, respec-
tively. We also selected six [110] symmetric tilt boundaries:
S33ð118Þ½110� (q ¼ 20:1+), S19ð116Þ½110� (q ¼ 26:5+),
S3ð112Þ½110� (q ¼ 70:5+), S3ð111Þ½110� (q ¼ 109:5+), S3ð332Þ½110�
(q ¼ 129:5+) and S27ð552Þ½110� (q ¼ 148:4+). These boundaries
sample the entire misorientation range 0< q<p and have been
investigated recently by DFT calculations [70e72].

2.4. High-temperature simulations

To validate the ground state structures predicted at 0 K, we
performed molecular dynamics simulations at high temperatures
with GBs terminated at open surfaces following the methodology
introduced in Ref. [58] and described in Fig. S10. Periodic boundary
conditions along the boundary and constant number of atoms in
the simulation block impose an unphysical constraint on the
boundary structure. Such simulations do not allow for possible
structural transformations of the boundary that involve changes in
the number of atoms. Open surfaces provide a source and sink for
atoms and effectively introduce grand canonical environment in
the GB region. When the temperature is sufficiently high, GB atoms
can diffuse to or from the surface and make such transformations
possible. A comparison between GB structures modeled with and
without periodic boundary conditions was given in our previous
study [58]. The simulations were performed in the temperature
range from 1000 K to 3000 K. Typical dimensions of the simulation
blocks were 25:0� 20� 6 nm3. In the x direction the bicrystals
were terminated by two open surfaces. Periodic boundary condi-
tions were applied only along the z directionwhich is parallel to the
tilt axis. In the direction normal the boundary plane the simulation
blockwas terminated by two boundary regions that were kept fixed
during the simulation. We also performed simulations with the
bottom boundary layer fixed and the upper boundary layer floating
at a rigid body as described in Fig. S10 to make sure that the
boundary conditions do not affect the GB structure far away from
the surfaces. We used the GB structures generated by both the g-
surface method and the evolutionary search as the initial configu-
rations for the molecular dynamics simulations to ensure that the
final GB state is independent of the initial conditions. The simula-
tions were performed in the NVT canonical ensemble with Nose-
Hoover thermostat for up to 200 ns.

To investigate how changes in the GB atomic density affect GB
structure at finite temperature and demonstrate themechanisms of
point defect-GB interaction, we performed isothermal simulations
with the S5ð310Þ½001� and the S27ð552Þ½011� GBs using periodic
boundary conditions along the boundary plane. In these simula-
tions the interstitial atoms were injected in the bulk crystal 5 to
10Å above the GB plane. The simulations were performed at
temperatures of 2000 K and 2500 K for several tens of nanoseconds.

In the case of the S27ð552Þ½011� boundary we simulated coex-
istence of two different GB phases in a closed system at 1500 K,
1800 K, 2000 K and 2500 K for up to 200 ns For the coexistence
simulations we use a larger block with dimensions
49:5� 2:7� 13:0 nm3. The heterogeneous two GB state was ob-
tained again by injecting interstitials into a half of the simulation
block.

3. Results

3.1. GB structures and energies from the g-surface approach

3.1.1. [001] symmetric tilt boundaries
Fig. 1a illustrates GB energy of the [001] symmetric tilt bound-

aries as a function of the misorientation angle q generated using the
g-surface approach with the EAM1 and EAM2 potentials. The two
energy cusps at q ¼ 36:87+ and q ¼ 53:13+ correspond to the
S5ð310Þ½001� and S5ð210Þ½001� boundaries, respectively. The
structures of these boundaries, illustrated in Supplementary
Figs. S1(a and b), are well known and are composed of kite-
shaped structural units. The left-hand side panel shows GB struc-
ture with the tilt axis normal to plane of the figure, while in the



Fig. 1. a) and b) GB energy as a function of the misorientation angle q predicted by the
EAM1 and EAM2 potentials for the [100] and [110] symmetric tilt boundaries using the
g-surface method. The DFT calculated energies are taken from Ref. [71]. c) The
evolutionary grand canonical search for the S27ð552Þ½110� (q ¼ 148:1+) GB modeled
with the EAM2 potential. GB energy of different structures generated by the algorithm
(blue circles) is plotted as a function of the atomic density [n] measured as a fraction of
atoms in a (552) bulk atomic plane. The search finds two low-energy GB phases at
[n]¼ 0 and [n]¼ 0.5. Red diamonds illustrate the GB structures generated using the g-
surface approach. Because no atoms are inserted or removed in this approach, all red
diamonds are located at ½n� ¼ 0. Even without changing the GB atomic density, the
evolutionary search finds low-energy boundaries missed by the common methodol-
ogy. (For interpretation of the references to color in this figure legend, the reader is
referred to the Web version of this article.)
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right-hand side panel the tilt axis is parallel to the plane of the
figure. Both potentials predict similar shape of the energy curve,
but the magnitude of the GB energy is somewhat different for the
two potentials. The EAM1 potential due to Marinica et al. [68]
shows an excellent agreement with the DFT calculations of
S5ð210Þ½001� boundary from Refs. [70e72].

3.1.2. [110] symmetric tilt boundaries
Fig. 1b illustrates GB energy as a function of the misorientation

angle q calculated for the [110] symmetric tilt boundaries using the
g-surface approach with the EAM1 and EAM2 potentials. The en-
ergies of a large set of [110] symmetric tilt boundaries, generated
using the same methodology, were previously calculated for bcc W,
Mo and Fe using DFT calculations [70,71]. The W data points from
this study are included in Fig. 1b for comparison. It is evident from
the figure that the two different potentials predict similar trends in
the GB energy as a function of the angle q, but the magnitude of the
energy is different. Both potentials agree reasonably well with the
DFT data [70,71]. The GB energy curve has two deep cusps at
q ¼ 70:5+ and q ¼ 129:5+. The deepest energy cusp at q ¼ 70:5+

corresponds to the S3ð112Þ½110� boundary. The structure of this
boundary is illustrated in Supplementary Fig. S1c.

Despite the similarity in the functional form of the energy
curves predicted by the two potentials using the g-surface
approach, in some cases, the potentials predicted very different GB
structures for the same misorientation angle. For example, Fig. 3 (a
and b) illustrates two different structures of the S33ð118Þ½110�
ð20:1+Þ boundary predicted by EAM1 and EAM2 potentials,
respectively. The left-hand side, the middle and the right-hand side
panels of the figure show three different views of the GB structure.
The EAM1 structure agrees with the DFT calculations from Ref. [71].
While empirical potentials are not perfect and may predict
different defect structures, below we demonstrate that the
discrepancy in the predicted structure of the S33ð118Þ½110� GB is
due to the limitations of the g-surface method.

3.2. Evolutionary search

We performed the evolutionary grand canonical structure
search for a subset of eight GBs which included two [001] tilt
boundaries and six [110] tilt boundaries. During the search the al-
gorithm explores different atomic densities of the GB core by
inserting and removing atoms. As a result, for each boundary the
energy of different structures can be plotted as a function of the
number of inserted atoms. Fig. 1c illustrates the results of the EGCS
for the S27ð552Þ½110� boundary modeled with the EAM2 potential.
Each blue circle on the plot represents a GB structure generated by
the evolutionary algorithm. The energy is plotted as a function of
number of atoms [n] measured as a fraction of atoms in a (552)
plane. To compare the results of the evolutionary search with the
predictions of the common methodology we included the data
points generated by the g-surface method, which are shown on the
plot as red diamonds. Notice that all the red diamonds are located
at ½n� ¼ 0 because the g-surface method does not insert or remove
atoms from the GB core. The different energy values correspond to
the different rigid translations of the grains relative to each other.

It is clear that the evolutionary search explores a much more
diverse space of GB configurations. For this particular boundary it
finds two distinct low-energy structures indicated by arrows at ½n�
¼ 0 and ½n� ¼ 0:5. At ½n� ¼ 0 the evolutionary algorithm predicts the
lowest energy gGB ¼ 2:495 J/m2, while the best GB structure
generated by the g-surface method has a significantly higher en-
ergy of gGB ¼ 2:67 J/m2. In this case, the 7% reduction in energy is
achieved by simply rearranging the structure, because no atoms
have been added or removed. This example clearly demonstrates
the insufficiency of the g-surface method. In addition to the rear-
rangement of the atoms, insertion and deletion of atoms in the GB
core enables the exploration of other potentially important states
such as a new ground state at [n]¼ 0.5 with the energy gGB ¼ 2:493
J/m2. The low-energy structures at [n]¼ 0 and [n]¼ 0.5 represent
two different phases of the S27ð552Þ½110� GB.

3.2.1. EGCS for [001] symmetric tilt boundaries
Fig. 2(a and b) illustrates the results of the evolutionary search

performed for the S5ð210Þ½001� and S5ð310Þ½001�GBs, respectively.
In both cases the lowest energy configurations were found at
[n]¼ 0 and matched the ground states generated by the conven-
tional methodology. The energy of other GB configurations
increased with the increasing atomic density ½n� and reached the



Fig. 2. Results of the evolutionary grand canonical structure search for selected [100] and [110]-tilt boundaries modeled with the EAM1 potential. GB energy is plotted as a function
of the atomic density [n] measured as a fraction of atoms bulk atomic plane parallel to the boundary. In (aec) the ground states were found at [n]¼ 0 and match the g-surface
structures (red diamonds). For the other three boundaries (def) the evolutionary search predict alternative low-energy structures with higher [n]. The different phases of these
boundaries have close energies and are indicated by magenta arrows. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of
this article.)

Fig. 3. Structures of the S33ð118Þ½110� (q ¼ 20:1+) GB generated by the conventional
g-surface approach and the evolutionary grand canonical search. (a) The lowest energy
state generated using the g-surface approach with the EAM1 potential with energy
gGB ¼ 2:611 J/m2. This structure was also predicted by prior DFT calculations [70,71]
that used the same methodology. (b) The lowest energy state generated using the g-
surface approach with the EAM2 potential with energy gGB ¼ 2:257 J/m2. (c) GB
structure predicted by the evolutionary search with the EAM1 potential with the
atomic fraction [n]¼ 1/3 and energy gGB ¼ 2:615 J/m2. (d) GB structure predicted by
the evolutionary search using the EAM2 with the same atomic fraction [n]¼ 1/3 and
energy gGB ¼ 2:226 J/m2. The left-hand, middle and right-hand panels correspond to
views 1, 2 and 3 of the boundary, respectively. The different views are described in
Supplementary figure S2. While the two potentials predict different GB structures at
[n]¼ 0, new EGCS optimized states at [n]¼ 1/3 are the same. Views 2 and 3 reveal that
in (c) and (d) the GB atoms occupy positions in between (110) planes.
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highest value at ½n� ¼ 0:5 for the S5ð310Þ½001� boundary. These
results suggest that the ground states composed of kite-shaped
structural units are stable against transformation to structures
with other densities. The well-known ground state structures of
these boundaries are illustrated in Supplementary Figs. S1(a and b).
In the left-hand side panels the [001] tilt axis is normal to the plane
of the figure, while it is in the plane of the figure on the right-hand
side. In the schematic picture of the bicrystal in Supplementary
figure S2 this two views correspond to views 1 and 2, respec-
tively. In both boundaries the atoms are confined to (001) atomic
planes of the abutting crystals.

3.2.2. EGCS for [110] symmetric tilt boundaries
The evolutionary search conducted for four [110]-tilt boundaries

yielded additional GB structures that were significantly different
from those generated by the g-surface approach. The studied
boundaries were selected from the entire misorientation range
0+ < q<180+ excluding the energy cusps located at 70:5+ and
129:5+. Fig. 2def illustrates the results of the evolutionary structure
search for GBs with q ¼ 20:1+, q ¼ 109:5+ and q ¼ 148:1+ using the
EAM1 potential. In contrast to the searches shown in Fig. 2aec, each
of these boundaries exhibits a minimum at atomic densities other
than ½n� ¼ 0, suggesting possible GB phases beyond those predicted
by the conventional methodology.

The GB energy cusps break the misorientation range into three
intervals. In the 0+ < q<70:5+ interval (Fig. 1b) we selected the q ¼
20:1+ and q ¼ 26:5+ boundaries. These are relatively low-angle GBs
composed of periodic arrays of edge dislocations. Fig. 2d illustrates
the results of the evolutionary search for the S33ð118Þ½110�
boundary at q ¼ 20:1+ modeled with the EAM1 potential. The plot
has two GB energy minima: one at ½n� ¼ 0 and the second one at
[n]¼ 1/3. The two low-energy configurations are indicated by ar-
rows on the plot. The search with the EAM2 potential predicted
similar behavior. At ½n� ¼ 0 the evolutionary search yielded GB
structures identical to those generated by the g-surface approach.
As discussed earlier, the EAM1 and EAM2 potentials predict
different ground states for the S33ð118Þ½110� boundary, which are
illustrated in Fig. 3(a and b). The energies of these states were gGB ¼
2:611 J/m2 and gGB ¼ 2:257 J/m2 for the EAM1 and EAM2 poten-
tials, respectively.



T. Frolov et al. / Acta Materialia 159 (2018) 123e134128
On the other hand, at ½n� ¼ 1=3 with respect to the (118) plane,
the evolutionary search predicts a new GB structure with energies
gGB ¼ 2:615 J/m2 and gGB ¼ 2:226 J/m2 for EAM1 and EAM2 po-
tentials, respectively. Thus, for each potential the energies of the ½n�
¼ 1=3 structure are nearly identical to those of the ½n� ¼ 0 struc-
tures. The ½n� ¼ 1=3 EGCS structures generated by EAM1 and EAM2
are illustrated in Fig. 3(c and d). Remarkably, both potentials predict
the same structure. The ½n� ¼ 1=3 configuration is a 1� 3 recon-
struction, which means it has a larger unit cell compared to the g-
surface constructed boundaries. The three different views of the GB
structure reveal that the extra atoms occupy interstitial positions
within the GB plane. This structural feature is very different from
the conventional ½n� ¼ 0 boundaries inwhich all atoms are confined
to the (110) planes, as can be seen in the middle and right-hand
panels of Fig. 3(a and b). Similar structures with higher atomic
density [n] were predicted by the evolutionary search for the
S19ð116Þ½110� GB at q ¼ 26:5+.

Fig. 2e illustrates the results of the evolutionary search with the
EAM1 potential for the S3ð111Þ½110� at q ¼ 109:5+, which was
selected as a representative high-energy boundary from the
70:5+ < q<129:5+ interval. The energy plot again exhibits two
distinct minima at ½n� ¼ 0 and ½n� ¼ 2=3 as indicated by the arrows
on the plot, with the energies gGB ¼ 2:83 J/m2 and gGB ¼ 2:80 J/m2,
Fig. 4. Two structures of the S3ð111Þ½110� (q ¼ 109:5+) GB modeled with the EAM1
potential. (a) The structure predicted by both the g-surface approach and the evolu-
tionary algorithm at [n]¼ 0 with energy gGB ¼ 2:83 J/m2. (b) The ground state pre-
dicted by the evolutionary algorithm at [n]¼ 2/3 with energy gGB ¼ 2:80 J/m2. (cee)
Multiple structures of the S27ð552Þ½110� (q ¼ 148:4+) GB predicted by the EAM2
potential [66]. (c) Best configuration predicted by the conventional approach of g-
surface construction with GB energy gGB ¼ 2:67 J/m2. The evolutionary search predicts
GB phases [n]¼ 0 (d) and [n]¼ 1/2 (e) with energies gGB ¼ 2:495 J/m2 and gGB ¼ 2:493
J/m2, respectively. The left-hand side, the middle and the right-hand panels correspond
to view 1, view 2 and view 3 of the boundary, respectively. The different views are
described in Supplementary figure S2. Views 2 and 3 reveal that the GB atoms occupy
positions in between (110) planes.
respectively. The [n]¼ 2/3 is the ground state at 0 K, but the energy
difference between the two structures is only 1%. Fig. 4(a and b)
shows the ½n� ¼ 0 and ½n� ¼ 2=3 structures of the boundary,
respectively. The ½n� ¼ 0 structure also generated by the g-surface
approach can be described as composed of kite-shaped structural
units. The middle and right-hand panels of Fig. 4a reveal that the
atoms within the boundary are confined to the misoriented ð110Þ
planes of the two abutting grains. The [n]¼ 2/3 phase is a 1� 3
reconstruction, which means that the dimension of its smallest
periodic unit along the ½110� tilt axis is three times larger than that
of the [n]¼ 0 GB phase. The middle and the right-hand panels of
Fig. 4b demonstrate that the atoms of the [n]¼ 2/3 GB phase occupy
sites between the misoriented ð110Þ planes, forming an ordered
structure within the GB plane.

Finally, in the angle range 129:5+ < q<180+ we examined the
S27ð552Þ½110� boundary with at q ¼ 148+. Figs. 2f and 1c illustrate
the searches for this boundary modeled with the EAM1 and EAM2
potentials, respectively. The predictions of the two potentials are
somewhat different. Specifically, the EAM2 predicts two distinct
low-energy GB phases located at ½n� ¼ 0 and ½n� ¼ 0:5, which were
discussed earlier and illustrated in Fig. 4(d and e). On the other
hand the EAM1 model predicts a single strong minimum at ½n� ¼
0:5. The energy of this state, gGB ¼ 2:81 J/m2, is 11% lower than
gGB ¼ 3:17 J/m2 of the conventional structure generated by the g-
surface approach. The ½n� ¼ 0:5 structures are 1� 2 re-
constructions. The ground states predicted by both potentials are
not unique. Supplementary Figs. S3(b-d) illustrate several distinct
structures of the ½n� ¼ 0:5 GB phase predicted using the EAM1
potential. The structure shown in Supplementary Figs. S3a was
generated by the EAM2 potential. While the structures of these
boundaries look nearly indistinguishable in the left-hand side
panels, the middle and the right-hand panels clearly show different
atomic arrangements. The main difference between the structures
is the pattern of the occupied interstitial sites within the GB plane.
Remarkably, all these configurations have nearly the same energy.
The difference lies within the numerical accuracy of the calcula-
tions. The energy of these states was recently calculated using DFT
calculations which confirmed the predictions of the empirical po-
tentials EAM1 and EAM2 [66].

The evolutionary search performed for the S3ð112Þ½110� (q ¼
70:5+) and S3ð332Þ½110� (q ¼ 129:5+) GBs that correspond to the
GB energy cusps in Fig. 1b agreed with the g-surface method and
did not yield other alternative low-energy configurations. An
example of the evolutionary search for the S3ð332Þ½110� boundary
modeled with the EAM1 potential is shown in Fig. 2c. It is quali-
tatively similar to the searches for the [001]-tilt boundaries with a
single energy minimum located at the origin of the plot.

3.3. Molecular dynamics simulations

3.3.1. High-temperature simulations with open surfaces
Isothermal molecular dynamics simulations of the S5ð310Þ½001�

tilt boundary with open surfaces confirmed that the structure
calculated at 0 K was also stable at high temperature. We conclude
that, the energy analysis at 0 K and the simulations at high tem-
perature demonstrate that the g-surface approach accurately pre-
dicts the ground state for this boundary.

Very different behavior, but consistent with the results of the
evolutionary search at 0 K, was found for the ½110� tilt boundaries.
Fig. 5aec illustrate the equilibrium structures of the S33ð118Þ½110�
ðq ¼ 20:1+Þ, S3ð111Þ½110� ðq ¼ 109:5+Þ and S27ð552Þ½110�
ðq ¼ 148:1+Þ tilt GBs after 200 ns anneals at 2500 K. In all three
cases the initial configurations were generated by the g-surface
approach. For all three boundaries these initial structures trans-
formed to the new configurations during the simulation,



Fig. 5. Equilibrium high-temperature ordered structures of three representative [110]-
tilt boundaries. The bicrystals terminated at an open surface were annealed at 2500 K
for several tens of nanoseconds as shown in side view 1. Top views show the
arrangement of the atoms within the boundary planes. In all three GBs the atoms can
be found in-between the (110) planes. The right-hand side panels show zoomed-in
views 1 and 2. The high-temperature GB structures are different from the g-surface
constructed boundaries, but matches the predictions of the EGCS calculations.
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confirming the EGCS predictions. The transformations were
accompanied by changes in the atomic density of GBs. The extra
atoms necessary to form the new structures were supplied by GB
diffusion from the open surfaces. Top views show the occupation of
the interstitial sites within the GB plane. This feature of the high-
temperature GB phases is common to all three boundaries and is
not characteristic of the conventional structures generated by the
g-surface approach.

Fig. 5a reveals that the high-temperature structure of
S33ð118Þ½110� ðq ¼ 20:1+Þ GB dislocations is more compact than
that of the g-surface GB structure. The right-hand side panels show
closer views of the structurewith the tilt axis normal and parallel to
the plane of the figure. The interstitial columns in seeing in the top
view coincide with the positions of individual dislocations. Notice
that the pattern of the occupied interstitial sites varies in different
dislocations, suggesting that multiple equivalent sites exist. The
interstitial pattern in some regions of the boundary perfectly
matches the structure generated by the evolutionary algorithm at
0 K, shown in the right-hand panel of Fig. 3(c and d).

Fig. 5b illustrates the high-temperature structure of the
S3ð111Þ½110� ðq ¼ 109:5+Þ GB. The interstitial pattern (view 3) in
panel b is very similar to the pattern generated by the evolutionary
search at 0 K. The other views revealed the complexity of the
structure. Fig. 5a illustrates what appears to be a large number of
GB steps. We also performed an additional simulation with the
initial structure ½n� ¼ 2=3 taken from the evolutionary search. The
high-temperature simulation produced a structure with a different
GB step pattern; however, the interstitial pattern was very similar.

Fig. 5c illustrates the bicrystal with the S27ð552Þ½110� GB
modeled with the EAM1 potential which was annealed at 2500 K
for 100 ns The high-temperature GB structure matches the ½n� ¼ 1=
2 GB phase obtained using the EGCS, which is illustrated in
Fig. 4cee. The interstitial pattern shown in Fig. 5c top view is
similar, but does not match exactly the 0 K patterns shown in the
right-hand panels of Fig. 4e and Supplementary Fig. S3. This again
suggests multiple energy-equivalent sites identified at 0 K by the
evolutionary search. The occupation of these sites at finite tem-
perature is dictated by entropy. In addition to the changes in the GB
structure, the surface triple junction on the left-hand side of the
figure shows a chevron reconstruction. Similar reconstructions
were previously observed experimentally by electron microscopy
in Au [79,80]. The atoms inside the triangular region have perfect
bcc structure. The two boundaries that form the chevron are the
S3ð112Þ½110� (70:5+) boundaries. Notice that the other surface
triple junction does not undergo a similar reconstruction. Two GB
units between the chevron and the rest of the [n]¼ 1/2 GB phase
have different structures, which closely resemble the ½n� ¼ 0
structure generated by the EAM2 potential. While the EAM1 does
not predict a low-energy configuration at this atomic fraction, it is
possible that this alternative structure is stabilized by the me-
chanical stresses near the triple junction.

3.3.2. GB phase coexistence and point defect absorption in
simulations with periodic boundary conditions
3.3.2.1. [100]-boundaries. To observe possible metastable states of
the S5ð310Þ½001� boundary with higher atomic densities, we
introduced interstitials into the bulk lattice just above the GB plane
and annealed the blocks at 2000 K and 2500 K in separate simu-
lations. The periodic boundary conditions were applied parallel to
the boundary plane to eliminate sinks for the interstitial atoms. At
both temperatures, we first observed formation of an ordered GB
structure due to absorption of the interstitials. Fig. 6b illustrates the
two different states of the boundary, which are similar to the
structures observed by Novoselov and Yunilkin in bcc Mo [64]. This
metastable configuration exists for almost 100 ns at 2000 K and
several tens of nanoseconds at 2500 K before transforming into an
interstitial loop at the boundary. The final state of the boundary is
illustrated in Fig. 6c. The GB segment confined between the two GB
dislocations is composed of perfect kite-shaped structural units.
These new units appeared out of the metastable GB configuration
demonstrating that the Kite structure of this boundary is very
stable even at this high temperature. The relatively long lifetime of
the metastable high-energy state is probably due to a large barrier
of transformation that involves nucleation of the GB dislocations.

To characterize the GB disconnections we constructed closed
circuits ABCF and FCDE around each of the line defects as illustrated
in Fig. 6d. Summing up the lattice vectors on the reference lattice
we obtain two DSC vectors with components (1/10 [310]a, 1/10
[310]a, 0) and -(1/10 [310]a, 1/10 [310]a, 0) for each disconnection.
The details of the analysis are described in Supplementary Note 1
and the vectors are shown in Supplementary Figs. S4. The non-zero
components of the Burgers vectors normal to the GB plane indicate
that the extra materials was accommodated by an interstitial loop
at the boundary. The Burgers circuit analysis used in this work is
somewhat different from the analysis described in Refs. [81e83].
However, it can be shown to be equivalent for the case when the
circuit cuts two identical GB segments, which is the case here.

3.3.2.2. [110]-boundaries. To test the response of the boundary



Fig. 6. (a) Interstitials are introduced into a bicrystal with a perfect S5ð310Þ½001� GB.
The kite-shaped structural units in the GB are outlined in red. (b) The atoms diffuse to
the boundary and get absorbed by locally forming a metastable ordered GB structure
with high energy. (c) At later times the metastable GB segment transforms into an
interstitial loop at the GB. (d) Closed circuits ABCF and FCDE identify two disconnec-
tions ð1=10½310�a;1=10½310�a;0Þ and ð� 1=10½310�a; 1=� 10½310�a; 0Þ. The Burgers
vectors of each disconnection is a DCS vector equal to the sum b) AB and C’F’ and c) F’C’
and DE vectors, respectively. F’C’ corresponds to FC vector on the reference lattice. (For
interpretation of the references to color in this figure legend, the reader is referred to
the Web version of this article.)

Fig. 7. (a) Equilibrium coexistence of the [n]¼ 0 and [n]¼ 1/2 GB phases of the
S27ð552Þ½011� GB in a closed system with periodic boundary conditions at 1500 K. The
two GB phase coexistence is implemented by introducing interstitials into perfect
[n]¼ 0 GB phase predicted by the evolutionary search. The interstitials are absorbed
when about a half of the boundary transforms into the [n]¼ 1/2 GB phase, also pre-
dicted by the evolutionary search. The size of each GB phase is about 25 nm in the x
direction. (b) Two GB phases meet along a line defect that spans the periodic length of
the simulation block. (c) and (d) are zoomed-in views of the two GB phases. The GB
atoms are identified according to common neighbor analysis [96].
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with multiple GB phases to the changes in the atomic density [n],
we performed MD simulations of the S27(552)[110] GB with the
EAM2 potential. When periodic boundary conditions are applied
both GB phases [n]¼0 and [n]¼1/2 are stable at high temperature.
The constraint of the constant number of atoms insures that one
structure does not transform into another during the simulation.
We used the [n]¼0 structure as the initial configuration and
inserted extra atoms in the bulk lattice just above the GB plane. The
interstitials triggered a nucleation of the [n]¼1/2 GB phase. The
areal fraction of the new GB phase was dictated by the number of
extra atoms introduced. Fig. 7a illustrated the structure of the
boundary with two GB phases at 1500 K. The two phases are
colored in orange and green in Fig. 7b. They are separated by a GB
phase junction, a line defect that spans the periodic dimension
normal to the plane of the figure. Fig. 7(c and d) shows zoomed in
views of the two GB structures. In contrast to the S5(310)[001]
boundary, no other transformations occurred in this simulation:
the heterogeneous boundary with the two different GB phases
coexisting was the final state of the simulation.

The stable equilibrium is established because the boundary is
isolated from the sources and sinks of atoms. During the simulation
GB atoms diffuse to establish an equilibrium concentration of
vacancies or interstitials in the two different GB structures. This
type of equilibrium is unique to solid systems because the solid
lattice and varying number of atoms provide the system with an
additional thermodynamic degree of freedom [84e86]. Indeed,
according to Gibbs phase rule in an elemental system at a fixed
pressure two GB phases should be able to coexist only at one
temperature [27]. MD simulations of GB phase transitions in
elemental systems follow this prediction when the boundary is
connected to source/sink of atoms [58]. On the other hand, the GB
phase coexistence in a closed system such as illustrated in Fig. 7
persists in a range of temperatures. In this work we simulated
two-phase coexistence at 1500 K, 1800 K and 2000 K. The tem-
perature changes the number of atoms [n] in each of the phases:
the equilibrium concentration of vacancies and interstitials present
in the coexisting GB phases. At 2500 K the [n]¼ 1/2 GB phase to
transformed into [n]¼ 0. Here we label the two GB phases by
referring to their atomic density at 0 K, which changes with tem-
perature. During the transformation the extra atoms are accom-
modated as defects of the [n]¼ 0 GB phase, which apparently
become energetically inexpensive at this high temperature. The
solubility of defects in each GB phase became such that crossing the
coexistence line became possible even in a closed system.
3.3.2.3. Nucleation and transformation of small GB islands. We find
that even in the case when the different GB phases have close en-
ergies the stability of the heterogeneous GB structure may be size
dependent. When a smaller number of interstitials is introduced
and only a few structural units of the [n]¼ 1/2 boundary are
formed, the small islands of the newGB phase eventually transform
into the [n]¼ 0 structure at 2000 K as shown in Fig. 8aec. Fig. 8(a
and b) illustrate the initial homogeneous [n]¼ 0 GB structure and
the heterogeneous GB structure after the interstitials were



Fig. 8. (a) A smaller number of interstitials is introduced into a bicrystal with the
S27ð552Þ½011� GB in an isothermal simulation at 2000 K. The initial structure corre-
sponds to the ½n� ¼ 0 phase predicted by the evolutionary search with the EAM2 po-
tential. After interstitial atoms are introduced in the bulk part of the upper crystal just
above the GB, they quickly diffuse to the boundary core. There the interstitials are
absorbed when a relatively small portion of the boundary transforms into [n]¼ 1/2 GB
phase. The size of the [n]¼ 1/2 phase is about 6 nm in the x direction. (b) During the
subsequent 50-ns-long isothermal simulation both GB phases coexist in equilibrium
while exchanging atoms which diffuse along the boundary. The two different GB
phases are shown in different colors. The coloring of the [n]¼ 1/2 structure is from a
common neighbor analysis. (c) After 50 ns [n]¼ 1/2 phase transforms into an inter-
stitial loop. The simulation suggests that the stability of the heterogeneous GB struc-
ture with respect to nucleation of an interstitial loop may be size dependent [96]. (For
interpretation of the references to color in this figure legend, the reader is referred to
the Web version of this article.)
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absorbed, respectively. The mechanism is somewhat analogous to
the S5ð310Þ½001� boundary, in this two-step process a small island
of the [n]¼ 1/2 phase nucleates first (Fig. 8b) and after several tens
of nanoseconds it transforms into a different structure closely
resembling the [n]¼ 0 GB phase (Fig. 8c). The defected structure is
separated from the original boundary by two GB disconnections.

We analyzed the two disconnections by constructing two closed
circuits around the line defects as illustrated in Supplementary
Fig. S5. The CD and EF vectors cut through the transformed sec-
tion of the boundary. We note that while the image of the boundary
projected on the plane of the screen matches the original [n]¼ 0
structure, the examination of the atomic positions within the plane
revealed that the transformed GB segment is significantly different
and appears to have defects and even small sections of the [n]¼ 1/
2 phase. Two similar variants with different densities [n]¼ 0 and
[n]¼ 1/3 were recently demonstrated in the same S27 boundary in
Ta [66]. It is possible, that a similar situation occurs in our tungsten
simulations. Neglecting the difference between two possible vari-
ants, the vectors of the two circuits were summed following the
procedure described earlier for the S5ð310Þ½001� GB and identified
disconnections with [1/27 [115]a/2,0,0] and [-1/27 [115]a/2,0,0]
Burgers vectors. The zero component normal to the plane of the GB
suggests that the extra atoms were accommodated as defects of the
boundary and not as a GB dislocation loop.

4. Discussion and conclusions

In this workwe studied [001] and ½110� symmetric tilt GBs in bcc
tungsten. These boundaries have been studied previously by
atomistic simulations with empirical potentials and DFT
calculations in several bcc materials including W, Mo and Fe. In
these studies the GBs were generated using the common g-surface
method that performs limited sampling of GB structure and does
not attempt to add or remove atoms from the GB core. In the cur-
rent work, we generate the boundary structures using the new
evolutionary approach [62,67]. This algorithm samples a diverse
range of different structures, optimizes GB atomic density and
searches for larger area reconstructions.

4.1. [001] tilt boundaries

For the [001] symmetric tilt GBs studied in this work, the g-
surface approach predicts configurations composed of kite-shaped
structural units in agreement with previous studies. Our grand
canonical search confirmed these structures to be the ground state
for two representative high-angle high-energy GBs. Thus, contrary
to [001] tilt boundaries in fcc models of Cu, Ag, Au and Ni, in bcc W
the kite-shaped structural units are stable. We find alternative or-
dered metastable structures with higher atomic density by loading
the ground state with interstitials. In these structures the extra
atoms occupy interstitial positions within the GB plane located
between the (001) planes of the abutting crystals. Similar struc-
tures were reported earlier in bcc Mo [64]. Our high-temperature
MD simulations indicate that these denser states are stable
against dissolution in the parent Kite structure even in the presence
of rapid GB diffusion and survive at high temperature for relatively
long time on the MD time scale. Their lifetime depends on the
temperature. However, the energy of these states is still signifi-
cantly higher, and at high temperaturewe observe a transformation
into the Kite phase, which results in the formation of an interstitial
loop at the GB. This transformation confirms the stability of the Kite
structure even at high temperature. These modeling results are
consistent with experimental observations of GB structure in other
bcc metals. For example, in Mo the kite-shaped GB structure of the
S5ð310Þ½001� was directly observed by high-resolution trans-
mission electron microscopy [73,87]. In Fe, a study of an asym-
metric [001] boundary demonstrated faceting into S5ð310Þ½001�
and S5ð210Þ½001� symmetric tilt boundaries with perfect Kite
structures [88,89]. The atomic structure of the faceted boundary
was observed by high-resolution electron microscopy and simu-
lated with molecular dynamics. We conclude that in these [001]
symmetric tilt GBs studied in elemental tungsten, the g-surface
method is likely to be sufficient to generate the GB structure at 0 K
and finite temperature. The situation may be different in doped
systems. A recent study of the S5ð210Þ½001�Mo GB demonstrated a
first-order structural transition induced by segregation of Ni [90].
Similar transitions have been demonstrated by atomistic simula-
tions in other systems [60,91].

4.2. [110] tilt boundaries

For the majority of the [110] symmetric tilt boundaries studied
in this work, which includes both high-angle and low-angle GBs,
the EGCS method revealed new ground states and multiple GB
phases, demonstrating that the g-surface method is insufficient to
predict the correct GB structure in these model systems. The novel
GB structures cannot be described by the conventional GB struc-
tural units and they share several common features. Most of them
are composed of a number of atoms incompatible with the number
of atoms in the lattice planes of the abutting crystals. To obtain
these structures extra atoms must be inserted into the GB core. In
these structures the atoms occupy interstitial positions within the
boundary plane located in between the misoriented (110) planes.
The evolutionary search generatedmany configurations degenerate
in energy, characterized by different occupation of these interstitial
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positions within the boundary. The multiplicity of these states may
contribute to configurational entropy and affect the stability of
these structures at high temperature. It is well known that the g-
surface approach can also generate distinct GB structures with the
same energy, corresponding to different grain translation vectors.
For the new structures generated by the EGCS, the multiple ener-
getically degenerate states are related by permutation of interstitial
atoms without changing the grain translation vector. Finally, most
of the new structures have an irreducible unit larger than the pe-
riodic units of the CSL lattice. The GB reconstructions with different
dimensions often had very similar energies.

The only two [110] boundaries that did not share these prop-
erties were the S3ð112Þ½110� and the S11ð332Þ½110� at q ¼ 66:22+

and q ¼ 129:5+, respectively. These correspond to two energy cusps
as a function of the misorientation angle. The S3ð112Þ½110� has the
lowest energy because of its almost bulk-like structure, so it was
not surprising that the evolutionary search did not find alternative
low-energy configurations. The second cusp at q ¼ 129:5+ has a
noticeably higher energy, but was also identified as a stable ground
state by the evolutionary search in agreement with the g-surface
method.

In some cases the new ground states generated by the EGCS
algorithm had energies significantly lower than those generated by
the conventional methodology, while in other cases the energies
were nearly identical. For example, in the case of the S27ð552Þ½110�
boundary, the energy was reduced by 7e12% depending on the
potential. In all boundaries with multiple distinct phases the en-
ergy difference was very small, within a few percent. While the
energy reduction obtained by the advanced search was modest in
some cases, the properties of different GB phases may differ
significantly. For example in fcc Cu, the simulations demonstrated a
strong effect of the transitions on self and impurity diffusion
[58e60], segregation [60] as well as GB migration and shear
strength [92]. A recent study investigated coupled motion of two
[110] symmetric tilt boundaries in bcc iron and demonstrated
abrupt changes in GB migration and shear stress with increasing
temperature [93]. These results are consistent with multiple GB
phases and GB phase transitions demonstrated in our study for the
same family of symmetric tilt boundaries in a different bcc metal.

We find that overall the predictions of the two potentials EAM1
and EAM2 are consistent. Both potentials predict similar trends for
the GB energy as a function of the misorientation angle. For the
S27ð552Þ½110� ðq ¼ 148:1+Þ GB both potentials predict the same
ground state at [n]¼ 1/2, which was confirmed by DFT calculations
in our recent study [66]. EAM2 potential also predicts an additional
low-energy state at [n]¼ 0. For the S33ð118Þ½110� ðq ¼ 20:1+Þ the
two potentials predicted different structures within the g-surface
approach. Prior DFT calculations reported that the same GB can
have these different structures in different bcc materials [71].
However, the evolutionary search for the S33ð118Þ½110� boundary
predicted the same ground state at [n]¼ 1/3 with both potentials.
This example suggests that in some cases the discrepancy in the
structure predicted by different models may be an artifact of the g-
surface approach and not the issue of the force field.

4.3. GB structures and transitions at finite temperature

The multiplicity of distinct GB structures with very close en-
ergies found at 0 K motivated further investigation of the finite-
temperature GB structure. In this work we performed MD simula-
tions at high temperature with the GBs terminated at open sur-
faces. The surfaces act as sources and sinks of atoms. These
simulations demonstrated transformations from the [n]¼ 0 g-sur-
face generated structures to the structures predicted by the
evolutionary with other atomic densities. Thus, despite the close
energetics at 0 K, we found that the non-conventional GB structures
become more stable at finite temperature. In fact, with the excep-
tion of two boundaries at q ¼ 66:22+ and q ¼ 129:5+, the structures
generated by the g-surface approach do not represent the finite-
temperature structure of the [110] symmetric tilt boundaries
studied.

The simulated transitions suggest that finding the lowest energy
configurations and 0 Kmay not be sufficient to predict the structure
and properties of GBs at finite temperature. In the current study the
high-temperature structures were generated by the evolutionary
search at 0 K and coincided with the energyminima as a function of
the atomic density [n]. In general, this should not be expected. In
our investigation of the [100] symmetric tilt fcc Cu boundaries we
demonstrated that the high-temperature state does not correspond
to GB energy minima [62], and a more sophisticated analysis is
required to extract potential high-temperature structures from the
results of the 0 K structure search. Specifically, we proposed a
clustering procedure that groups individual structures generated
by the evolutionary algorithm into GB phases. Although, we per-
formed the grand canonical structure search for only a small subset
of the boundaries, it likely that many other [110] boundaries exhibit
unusual structures and multiple phases. A detailed investigation
metastable structures and possible structural trends of the [110] tilt
boundaries is left to future work.

High-temperature simulations with periodic boundary condi-
tions and added point defects demonstrated nucleation of a second
GB phase with different atomic density. Defect induced GB transi-
tions have been demonstrated previously in Cu [58] and W [66].
Atomistic simulations also demonstrated that cracks and voids can
be healed through a formation of a new boundary segment with a
different atomic density [94]. For this simulation we selected the
S27ð552Þ½110� modeled with the EAM2 potential, because the
boundary exhibits two different structures with the same energy at
0 K and very different atomic densities of [n]¼ 0 and [n]¼ 1/2. The
simulations revealed that after the nucleation of the [n]¼ 1/
2 phase, the two structures can coexist while exchanging atoms
through GB diffusion. The coexistence simulations confirm that the
structures represent two phases of this boundary and are not just
mechanically stable configurations at 0 K. In some simulations we
observed that after about 100 ns of coexistence the small secondary
phase transforms into an interstitial loop at the boundary. This
behavior is exactly analogous to the two-step nucleation of the
interstitial loop at the S5ð310Þ½001� boundary, when the formation
of a high-energy metastable GB structure induced by interstitials is
followed by nucleation of GB dislocations. In the S27ð552Þ½110�
case, however, both GB phases have the same energy, and we
speculate that the transition is driven by elastic interactions be-
tween the GB phase junctions. These line defects separate different
GB phases and are likely to have dislocation character [81]. A het-
erogeneous boundary with a secondary phase and a homogeneous
boundary with an interstitial loop represent two competing states
of the boundary after it absorbs point defects. Our simulations
suggest that the absorption by nucleation of a secondary GB phase
is kinetically preferred, while the loop formation is more energet-
ically favorable for some systems studied. Two-step nucleation is a
well known phenomenon in bulk materials and is often observed
during solidification [95]. Here we extended it to process at grain
boundaries, where new interface specific factors may play an
important role. For example, the stability of the heterogeneous
boundaries with respect to loop nucleation or a formation of other
GB phase should be influenced by elastic interactions in these
systems, which are likely to be size dependent. The existing fluid-
like treatments of GB phases neglect elastic effects [23,27]. The
simulations motivate the development of a nucleation model that
takes these elastic interactions into account.
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