
UC Riverside
UC Riverside Electronic Theses and Dissertations

Title
Incorporation of Vasculature and Fat in Human Akin Equivalents, Validated Through 
Volumetric Analysis to Improve Aging Models

Permalink
https://escholarship.org/uc/item/20s2m97d

Author
Sanchez, Martina Marie

Publication Date
2021
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/20s2m97d
https://escholarship.org
http://www.cdlib.org/


 

 

 

UNIVERSITY OF CALIFORNIA 

RIVERSIDE 

 

Incorporation of Vasculature and Fat in Human Skin Equivalents, Validated Through 

Volumetric Analysis to Improve Aging Models  

 

A Dissertation submitted in partial satisfaction 

of the requirements for the degree of 

 

Doctor of Philosophy 

in 

Bioengineering 

by 

Martina M. Sanchez 

 

December 2021 

 

 

 

 

 

 

 

Dissertation Committee: 

Dr. Joshua T. Morgan, Chairperson 

Dr. Hyle Park 

Dr. Cesunica Ivey 
 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Copyright by 
Martina M. Sanchez 

2021 
 



 

The Dissertation of Martina M. Sanchez is approved: 

 

 

            

 

 

            

         

 

            

           Committee Chairperson 

 

 

 

 

University of California, Riverside



iv 

 

Acknowledgements 
 

I thank the following individuals:  

My advisor, Dr. Joshua T. Morgan for his mentorship, advice, and direction. My 

committee members, Dr. Cesunica Ivey and Dr. Hyle B. Park, for their guidance and 

support. My labmates for their encouragement and discussions: Shane Kennedy, 

Lisa Salmeron, Isabella Bagdesarian, Abby Barlow, Enrique Roman. Undergraduates 

who have helped me complete this work: Verena Tadros, Nicholas Higgins, Jordan 

Rolsma, William Darc, and Kristina Rodriguez. The Ronald E. McNair Scholar’s 

Program at Wichita State University for their rigorous preparation program for 

support of underrepresented students to attain PhDs.  

I am grateful to my family who has supported me in my ambition to reach this goal 

and lastly, to my husband for his un-conditional support and patience during my 

time at UCR. 

Funding sources: Dissertation Research Grant from the Graduate Division at UCR. 

Graduate Research Mentorship Fellowship from the Graduate Division at UCR. 

American Heart Association (19IPLOI34760636). 

 

The text of this dissertation, in full, is a reprint of the material as it appears in 

Journal of Video Experiments 2021 (Chapter 2); Other chapters are in preparation 

for submission to Aging Journal (Introduction) , Biotechniques (Chapter 3) , 

Biomaterials (Chapter 4), Molecular Biology of the Cell (Chapter 5).  



v 

 

ABSTRACT OF THE DISSERTATION 
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by 
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Aging Associated Diseases (AADs) represent a continuing and increasing burden on 

elderly patients and their families. AADs have many commonalities, such as 

inflammation and reduced healing, and are difficult to study with current animal and in 

vitro models. The overarching aim of this work was to develop in vitro tissue models 

that act as platforms for AAD research. Focus of these studies is on the development of 

tissue engineered human skin equivalents that more closely re-capitulate human 

systems. To this end, we have developed and validated culture methods for human skin 

equivalents that incorporate dermal vasculature and subdermal adipose. The developed 

protocols are highly customizable, and we have demonstrated success using multiple 

human cell lines. Further, we improve upon the gold standard of analysis, histological 

sectioning and staining, by utilizing volumetric analysis which aids in understanding 
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these complex three-dimensional tissues. Imaging through confocal microscopy and 

optical coherence tomography allow for quantification of several parameters including 

many that cannot be obtained through two-dimensional studies: vascular network 

diameter and diffusion length, volumetric fraction of specific cells/structures, thickness 

measurements of skin epidermis and adipose, and protein expression/intensity 

throughout a sample rather than on a single cross section. Further, automated 

algorithms have been developed to quantify and characterize the tissue engineered 

samples outlined. Similar techniques have also been applied to separate toxicity studies. 

Skin and fat cells were used as two-dimensional models to understand the toxic 

mechanisms of perfluoroalkyl substances (PFAS), commonly referred to as “forever 

chemicals” due to their environmental persistence. The underlying mechanisms of PFAS 

at the human cell level are not well understood. In these studies we show that PFAS 

dysregulate the cytoskeleton and enhance adipogenesis .  
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Chapter 1  

Introduction 
 

This work, in part, is in preparation for submission to the journal: Aging Journal 

 

Native skin aging 

Skin is one of the largest organs of the body and has functional roles in immune 

response, physical protection, and thermal regulation 1. As aging occurs, skin function and 

healing capacity is reduced. Skin aging is frequently divided into two related processes: 

intrinsic and extrinsic aging 2–5. Intrinsic aging, also referred to as chronological aging,  

includes genetic and hormonal changes and the progression from cell maturity to cellular 

senescence 2,3. Extrinsic aging, also referred to as environmental aging, represents the 

impact of the environment, including: photoaging associated with sun exposure 2,6,7, 

cigarette smoking, pollution, chemical exposure, trauma 3. Due to the different underlying 

mechanisms, characteristics of each type of aged skin are different. Chronologically 

(intrinsically) aged skin presents as unblemished, smooth, pale, dry, lower elasticity, and 

has fine wrinkles while environmentally (extrinsically) aged skin has coarse wrinkling, 

rough textures, pigmentation changes, and lower elasticity 3,8. 

Microstructural changes in intrinsically aged skin include decreased dermal 

vasculature 9; changes in dermal elasticity and increased collagen disorganization 10,11; 

build-up of advanced glycation end products (AGEs) and changes in glycosaminoglycan 

(GAG) and proteoglycan (PG) concentrations/organization contributing to stiffening of 

dermal structure and frailty, and decreased hydration 4,8,12–18; imbalance of tissue inhibitors 

and matrix metalloproteinases (MMPs) resulting in imbalance between collagen deposition 
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and breakdown 3,19; and flattening of the dermal epidermal junction/loss of rete ridges 3,7,20–

22. Aging also contributes to  variations in epidermal and dermal thickness 21–24 and reduced 

subcutaneous fat volume 3. There are also many changes related to cell population in all 

three main skin compartments (epidermal, dermal, sub-dermal) including reduced 

epidermal cell turnover 3,20,  drop in number of active melanocytes 3; decreases in dermal 

fibroblast concentrations 22, decreases in immune cells 21,22 and immune function.  

Abnormalities of skin barrier (a major function of the epidermis) occur during aging and 

often present as dryness or skin irritation. In aged skin, barrier function has been studied in 

the context of decreases of filaggrin 25, increases in pH (5 to ~5.6), altered lipid presence 

26,27, and changes in cornified envelope arrangement 21,28–30. These changes add to fragility of 

older skin and higher chances of infection 31, it remains unclear exactly how these changes 

take place and what mechanisms are controlling them.  

On the molecular scale, expression levels of soluble factors, proteins, and vitamins 

are both effects and contributors to aging phenotypes. Examples include upregulation of 

stress regulatory proteins (hypoxia-inducible factors, nuclear factor kappa-light chain-

enhancer) 21, increases in AP-1 (leading to increased collagen breakdown via MMP activity) 

7,19, and declines in vitamin D production by the epidermis 21. These changes are largely 

attributed to increases in reactive oxygen species (ROS) 7,21, DNA mutations (including 

mitochondrial DNA), telomere shortening21, increased cell senescence, and hormonal 

changes 4,21. Changes in skin aging have been associated with fluctuations in expression 

patterns of integrins including α6 and ß1 integrins 11,14,32–34.In healthy human skin, α6 and 

ß1 (and other α/ ß subunits) integrin expression are localized on the basal side of basal 

keratinocytes 14,34. Defects in integrin expression are present in human blistering skin 

diseases with supporting evidence in knockout mice 34 and also in aged human skin 14,32, 
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although further work is necessary to understand how integrin expression changes in aging.  

Aging in the skin has sex-related differences as well, specifically, sex is linked to faster 

thinning of the dermis and collagen density decline in males as opposed to females 3,35. 

Males undergo a decline in androgen levels while estradiol levels are constant, these 

changes result in a linear decline of skin thinning and collagen content in men 10. Women 

experience both androgen and estrogen decline linearly and an additional post-menopausal 

estrogen decline which is linked to lower collagen content, lower skin moisture and 

capacity to hold water, lessened would healing response, thinner skin, and lower skin 

elasticity 3,8,10,36. Detailed summary and discussion of  sex-related changes in skin aging have 

been previously reviewed 10.  

These intrinsic mechanisms are compounded by environmental skin aging (extrinsic 

aging) 4,7,21. A key example is the effects of ultraviolet (UV) irradiation (an extrinsic aging 

mechanism), which accelerates telomere shortening and DNA damage present with intrinsic 

aging 3,37. Other extrinsic aging and examples of compounding UV effects are discussed in 

previous literature4,11,38–44. Overall, skin aging at the molecular, cellular, and tissue levels 

continues to be a field of active research. While in vivo and traditional cell culture models 

remain important tools, there is increasing interest in more physiologically relevant culture 

models, and there is a growth in recent studies employing organotypic skin models (OSCs). 

Organotypic Skin Models  

 Researchers have used organotypic models to study skin biology since the 1980s 

45,46. OSCs are also commonly referred to as human skin equivalents (HSEs) or full-thickness 

skin models; they typically have dermal and epidermal layers with proper stratification of 

the epidermis. These models have proven useful for studying skin development, evaluating 

cytotoxicity, studying wound healing, and more recently as disease and aging models. OSCs 
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are highly customizable and allow for control of organotypic cell populations, genotypes, 

and culture conditions to enable carefully controlled studies on tissue-level biology. OSCs 

have the capacity to be used for in depth aging studies without the dangers of human trials 

or expensive animal models; with long-term culture stability for chronic studies (typical 

culture lengths of 8-12 weeks) 47,48. Most commonly, OSCs contain dermal fibroblasts and 

keratinocytes and are cultured at an air-liquid interface for epidermal differentiation and 

stratification. However, with the growth of interest in heterogeneous cell-cell 

communication, an increasing number of models have been demonstrated with additional 

cell populations 11,49,50. These include vascular endothelial cells 48,51–56, immune cells 57–60, 

adipose derived stem cells and adipocytes from adipose derived stem cells 61–63, embryonic 

stem cells 11, melanocytes 64–66 and melanocytes derived from induced pluripotent stem cells 

67. With this customizability and a growing number of accessible protocols, OSCs represent a 

useful tool for studying skin aging; exemplar applications are discussed below, first for 

disease generally and then with aging specifically. 

OSCs have been used in a number of disease studies, both directly and as “hybrid” 

studies where a humanized OSC is grafted onto immunodeficient mice. Additionally, models 

have been shown useful for testing potential therapeutic techniques for debilitating skin 

disorders or injuries 68. OSC skin disorder models include: psoriasis 69,70 71, recessive 

dystophic epidermolysis bullosa  72,73, xeroderma pigmentosum, vitiglio, Forlin syndrome, 

lamellar ichthyosis 74, Netherton syndrome 75, congenital pachyonychia 76, Junctional 

epidermolysis bullosa 11,77, and fibrosis 78–80. Of these disease models, the fibrosis model by 

Varkey et al. is especially interesting for its potential to be adapted to use as an aging model. 

In this study,  OSCs were generated using either deep dermal fibroblasts or superficial 

dermal fibroblasts in combination with normal human keratinocytes 78. They found that the 
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antifibrotic properties of deep dermal fibroblasts and the fibrotic properties of superficial 

fibroblasts can influence OSC characteristics. Authors found that when compared to 

constructs with superficial or mixed fibroblast populations, OSCs with deep fibroblasts had 

higher levels of interleukin-6, reduced TGF-β1 production, higher PDGF expression, and 

epidermal formation was less defined and less continuous. This model is potentially 

interesting as a platform for aging research, as TGF-β is implicated in skin aging through 

regulation of matrix metalloprotease activity  81,82. The work of Varkey et al. highlights the 

usefulness of OSCs to study signaling between specific cellular subpopulations in a 

controlled way; an approach that could be readily adapted to aging studies. While there is a 

great deal of room for OSCs to be used to study the processes of aging in isolation or in 

combination with disease, several researchers have applied OSCs to aging. 

Organotypic Skin Models to study aging 

As OSCs are stable for long culture periods (>17 weeks), using the extended culture 

time to study intrinsic aging is perhaps one of the most straightforward techniques and can 

be combined with other aging models and/or cell types 20. With this model, authors 

demonstrated that extended culture (using a non-traditional matrix of collagen-

glycosaminoglycan-chitosan porous polymer) exhibited several age-related aspects similar 

to those that occur with in vivo aging, including decreases in epidermal thickness, decreases 

in hyaluronin expression, increases of the aging biomarker p16Ink4a, decreases in 

keratinocyte proliferation over time, loss of expression of healthy epidermal markers, and 

basement membrane alterations. Another straightforward application of OSCs in aging is 

studying the impact of senescent cells. A number of studies have incorporated senescent 

fibroblasts into OSCs to generate  models that recapitulate many of the features of in vivo 

aged skin. 23,83,84. Diekmann and colleagues induced senescence in human dermal fibroblasts 
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and keratinocytes using Mitomycin-C (MMC) treatment and incorporated the cells into OSCs 

84. When compared to mitotic OSCs, the senescent models demonstrated changes similar to 

aged in vivo skin, including a more compact stratum corneum of the epidermis, reduced 

dermal fibroblast population, decreased collagen type I and III fiber content, decreased 

elastin expression and looser elastin structures, increases in MMP1, and disordered 

epidermal differentiation. Authors also isolated fibroblasts after OSC cultures to re-validate 

their senescence through aging markers and showed senescent morphology, increased 

senescence associated β-galactosidase (SA-β-gal), lower proliferative activity determined by 

Ki67 expression, upregulated p53 activity, upregulated ROS, and increased concentrations 

of MMP1 as compared to mitotic fibroblasts 84. A similar study involving senescent 

fibroblasts used healthy fibroblasts that were exposed to H2O2 to induce senescence and 

then cultured the senescent fibroblasts in skin equivalents with healthy keratinocytes 83. 

Aging phenotypes were again characterized by changes in proliferation, differentiation of 

suprabasal epidermal layers, impairments of skin barrier function, and surface property 

modification. Further, authors found that fibroblasts exhibited senescence-associated 

secretory phenotype (SASP) markers including IL-6, GmCSF, and IL-1α, however, this 

response was blunted in the 3D culture with keratinocytes. Lower levels of IL-6 were also 

measured in OSCs generated with fibroblast that underwent doxorubicin induced 

senescence. Interestingly, Weinmueller et al. observed more Ki67 positive epidermal cells 

when senescent fibroblasts were present. More research is required to understand 

senescence in the dermis and how it may effect keratinocyte homeostasis 85. Serial 

passaging of fibroblasts has also been employed to simulate aging in OSCs, showing that 

constructs generated with late passage fibroblasts were similar to in vivo aged skin 23. OSCs 

were generated with 15-20% SA-β-gal positive fibroblasts cells in 2D culture prior to 3D 



7 

 

seeding. Authors observed few changes in the epidermal compartment while the dermal 

component of OSCs presented a thinner dermis and increased MMP1, similar to in vivo aged 

skin 23. Defects in epidermal-dermal junction in these OSCs were not observed and 

keratinocytes exhibited a healthy phenotype. Although not shown, authors noted that when 

greater than 30% Beta-gal positive fibroblast cells in 2D were used to generate OSCs, the 

fibroblasts did not produce ECM and constructs were not viable likely due to ineffective 

support for keratinocytes 23. As Janson et al. found, generating an OSC using senescent cells 

is technically challenging since the percentage of senescent cells used to generate an OSC 

can alter skin structure and long-term culture health 23.  

Similar studies focused on the aging of the keratinocyte population have also been 

done. In OSCs generated from primary cells isolated from donors, cell donor age is an option 

for simulating intrinsic aging in vitro 11. OSCs generated with either keratinocytes isolated 

from aged individuals or serially passaged keratinocyte cells have been used to examine the 

effects of replicative senescence 86. Constructs generated with older keratinocytes (61 or 35-

year-old donors) exhibited thinner epidermis compared to cells from 1-year old donors. 

Additionally, there were differences in epidermal organization, where constructs generated 

with young keratinocytes were well organized with better stratification, while older cells 

produced more disorganized and less complete stratification. This study also investigated 

amounts of epidermal stem cell markers. They found that when keratinocytes were 

passaged over six times (modeling in vitro cellular senescence), there was a loss of 

stemness, indicated by high expression of α6 integrin and low expression of CD71 (a 

proliferation-associated cell surface marker) 86. Likewise, in constructs generated with 

young (infant) keratinocytes, α6 integrin expression was observed in basal cells of 

epidermis while in constructs generated with adult and elderly cells there was faint and 
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absent α6 integrin expression (respectively). These OSC findings demonstrated in both 

intrinsic aging (simulated from aged donor cells) and in vitro senescence induced by serial 

passaging results in depletion of stem cells in the epidermis of skin 86.  

Epidermal changes associated with aging have also been shown in models generated 

through genetically altering expression of key components, for example  p16Ink4a 87. In vivo 

chronological human aging markers, p16Ink4a and its repressor BM1, are established 

markers of in vitro aging tissue 11,20,87,88. p16Ink4a is an inhibitor of cyclin-dependent kinases 

that blocks the progression from G1 phase to S phase of the cell cycle and promotes 

senescence onset. In vitro aged skin models can be generated from young donor 

keratinocytes cells by p16Ink4a overexpression 87. Conversely, aging phenotypes observed in 

old donor keratinocytes can be rescued through silencing p16Ink4a. Aged models (either 

through older donors or p16Ink4a overexpression) resulted in thinner epidermis, loss of 

stratum corneum (the terminal epidermal layer), and atrophy 87. 

OSCs also allow for studies of matrix and cell-matrix interactions in aging skin. 

Expression patterns of glycosaminoglycans (GAGs) and proteoglycans (PGs) are important 

in skin tissue mechanical integrity, and aging-related changes contribute to frailty in both 

intrinsically and extrinsically aged skin 8,12,89–93. Glycation and the presence of advanced 

glycation end products (AGEs) increase in aging skin, and this has been leveraged in OSCs to 

create an aged skin model 14,32. In this model, collagen was glycated in vitro prior to 

construction of the OSC. This simulated intrinsic aging of the construct, resulting in 

modified integrin patterns in the suprabasal epidermal layers, activation of the dermal 

fibroblasts to increase the production of metalloproteinase, type III procollagen, and type IV 

collagen 14,32. Authors found that these morphological and molecular changes in the 

epidermis and dermis could be partially rescued by antiglycation agents such as 
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aminoguandine 14. More investigation is necessary to understand exactly how GAGs and PGs 

are affected during skin aging. Open questions include how sex specific hormones may 

affect concentrations 8 and what downstream effects GAGs and PGs have on the expression 

of cytokines and growth factors 94. Building off of the previous OSCs, multi-cellular skin 

models can help to elucidate aging mechanisms regarding GAGs and PGs and their effect on 

skin homeostasis.   

OSCs can also be employed as a testing platform for aging therapeutics 91,94.  C-

Xyloside is a xyloside derivative that has been investigated as therapeutic to improve 

dermal-epidermal junction morphology in aging skin 95,96. Sok et al. exposed OSCs to C-

Xyloside and investigated the resulting DEJ morphology. C-Xyloside exposure resulted in 

higher basement membrane protein concentrations, specifically collagen IV, laminin 5, and 

collagen VII, and a structure more similar to the microanatomy of healthy human skin. 

Further, C-Xyloside increased concentrations of dermal proteins such as pro-collagen I and 

fibrillin, which are key ECM proteins for the maintenance of skin elasticity. Since defects in 

the basement membrane, DEJ, or elasticity contribute to skin fragility in aging, this model 

has potential as a test bed for other aging therapeutics 91.  

This body of work builds on the framework that previous organotypic skin models 

have developed and importantly demonstrates further customization through 

incorporation of different cell types and photoaging studies. We have generated protocols 

for establishing fully vascularized human skin equivalents alone, and additionally to 

establish adipose and vascularized human skin equivalents. These OSCs have been analyzed 

volumetrically and thus, protocols for volumetric imaging of this in vitro skin tissue were 

developed for optical coherence tomography and confocal microscopy. Although it is an 

improvement upon the classic histological analysis that OSCs traditionally undergo, 
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volumetric imaging introduces new challenges of analysis, which we have addressed 

through automated image analysis based on custom algorithms.  These end-to-end 

processes are novel contributions to the tissue engineering field and they importantly 

enable aging studies because of the skin’s stability over time.  

 Through the generation and analysis of in vitro skin models, multiple image analysis 

techniques were developed for three-dimensional structures. Specifically, through these 

algorithms, we were also able to analyze cell monolayers (two-dimension) which is 

demonstrated in chapter 4. PFAS chemicals, or perfluooalkyl substances are very abundant 

and stable molecules that tend to accumulate in biological systems, or bio-accumulate97–101. 

These chemicals are especially dangerous in fetal development and have been linked to 

decreased birthweight but increases in adiposity, and altered lipid profiles in youth and 

young adults102–106. Through the skills learned in adipose tissue development and automated 

image analysis, we were able to study the effects that PFAS has on epidermal cell 

monolayers, adipose derived stem cell monolayers, and the differentiation process of 

adipose derived stem cells to mature fat cells, adipocytes. This work presents a novel 

contribution in understanding PFAS mechanistic actions on human cells and how 

specifically PFAS acts on adipogenesis. Additionally, we have elucidated action of PFAS 

chemicals on human cells through cytoskeletal disruption.  
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Chapter 2  

Generation of Self-assembled Vascularized Human Skin Equivalents 
 

This work, in full, appears in the Journal of Visual Experiments 

Sanchez, M. M.; Morgan, J. T. Generation of Self-Assembled Vascularized 

Human Skin Equivalents. JoVE 2021, No. 168, e62125. 

https://doi.org/10.3791/62125. 

 

Abstract 
Human skin equivalents (HSEs) are tissue engineered constructs that model epidermal and 

dermal components of human skin. These models have been used to study skin 

development, wound healing, and grafting techniques. Many HSEs continue to lack 

vasculature and are additionally analyzed through post-culture histological sectioning 

which limits volumetric assessment of the structure. Presented here is a straightforward 

protocol utilizing accessible materials to generate vascularized human skin equivalents 

(VHSE); further described are volumetric imaging and quantification techniques of these 

constructs. Briefly, VHSEs are constructed in 12 well culture inserts in which dermal and 

epidermal cells are seeded into rat tail collagen type I gel. The dermal compartment is made 

up of fibroblast and endothelial cells dispersed throughout collagen gel. The epidermal 

compartment is made up of keratinocytes (skin epithelial cells) that differentiate at the air-

liquid interface. Importantly, these methods are customizable based on needs of the 

researcher, with results demonstrating VHSE generation with two different fibroblast cell 

types: human dermal fibroblasts (hDF) and human lung fibroblasts (IMR90s). VHSEs were 

developed, imaged through confocal microscopy, and volumetrically analyzed using 

computational software at 4- and 8-week timepoints. An optimized process to fix, stain, 

image, and clear VHSEs for volumetric examination is described. This comprehensive 
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model, imaging, and analysis techniques are readily customizable to the specific research 

needs of individual labs with or without prior HSE experience.  

Introduction 
Human skin performs many essential biological functions including acting as an 

immune/mechanical barrier, regulating body temperature, participating in water retention 

and sensory roles107–110. Anatomically, skin is the largest organ in the human body and is 

made up of three main layers (epidermis, dermis, and hypodermis) and possesses a 

complex system of stromal, vascular, glandular, and immune/nervous system components 

in addition to epidermal cells. The epidermis itself is composed of four layers of cells that 

are continuously renewed to maintain barrier function and other structures of native skin 

(i.e., sweat and sebaceous glands, nails)109. Skin physiology is important in immune function, 

wound healing, cancer biology, and other fields, leading researchers to use a wide range of 

models, from in vitro monocultures to in vivo animal models. Animal models offer the 

ability to study the full complexity of skin physiology, however, commonly used animal 

models such as mice have significant physiological differences when compared to 

humans111. These limitations, and the increased cost of animal models, have led many 

researchers to focus on developing in vitro models that more closely reflect the physiology 

of human skin107,112. Of these, one of the simpler model types is the human epidermal 

equivalent (HEE; also referred to as half-thickness skin models) which are composed of only 

epidermal keratinocytes on an acellular dermal matrix, but capture epidermal 

differentiation and stratification seen in vivo. Building on this, models containing dermal 

and epidermal components (keratinocytes and fibroblasts) are often referred to as human 

skin equivalents (HSE), full-thickness skin models, or organotypic skin constructs (OSC). 
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Briefly, these models are generated by encapsulating dermal cells within gel matrices and 

seeding epidermal cells on top. Epidermal differentiation and stratification can then be 

achieved via specialized media and air exposure113. Skin equivalents have most often been 

generated through self-assembly techniques using dermal gels made of collagen type I 

(either of rat tail or bovine skin origin)107,114, but similar models have incorporated other 

matrix components such as fibrin115,116, fibroblast derived47,117, cadaveric de-epidermized 

membranes11,118–120, commercially available gels and others107,117,118,121–123. Currently, there 

are skin equivalents commercially available (as previously reviewed107,108). However, these 

are primarily developed for therapeutic purposes and cannot be readily customized to specific 

research questions. 

 

HSEs have been applied in studies of wound healing, grafting, toxicology, and skin 

disease/developement11,47,117,118,122,124–127. Although 3D culture more comprehensively 

models functions of human tissue compared to 2D cultures128, the inclusion of diverse cell 

types that more accurately reflect the in vivo population enables studies of cell-cell 

coordination in complex tissues128–130. Most HSEs only include dermal fibroblasts and 

epidermal keratinocytes131, although the in vivo skin environment includes many other cell 

types. Recent studies have started including more cell populations; these include 

endothelial cells in vasculature53,55,116,132–136, adipocytes in sub-cutaneous tissue137,138, nerve 

components123,125, stem cells131,139,140, immune cells70,116,141–143, and other disease/cancer 

specific models11,69,70,77–79,85. Particularly important among these is vasculature; while some 

HSEs include vascular cells, overall they still lack comprehensive capillary elements with 

connectivity across the entire dermis53,116 , extended in vitro stability 132, and appropriate 
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vessel density. Further, HSE models are typically assessed through post-culture histological 

sectioning which limits analysis of the three-dimensional structure of HSEs. Three 

dimensional analysis allows for volumetric assessment of vascular density144,145 as well as 

regional variation of epidermal thickness and differentiation.  

 

Although HSEs are one of the most common organotypic models, there are many technical 

challenges in generating these constructs including identification of appropriate 

extracellular matrix and cell densities, media recipes, proper air liquid interface procedures, 

and post-culture analysis. Further, while HEE and HSE models have published protocols, a 

detailed protocol incorporating dermal vasculature and volumetric imaging rather than 

histological analysis does not exist. This work presents an accessible protocol for the 

culture of vascularized human skin equivalents (VHSE) from mainly commercial cell lines. 

This protocol is written to be readily customizable, allowing for straight-forward adaptation 

to different cell types and research needs. In the interest of accessibility, availability, and 

cost, the use of simple products and generation techniques was prioritized over the use of 

commercially available products. Further, straightforward volumetric imaging and 

quantification methods are described that allow for assessment of the three-dimensional 

structure of the VHSE. Translating this procedure into a robust and accessible protocol 

enables non-specialist researchers to apply these important models in personalized 

medicine, vascularized tissue engineering, graft development, and drug evaluation. 
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Protocol 
 

1. Preparation for 3D culture 

 

1.1. Prepare rat tail collagen stock at 8 mg/mL, using established protocols146–148. 

Alternatively, rat tail collagen can be purchased from vendors (see materials list) at 

appropriate concentrations. 

NOTE: Collagen can be prepared or purchased at different concentrations in the range of 3-

10 mg/mL, or higher146–148. The calculations in the protocol assume an 8 mg/mL 

concentration but can be adjusted based on the needs of the researcher. 

 

1.2. Expand cell lines: Endothelial and fibroblast cells need to be ready for seeding at the 

start of 3D collagen dermal component generation (step 2). Keratinocytes need to be ready 

on day 7 of 3D culture. One complete VHSE construct requires 7.5 x 105 endothelial cells; 7.5 

x 104 fibroblasts; and 1.7 x 105 keratinocytes for generation (Table 2.1).  

 

NOTE: These densities are appropriate for 12-well size permeable tissue culture inserts or 

equivalent. Cell density and format can be scaled up or down based on the needs of the 

researcher. To clarify, this amount of endothelial and fibroblast cells will seed 1-3 dermal 

components, while each epidermal component requires 1.7 x 105 keratinocytes. 

 

1.3. Perform all cell centrifugation in this protocol for 5 min at 300 x g, but this may be 

decreased for more fragile cell types. 
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2. Generation of 3D collagen dermal component 

 

NOTE: Step 2 is a time sensitive procedure and must be completed in one setting. It is 

advised to complete a quality check of the collagen stock to ensure proper gelation and 

homogeneity before beginning dermal component seeding, see troubleshooting in 

discussion.  

 

2.1.  Acellular collagen layer preparation and seeding 

 

2.1.1. Prepare two 1.7 mL capped microcentrifuge tubes, one for the acellular support and 

one for the cellular dermis. Amounts given in this step will prepare 1 mL of 3 mg/mL 

collagen (target collagen concentration), sufficient for (3) 12-well size VHSEs. Equations are 

listed if adjustment is necessary. Both volume and density can be scaled based on the needs 

of the researcher (common reference numbers are given in Table 2.2).  

 

2.1.2. To each tube, add 100 µL of culture grade 10x Phosphate-buffered saline (PBS) (one 

tube will yield 3 VHSEs) and add 8.6 µL of 1 N NaOH. Place capped tubes on wet ice to chill 

for at least 10 min.  

 

𝐶𝑠 = 𝐶𝑜𝑙𝑙𝑎𝑔𝑒𝑛 𝑆𝑡𝑜𝑐𝑘 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 

𝑉𝑓 = 𝐹𝑖𝑛𝑎𝑙 𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝐶𝑜𝑙𝑙𝑎𝑔𝑒𝑛 𝑁𝑒𝑒𝑑𝑒𝑑  

𝐶𝑡 = 𝑇𝑎𝑟𝑔𝑒𝑡 𝐶𝑜𝑙𝑙𝑎𝑔𝑒𝑛 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 

 

𝑉𝑠 = 𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑠𝑡𝑜𝑐𝑘 𝑐𝑜𝑙𝑙𝑎𝑔𝑒𝑛 𝑛𝑒𝑐𝑒𝑠𝑠𝑎𝑟𝑦 𝑓𝑜𝑟 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 (𝑉𝑓) 
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𝑉𝑝𝑏𝑠 = 𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 10𝑋 𝑃𝐵𝑆 𝑛𝑒𝑒𝑑𝑒𝑑 𝑓𝑜𝑟 𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑜𝑙𝑙𝑎𝑔𝑒𝑛 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 (𝐶𝑡) 

𝑉𝑁𝑎𝑂𝐻 = 𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 1𝑁 𝑁𝑎𝑂𝐻 𝑛𝑒𝑒𝑑𝑒𝑑 𝑓𝑜𝑟 𝐶𝑡 

𝑉𝑚𝑒𝑑𝑖𝑎 = 𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑚𝑒𝑑𝑖𝑎, 𝑐𝑒𝑙𝑙 𝑠𝑢𝑠𝑝𝑒𝑛𝑠𝑖𝑜𝑛, 𝑜𝑟 𝑑𝑑𝐻2𝑂 𝑛𝑒𝑒𝑑𝑒𝑑 𝑓𝑜𝑟 𝐶𝑡 

 

𝑉𝑝𝑏𝑠 =
𝑉𝑓

10
 

 

𝑉𝑁𝑎𝑂𝐻 =  𝑉𝑠 ∗ (0.023 𝑚𝐿) 

𝑉𝑠 = 𝑉𝑓 ∗
𝐶𝑡

𝐶𝑠
 

𝑉𝑚𝑒𝑑𝑖𝑎 =  𝑉𝑓 −  𝑉𝑠 − (𝑉𝑝𝑏𝑠) − (𝑉𝑁𝑎𝑂𝐻) 

 

2.1.3. Prepare 1000 and 250 µL positive displacement pipettes for use and set aside. As 

later steps are time sensitive, it is convenient to load pipette tips and set volumes (375 µL 

and 125 µL, respectively). Additionally, setup a normal 1000 µL pipette for 516 µL. 

 

NOTE: Positive displacement pipettes can be substituted with normal pipettes if necessary, 

but because of the high viscosity of collagen and the time/temperature sensitivity of this 

procedure, positive displacement pipettes are recommended to help produce consistent 

seeding results. If using normal pipettes, use slow movements.  

 

2.1.4. Prepare culture insert well plates: Use sterile forceps to place three 12-well size 

culture inserts into a sterile 12-well tissue culture plate, place into the center columns.  

 

2.1.5. Set out cold media appropriate for fibroblast and endothelial cell types.  
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2.1.6. After cooling of capped tubes, place one tube (for the acellular support) on a rack 

with the contents visible. Leave the other tube (for the cellular dermis) on ice. 

 

2.1.7. Remove 8 mg/mL collagen stock from refrigeration and place on wet ice. 

 

NOTE: Do not use freezer ice or -20 °C benchtop coolers, as this will freeze the collagen. 

 

2.1.8. To the cold capped tube, add 516 µL of media and immediately add 375 µL of cold 

collagen using the 1000 µL positive displacement pipette. Dispense collagen into the 

solution (not to side of the tube). Immediately remove the empty pipette tip and switch to 

the prepared 250 µL positive displacement pipette to mix.  

 

2.1.8.1. Mix quickly but gently to prevent bubble formation, do not remove tip from the 

solution, if possible. Mix until the solution is of homogenous color, which typically takes 

about 5 pipette cycles or 10 s (if using media with phenol red, the color will become lighter 

and uniform). When mixing, be sure to draw from different positions of the tube (bottom 

and top) for uniform mixing. 

 

NOTE: This can be performed with 516 µL of cell culture grade water or other cell culture 

grade liquid, however, phenol red of most media is a good indicator of the mixing. Use either 

fibroblast or endothelial media that was used for 2D expansions. 
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2.1.9. Immediately disperse 125 µL of acellular collagen onto the membrane of each of the 

three 12-well culture inserts. To ensure uniform coverage of the acellular collagen gel, rock 

the dish; if that does not create uniform membrane coverage then use the pipette tip to 

essentially paint the membrane by gently spreading collagen around; avoid applying 

pressure to the membrane. Gelation begins almost immediately; perform this step quickly 

to ensure even coverage.  

 

NOTE: There will be excess acellular collagen. The volume can be reduced, however, 

preparing less than 1 mL of collagen suspension can result in difficulties mixing the solution 

and insufficient gelation. 

 

2.1.10. Immediately move the 12-well plate to a 37 °C cell culture incubator to let it gel for 

at least 20 min (acellular collagen can gel for longer if needed; during this gelation time, 

proceed to step 2.2). Remove the collagen suspension from ice and place back into 

refrigeration (collagen is most stable at 4 °C). 

 

2.2. Cell suspension & seeding preparation 

 

NOTE: For the culture timeline of this protocol, this corresponds to Submersion Day 1 (SD1) 

 

2.2.1. During gelation of the acellular collagen support, trypsinize and count the 

endothelial and fibroblast cell lines.  
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2.2.2. Suspend 7.5 x 105 endothelial cells and 7.5 x 104 fibroblasts in 258 µL of their 

respective medias and combine cell suspensions to create a 516 µL aliquot. Maintain the cell 

suspensions on wet ice until use. 

 

2.2.3. Prepare 1000 and 250 µL positive displacement pipettes for use and set aside. As 

later steps are time sensitive, it is convenient to load pipette tips and set volumes (375 µL 

and 250 µL, respectively). Additionally, setup a normal 1000 µL pipette for 516 µL. 

 

2.3. Cell laden collagen seeding of dermal compartment 

 

2.3.1. After the gelation period, remove the 12 well plate of acellular collagen from the 

incubator. 

 

NOTE: If this collagen is not gelled after 30 min, do not continue the procedure as there was 

likely a mistake during seeding or the collagen stock may have a problem (see 

troubleshooting in discussion).  

 

2.3.2. Remove the 1.7 mL capped tube from wet ice (contains 10x PBS and NaOH). Place 

the tube in a rack so that the contents are visible. Loosen/open all caps (cell suspension, 

cold capped tube). 

 

2.3.3. Remove the stock collagen (8 mg/mL) from 4 °C refrigeration and place it on wet 

ice. Leave the cap open. 
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2.3.4. Add the 516 µL of cooled cell suspension to the cold capped tube. Use the 1000 µL 

positive displacement pipette to immediately pipette 375 µL of cold collagen solution 

directly into the solution of the capped tube.  

 

2.3.5. Expel all collagen from pipette into the tube and discard the positive displacement 

pipette tip. Immediately switch to the 250 µL positive displacement pipette and mix the 

collagen solution.  

 

2.3.6. Mix the collagen solution as completed previously (quickly but gently to prevent 

bubble formation), do not remove tip from gel if possible. Mix until solution is homogenous 

(about 5 pipette cycles or 10 s). When mixing be sure to draw from different positions of the 

tube (bottom and top) for uniform mixing. 

 

2.3.7. Once mixed, immediately transfer 250 µL of cellular collagen solution onto the 

acellular collagen supports in each of the three 12-well culture inserts. To ensure uniform 

coverage of the acellular collagen support, rock the dish and/or use the positive 

displacement pipette to gently move the freshly seeded cellular collagen around without 

disturbing the acellular layer. 

 

2.3.8. Immediately move the 12-well plate to 37 °C cell culture incubator to let it gel for at 

least 30 min. Place collagen back into 4 °C refrigeration after use.  

 

2.3.9. After the 30-minute gel time, gently tilt the plate to assess the gelation. Ensure the 

collagen is solidified. 
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2.3.10. Add 500 µL and 1000 µL of blend media (half endothelial and half fibroblast 

maintenance media) to the upper chamber and lower chamber of the insert, respectively 

(top first, then bottom to prevent hydrostatic pressure from pushing collagen up). Add 

media slowly to the side of the well, not directly onto collagen gel, to minimize disruption of 

the collagen.  

 

2.3.10.1. Ensure that the collagen gel is submerged, add more media if necessary. 

Place the well plate in the cell incubator for overnight incubation. At this stage, media 

contains 10% FBS; the normal maintenance media for each cell line (timeline and schematic 

given in Figure 2.1, A). 

 

NOTE: Media throughout VHSE culture can be adapted for custom cell types; some 

optimization may be necessary. 

 

2.4. Submersion Day 2 (SD2) media change 

 

2.4.1. Change 10% FBS media in VHSE wells to 5% FBS half fibroblast, half endothelial 

media supplemented with 100 µg/mL L-Ascorbic Acid. Add 500 µL to upper chamber of the 

culture insert at the side of the well (again, add carefully to the sidewall to minimize 

disruption of the collagen) and add 1000 µL to lower chamber.  

 

2.4.2. Renew media every 2 days (SD4 and SD6) until Submersion Day 7 (SD7).  
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2.4.3. Use a manual pipette to remove media from the wells. Using an aspirator is possible 

but can result in damage or destruction of the construct.  

 

NOTE: L-ascorbic acid must be made up fresh every 2-3 days (it oxidizes in solution to 

produce hydrogen peroxide thus, inducing oxidative stress and eventually cellular 

damage149). Thus, media must be changed every 2-3 days from SD2 until the end of the 

VHSE culture since L-ascorbic acid is present. It is easiest to make a stock of media and add 

a freshly prepared amount of L-ascorbic acid to a media aliquot every feeding day. Use 

culture grade water or media as a solvent and prepare fresh L-ascorbic acid at 100 mg/mL. 

L-ascorbic acid stimulates collagen synthesis by fibroblasts at an appropriate rate and 

promotes collagen stability150–152; it also decreases endothelial permeability and maintains 

vessel wall integrity152,153 and additionally contributes to epidermal barrier formation26,112. 

 

3. Seeding of epidermal component and stratification induction  

 

3.1. Submersion Day 7 (SD7): seed keratinocytes 

 

NOTE: Seed keratinocytes to establish the epidermis on SD7. This time point can be shifted 

based on the needs of the researcher. Duration of submersion culture without keratinocytes 

should not exceed 9 days, as a longer submersion often leads to increased dermal 

contraction. If contraction occurs before SD7, it is recommended to shorten the submersion 

period to 5 days and seed epidermis on SD5. Optimize the submersion period as required 

for specific experiments (see troubleshooting in discussion). 
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3.1.1. Culture keratinocytes (N/TERT-1124,154 or other appropriate cells) to their 

confluency limit before trypsinization and seeding onto VHSEs. For N/TERT-1 cells, 

confluency should not significantly exceed 30% to prevent un-wanted differentiation of 

keratinocytes in 2D culture154. For other appropriate cell lines, such as primary human 

epidermal keratinocytes, a confluency limit of 75-80% is generally used155.  

 

3.1.2. After trypsinization, count and suspend 510,000 cells in 600 µL of Human Skin 

Equivalent (HSE) Differentiation media supplemented with 5% FBS (Table 2.1).  

 

NOTE: 510,000 cells in 600 µL allows 170,000 cells/construct when seeding 200 µL per 

construct (3 VHSEs).  

 

3.1.3. Using a manual pipette, collect and discard media currently in the bottom and top 

chamber for each construct well. Be sure to collect as much media as possible. Collect media 

that may be stuck directly under the permeable membrane by gently placing the pipette tip 

under the culture insert membrane and knocking the insert out of place temporarily. Media 

may have been stuck due to surface tension. Be sure that the inserts sit flat in their wells 

before proceeding. Using an aspirator is possible but can result in damage or destruction of 

the construct. 

 

3.1.4. Add 1 mL of HSE media supplemented with 5% FBS to the lower chamber of each 

well. Then add 200 µL of cell suspension to the top chamber of each well. Seed directly onto 

the dermal construct surface. Let keratinocytes settle for 2 h in the incubator. 
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3.1.5. Two h after seeding the keratinocytes, carefully add 300 µL of HSE media 

supplemented with 5% FBS to the top chamber of each construct well; slowly pipette media 

onto side of culture insert. Load media into the top chamber very carefully as to not disturb 

settled keratinocytes that may not have adhered tightly to the underlying collagen gel yet.  

 

3.1.6. After loading the media, place construct back into the incubator. 

 

3.2. Submersion Day 8/9 (SD8 or SD9) 

 

3.2.1. Make up HSE media supplemented with 1% FBS and 100 µg/mL L-ascorbic acid.  

 

3.2.2. Remove media from both the upper and the lower chambers with a manual pipettor.  

 

3.2.3. Add 500 µL media into the top chamber first and then 1 mL into the bottom 

chamber. (This step can be done on SD8 or SD9) 

 

3.3. Submersion Day 9/10 (SD9 or SD10, this should be the day after step 3.2) 

 

3.3.1. Make up serum free HSE differentiation media with 100 µg/mL L-ascorbic acid. 

 

3.3.2. Remove media from both the upper and the lower chambers with a manual pipettor. 

 

3.3.3. Load 500 µL into the upper chamber and 1 mL in the lower chamber.  
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3.4. Air-Liquid Interface Day 1 (ALI1 

 

NOTE: ALI is performed the day after step 3.3. 

 

3.4.1. Lift each construct to air-liquid interface (ALI) by removing media waste from the 

upper chamber only. Use a manual pipette to get as close to the epidermal layer as possible 

without touching or damaging it.  

 

3.4.2. Tilt the plate slightly at different angles to collect the media. Remove as much media 

as possible in this step. Add approximately 2 mL of sterile water to the surrounding wells in 

the plate to maintain consistent humidity; keep the wells filled with water throughout 

culture. 

 

3.4.3. Check the plate a few h later to make sure the keratinocytes are still at the air-liquid 

interface. If there is media in the upper chamber remove it. Keep track of how much media 

is removed for each VHSE well, (The initial volume of upper and lower chambers (1500 µL) 

– media removed = a good starting point for ALI feeding).  

 

NOTE: VHSEs do not necessarily require the same media level for air lift; usually if the 

VHSEs are seeded together then they need about the same level of media for air lift, but this 

is not always the case. Adjust the volumes as needed to maintain ALI but ensure that the 

media levels are not so low that the VHSEs dry out. It is safer to be cautious and remove 

small media amounts daily until a balance between air lift and hydration has been met.  
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3.5. ALI Day 2 (ALI2) 

 

3.5.1. From this point on, only use serum free HSE media supplemented with 100 µg/mL 

L-ascorbic acid. Change media on ALI Day 2 (ALI2). If there is media in the top chamber, 

remove it and add it to the amount of removed media recorded previously. Calculate the 

volume of media needed using the equation in the previous step. For example: If 200 µL of 

media was removed from the upper chamber then add 1300 µL to establish ALI (as 1500 µL 

– 200 µL = 1300 µL) 

 

3.5.2. Use the volume calculated to load into the bottom chamber of each well, then place 

the plate back into the cell incubator. Keep track of the volume used per day. When using 

the recommended collagen amounts in 12-well culture inserts, the usual range of ALI values 

falls between 750 µL and 1300 µL. Typically, the volume decreases over culture maturation 

and becomes consistent around week 2/3 of ALI. Depending on the culture specifics, this 

number may change and must be optimized (as described in 3.4.2 - 4.1). 

 

4. Routine maintenance of vascular human skin equivalent 

 

4.1. From ALI Day 3 (ALI3) through culture endpoint: Renew media of the lower 

chamber every 2-3 days using serum free HSE media with 100 µg/mL L-ascorbic acid. 

Continue to adjust and track the media level needed in the bottom chamber for ALI as 

described in Step 3.5.2.  
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4.2. As the epidermal surface must remain in contact with the air, check and adjust the 

media level daily until consistent ALI levels are established. The epidermal layer should 

look hydrated, not dry, but there should not be media pooled on top of the construct. 

Cultures with 8 weeks of ALI have provided the most consistent morphology and 

expression; however, depending on the application, cultures of 4 to 12 weeks may be 

appropriate. Culture duration for different cell and culture conditions may need to be 

optimized. 

 

NOTE: Changing media Monday, Wednesday, Friday is a good practice. The VHSEs are 

healthy over the weekend, but media should be changed early on Monday and late on 

Friday. After entirely completing steps 1-4, the generation of a VHSE is complete. Steps 5-

end of the protocol are optional processing and imaging techniques that have been 

optimized for this type of 3D construct.  

 

5. Fixation and permeabilization of 3D constructs 

 

NOTE: Step 5 has been optimized for imaging techniques specific to this 3D construct that 

are outlined in the remainder of the protocol. The following steps are not necessary for 

generating a VHSE.  

 

5.1. Fixation/permeabilization 

 

5.1.1. Carefully remove all media from upper and lower chambers of each well at the end 

point of the culture period. 
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NOTE: The epidermal layer is possibly fragile, handle with care and do not agitate the 

epidermis with aggressive pipetting. 

 

5.1.2. Add 4% paraformaldehyde (PFA) in PBS (pH 6.9) to the upper chamber wall (not 

directly on the construct) and then to the lower chamber, to pre-fix each construct. Add 1 

mL per chamber and expose for 5 min at room temperature.  

 

CAUTION: PFA is dangerous and should be handled with care and appropriate personal 

protection equipment (PPE), including eye protection. 

 

5.1.3. Remove 4% PFA solution after 5 min and add the 0.5% Triton X 100 in 4% PFA 

solution to the upper and lower chambers as described in the previous step. Expose for 1 

hour at room temperature; VHSE construct does not require a sterile environment from 

now on.  

 

5.1.4. After 1 hour, carefully remove the permeabilization/fixation solution from both the 

chambers and wash the sample 3 times with 1x PBS.  

 

5.1.5. Store samples in PBS in 4 °C refrigeration or immediately stain. To store the 

samples, wrap the dish in a plastic wrap and then foil to minimize evaporation and light 

exposure 
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NOTE: Pause point - After fixation and permeabilization, this procedure can be paused since 

the samples are stable for several weeks if prepared as outlined in step 5.1.5. Alternatively, 

staining (as described in step 6) can be completed immediately following step 5.  

 

6. Immunofluorescent staining of 3D constructs 

 

6.1. Construct Preparation  

 

NOTE: VHSEs stain well when separated from porous membrane of the culture insert; 

separation from the membrane is also necessary for un-obstructed imaging and enable 

reduced volumes for staining.  

 

6.1.1. To prepare the construct for immunofluorescent staining, turn an insert upside 

down and place it over its well on the well plate (if the VHSE falls, it will fall into the well 

with PBS) (Figure 2.5). 

 

6.1.2. Stabilize the insert with one hand over the well while using fine tip forceps and/or 

an precision knife to cut about half of the circumference of the insert membrane. Cut as 

close to the plastic housing as possible with a gentle hand to prevent damage of the VHSE 

construct.  

 

6.1.3. Using the fine tip forceps, grab the edge of the cut membrane flap and gently peel 

the porous membrane off the insert as well as the VHSE construct. Do this very carefully and 

slowly to prevent damage to the VHSE construct structure. If the VHSE construct separates 
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easily then it should fall into the well below, if it gets stuck on the side of the chamber then 

use the fine tip forceps or a small scoopula to move it to the well. Be very mindful of the 

epidermal layer as it is usually fragile (Figure 2.5). 

 

NOTE: Sometimes the membrane does not come off easily or comes off in pieces, if this 

happens use the tools to carefully pull the membrane and VHSE construct apart. Ensure the 

VHSEs do not dry out during this process by dipping in PBS, if necessary.  

 

6.1.4. Once the VHSE is in the well, discard any remaining pieces of the insert membrane 

and keep the culture insert housing in each well to hold the VHSEs in a submerged position 

during staining. 

 

6.2. Staining 

NOTE: Staining and associated handling/manipulation and washes should be performed as 

gently as possible since VHSEs can be fragile. If portions of the epidermis lift off, the pieces 

can be stained separately; upper layers of the epidermis are fragile and go through natural 

desquamation110, but for analysis it is important to maintain integrity as much as possible.  

 

6.2.1. Prepare the chosen primary antibody stains in 700 µL of blocking buffer per 

construct well (typically, all primary antibodies can be in the same staining solution, but 

this should be confirmed for new antibodies). 700 µL works for 12-well size, but may be 

adjusted for other culture formats. Recommended concentrations of primary and secondary 

antibodies with blocking buffer recipe are given in Table 2.3 (optimization may be required).  
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6.2.2. Remove any PBS from the well using a manual pipette, be careful to pipette away 

from VHSEs (as VHSEs are floating, vacuum aspiration is not recommended).  

 

6.2.3. Add the primary stain solution to each well and place the culture insert housing into 

the well to keep the VHSE submerged in fluid (Figure 2.5, supplementary). Wrap the well 

plate with plastic wrap. Foil and stain for 48 h in 4 °C refrigeration without agitation or 

rocking (rocking may damage the VHSE construct).  

 

6.2.4. After 48 h, prepare secondary antibodies and chemical stains in 700 µL of blocking 

buffer (per well).  

 

6.2.5. Remove the culture insert housing and the primary stain solution and wash with 1x 

PBS, 3x for 5 min before adding the secondary stain solution. Place the culture insert 

housing back into the well to keep VHSE construct submerged (Figure 2.5, supplementary). 

Expose for 48 h in 4 °C refrigeration without agitation or rocking.  

 

6.2.6. After 48 h exposure, remove the stain solution with a manual pipettor and gently 

wash 3x with PBS; do not pipette fluid straight onto the VHSEs as they may be fragile. 

Rehydrate with excess PBS and place the culture insert housing back into the well to keep 

the VHSE submerged and hydrated during storage (store by wrapping in plastic wrap and 

foil to minimize evaporation and light exposure) 
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6.3. Clearing (optional & terminal) 

 

NOTE: Clearing is optional for imaging. If completed, it should be done after 

staining/imaging the sample completely since clearing prevents further staining, may alter 

fluorophore performance, and may damage VHSE structure. Multiple tissue clearing 

methods exist145,156,157 and can be optimized for specific projects. Methyl salicylate clearing, 

described below, is both simple and effective for VHSE. The following clearing technique 

must be completed in glass containers and pipette tips must be glass or polypropylene 

(polystyrene will dissolve in contact with methyl salicylate). Complete all clearing 

procedure in a well-ventilated area or fume hood.  

 

6.3.1. Add 100% methanol to a small shallow glass container (glass Petri dishes work 

well). Use the smallest possible container that will fit the construct (to minimize reagent 

waste).  

 

6.3.2. Remove the construct from the well plate using forceps/scoopula (Figure 2.5) and 

place in the methanol filled container. Add more methanol if construct is not submerged. 

 

6.3.3. Dehydrate the VHSE construct in methanol for 3 x 10 min immersions; fully replace 

methanol after each immersion and promptly remove methanol after the last bath. Over the 

course of this procedure, the construct may become more opaque and shrink slightly. 
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NOTE: These durations and repetitions have been optimized but methanol and the 

following methyl salicylate procedures may need to be customized, depending on the 

specific culture format and stains. 

 

6.3.4. Immediately after removing methanol, add methyl salicylate and submerge the 

VHSE in 5 x 5 min immersions. Fully replace the reagent after each immersion and leave the 

VHSE in the 5th immersion solution for storage. Over the course of this procedure, the 

construct becomes transparent. 

 

6.3.5. Image the construct or store at 4 °C. After clearing, complete all imaging as soon as 

possible, as the fluorophores may degrade in methyl salicylate within days. Clearing causes 

the constructs to become brittle and the extended storage, while not recommended, needs a 

regular check to ensure that there is a sufficient amount of methyl salicylate.  

 

7. Confocal Imaging of 3D constructs 

 

NOTE: Imaging through tissue culture plastic will not yield the same quality of image as 

imaging through coverslip glass, this method describes fabrication of a custom glass-bottom 

well to prevent drying during confocal imaging. Typically, this is sufficient for at least 3 h of 

imaging. 
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7.1. Two days before imaging: prepare polydimethylsiloxane (PDMS) 

 

7.1.1. Prepare PDMS144,158,159 at a suggested concentration of [9:1], base: crosslinker. 

Prepare 30 g of PDMS total: 27 g of base component and 3 g of crosslinker. Place any clean 

mixing vessel on a weighing balance and tare the scale. Add the base (27 g) and then add the 

crosslinker (3 g) to achieve a total of 30 g. Always add base prior to crosslinker.  

 

7.1.2. Stir the solution vigorously for at least 4 min; this will create small bubbles. After 

sufficient mixing, pour the PDMS into a 100-mm Petri dish, or similar flat bottom heat 

resistant container.  

 

7.1.3. De-gas the PDMS in a vacuum chamber until all bubbles from mixing disappear and 

PDMS is clear. Release the vacuum slowly and remove the PDMS (slowly). Place the dish 

into an oven to cure overnight (50-60 °C); ensure the dish is sitting flat for PDMS to cure 

evenly. 

 

NOTE: After curing, PDMS should be clear and the surface should be smooth and not sticky 

(stickiness may indicate inadequate mixing). 

 

7.2. One day before imaging: PDMS well preparation 

 

7.2.1. Using a steel punch or handheld precision knife, punch or cut out a circular well 

from the PDMS sheet prepared in 7.1. The well should be around the same size as the VHSE 
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construct. Cut a square patch around the circular well to create a single PDMS well. The 30 g 

PDMS amount prepared should yield at least four custom wells.  

 

NOTE: The PDMS well must be close to the size of the VHSE construct. It must constrict 

sample motion during imaging. Multiple wells can be fabricated at once and stored 

indefinitely in a clean container. 

 

7.2.2. Using a glass coverslip of a similar size to the PDMS well, add cyanoacrylate glue 

(e.g., super glue) to the bottom surface of the PDMS (the smooth surface that was in contact 

with the Petri dish) and smear evenly with a disposable pipette tip. Center, and press the 

PDMS well onto the glass while leaving a clear glass window within the punched circle 

(ensure the glue is not smeared over the viewing window). 

 

NOTE: If available, plasma bonding of the PDMS to the coverslip is an alternative160–162. 

 

7.2.3. Let the glue dry for several hours, or overnight, before using. These are reusable 

until they break from normal wear and tear.  

 

NOTE: It is not recommended to stain the samples in the glued PDMS well used for imaging. 

These wells hold fluid for several hours but can leak during longer staining.  
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7.3. VHSE imaging 

 

NOTE: If imaging uncleared samples, use PBS as imaging solution. If imaging with cleared 

samples, use methyl salicylate (or the chosen clearing solution) as the imaging solution.  

 

7.3.1. Add a few drops of imaging solution into the PDMS well and check for leaks (if there 

is a leak, repair it with a dot/smear of cyanoacrylate super glue or use another well). 

 

7.3.2. Keep the imaging solution in the PDMS well when adding the VHSE. Using scoopula 

or fine tip forceps (Figure 2.5, supplementary), remove construct from 12-well plate and 

place into the PDMS well onto the glass coverslip. Place construct with the orientation of 

interest facing toward the objective. For example, to image the epidermis using an inverted 

microscope, make sure the epidermis is facing down, toward the glass.  

 

7.3.2.1. Alternatively, for an upright microscope, face the epidermis up. The below imaging 

procedures are described for an inverted microscope, but could be readily adapted for an 

upright.  

 

NOTE: Be cautious when manipulating the VHSE to avoid damage. Transfer over the well 

plate in case the VHSE falls. A bent, flat tip scoopula is the easiest way to transfer the 

construct (Figure 2.5, supplementary). 

 

7.3.3. Make sure the sample is sitting flat in the well and that no portions of the epidermis 

or dermis are folded under the sample. If folding occurs, gently manipulate the sample with 
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forceps or a scoopula; adding extra imaging solution temporarily to float the VHSE may help 

it straighten out. Folding or wrinkling of the sample can be seen by eye or using the 

microscope.  

 

7.3.4. Fill the well with imaging solution, using just enough fluid to keep sample hydrated; 

too much fluid will float the sample, resulting in motion during imaging. The construct 

should be sitting on the glass viewing window; test for movement by tilting the PDMS well. 

If there is movement, remove some fluid; add and remove fluid drop wise until the 

movement stops. 

 

7.3.5. Place a glass slide over the well to minimize evaporation during imaging (Figure 2.5). 

For longer imaging sessions, check sample frequently to ensure proper fluid levels. If 

accessible, a humidified chamber during imaging can be used (although it is typically not 

necessary). 

 

7.3.6. Place sample on the microscope stage and image through the glass coverslip 

window (Figure 2.5)This technique allows for at least 3 h of continuous confocal imaging, but 

the hydration of the sample should be checked regularly, with imaging solution added when 

needed.  

 

NOTE: If sample is cleared, methyl salicylate will degrade the glue over time. The glue 

bonding the PDMS can be re-applied between imaging runs; or the sample can be 

transferred to new wells periodically. In wells with plasma bonding, this will not be an 

issue. 
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7.3.7. After imaging, float the sample with imaging fluid as much as possible in the well. 

Use a scoopula or fine tip forceps to transfer the sample into its storage well. Perform the 

transfer over a well plate in case the sample falls.  

 

7.3.8. Each PDMS well and top glass coverslip can be re-used until they break. Clean 

bottom glass before imaging, both inside and outside the well. Before re-using, always check 

for leaks and repair with glue, as necessary.  

 

Store samples as described in step 6.3.6 and add PBS every few months to maintain; if 

samples are cleared, store in glass using methyl salicylate and check the levels regularly. 

Cleared samples may degrade rapidly (within days) and should be imaged as soon as 

possible. 

Representative Results 

Here is presented a protocol for generation of in vitro vascularized human skin equivalents 

(VHSE) using telomerase reverse transcriptase (TERT) immortalized keratinocytes 

(N/TERT-1124,154), adult human dermal fibroblasts (hDF), and human microvascular 

endothelial cells (HMEC-1) (Figure 2.1). Additionally, the customizable nature of this 

protocol is highlighted by also demonstrating VHSE generation and stability when using 

commonly available lung fibroblasts (IMR90) instead of hDF. Generation of the VHSE is 

completed in steps 1-4, while steps 5-7 are optional end point processing and imaging 

techniques that were optimized for these VHSEs. It is important to note that the VHSEs can 

be processed according to specific research questions and steps 5-7 are not required to 
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generate the construct. Volumetric imaging, analysis, and 3D renderings were completed to 

demonstrate a volumetric analysis method. These volumetric construct preparation and 

imaging protocols preserve VHSE structure at both the microscopic and macroscopic levels, 

allowing for comprehensive 3D analysis.  

 

Characterization of the epidermis and dermis show appropriate immunofluorescent 

markers for human skin in the VHSE constructs (Figure 2.2 & 2.3). Cytokeratin 10 (CK10) is 

an early differentiation keratinocyte marker which usually marks all suprabasal layers in 

skin equivalents122,133,163 (Figure 2.2). Involucrin and filaggrin are late differentiation markers 

in keratinocytes and mark the uppermost suprabasal layers in skin equivalents117,133,163,164 

(Figure 2.2). A far-red fluorescent nuclear dye (see materials list) was used to mark nuclei in 

both the epidermis and dermis, with Col IV marking the vasculature of the dermis (Figure 

2.2-4). Epidermal basement membrane (BM) components are not always properly 

expressed in HSE cultures11,120; and Col IV staining of the BM is not consistently observed 

using this protocol. Research focused BM components and structure would benefit from 

additional media, cell, and imaging optimization119.  

 

Though confocal imaging through the bulk of the VHSE cultures often yields high resolution 

images that are sufficient for computational analysis of the dermis and epidermis, the 

clearing method described allows for deeper tissue imaging. Clearing improves confocal 

laser penetration depth, and effective imaging in VHSEs can be achieved to over 1 mm for 

cleared samples (compared to ~250 µm for uncleared). The described clearing technique 

(methanol dehydration and methyl salicylate) sufficiently matches refractive index 

throughout VHSE sample tissue156. Clearing the VHSE allowed for straightforward imaging 
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through the entire construct without manipulation (e.g., reorienting the construct to image 

the dermis and epidermis separately), (Figure 2.3). 

 

Volumetric images allow for generation of 3D rendering to map vasculature throughout 

each construct (Figure 2.4). Briefly, confocal image sets were taken in dermal to epidermal 

orientation of several sub-volumes of VHSEs to detect Collagen IV stain (marking vessel 

walls) and nuclei (marked by a far-red fluorescent nuclear dye). Image stacks are loaded 

into computational software (see materials list) and a custom algorithm (based on these 

sources 144,165–170) is used for 3D rendering and quantification as described previously144. 

This algorithm automatically segments the vascular component based on the Col IV stain. 

The volumetric segmentation is passed to a skeletonization algorithm based on fast 

marching170–172. Skeletonization finds the definitive center of each Col IV marked vessel and 

the resulting data can be used to calculate vessel diameter as well as vascular fraction 

(Figure 2.4). Widefield fluorescent microscopy is an accessible option if laser scanning 

microscopy is not available; the vascular network and epidermis can be imaged with 

widefield fluorescent microscopy (Figure 2.6, supplementary). Three-dimensional 

quantification is possible using widefield imaging of VHSEs rather than laser scanning 

microscopy, although it may require more filtering and deconvolution of images due to out-

of-plane light.  

 

Discussion 

This protocol has demonstrated a simple and repeatable method for the generation of 

VHSEs and their three-dimensional analysis. Importantly, this method relies on few 
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specialized techniques or equipment pieces, making it accessible for a range of labs. Further, 

cell types can be replaced with limited changes in the protocol, allowing researchers to 

adapt this protocol to their specific needs. 

 

Proper collagen gelation is a challenging step in establishing skin culture. Especially when 

using crude preparations without purification, trace contaminants could influence the 

gelation process. To help ensure consistency, groups of experiments should be performed 

with the same collagen stock that will be used for VHSE generation. Further, the gelation 

should ideally occur at a pH of 7-7.4, and trace contaminants may shift the pH. Before using 

any collagen stock, a practice acellular gel should be made at the desired concentration and 

the pH should be measured prior to gelation. Completing this collagen quality check before 

beginning dermal component seeding will identify the problems with proper gelation and 

collagen homogeneity prior to setting up a complete experiment. Instead of seeding 

acellular collagen directly onto a culture insert, seed some collagen onto a pH strip that 

evaluates the whole pH scale and verify a pH of 7-7.4. Gelation can be evaluated by applying 

a droplet of the collagen gel solution onto a coverslip or tissue culture plastic well plate (a 

well plate is recommended to simulate the confined sides of a culture insert). After gelation 

time, the collagen should be solid, i.e., it should not flow when the plate is tilted. Under 

phase contrast microscopy, the collagen should look homogeneous and clear. Occasional 

bubbles from collagen seeding are normal but large amorphous blobs of opaque collagen 

within the clear gel indicates a problem-likely due to insufficient mixing, wrong pH, and/or 

failure to keep the collagen chilled during mixing.  
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The cell seeding amounts and media may be adjusted. In the protocol above, the 

encapsulated cell amounts have been optimized for a 12-well insert at 7.5 x 104 fibroblasts 

and 7.5 x 105 endothelial cells per mL of collagen with 1.7 x 105 keratinocytes seeded on top 

of the dermal construct. Cell densities have been optimized for this VHSE protocol based on 

the preliminary studies and the previous research investigating 3D vascular network 

generation in various collagen concentrations144 and HSE generation126,173,174. In similar 

systems, the published endothelial cell densities are 1.0 x 106 cells/mL collagen144; the 

fibroblast concentrations often range from 0.4 x 105 cells/mL of collagen126,132,175 to 1 x 105 

cells/mL of collagen26,114,176–178; and the keratinocyte concentrations range from 0.5 x 105 

[cells/cm2]173 to 1 x 105 [cells/cm2]114. Cell densities can be optimized for specific cells and 

research question. Three-dimensional cultures with contractile cells, such as fibroblasts, can 

contract leading to viability reduction and culture loss179,180. Preliminary experiments 

should be completed to test contraction of the dermal compartment (which can occur with 

more dermal cells, more contractile dermal cells, longer submersion cultures, or softer 

matrices) and to test epidermal surface coverage. Additionally, the number of days in 

submersion and the rate of tapering the serum content can also be customized if excessive 

dermal contraction is occurring or a different rate of keratinocyte coverage is required. For 

example, if contraction is noticed during the period of dermal submersion or while 

keratinocytes are establishing a surface monolayer, moving more quickly through the 

serum tapering process and raising VHSEs to ALI can aid in preventing additional 

contraction. Similarly, if keratinocyte coverage is not ideal, changing the number of days 

that the VHSE is submerged without serum may help increase the epidermal monolayer 
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coverage and mitigate the contraction since serum is left out. Changes in cell densities or 

other suggestions above must be optimized for the specific cultures and research goals. 

 

To establish a proper stratification of the epidermis during the air liquid interface (ALI) 

period, it is critical to regularly check and maintain fluid levels in each well so that ALI and 

appropriate hydration of each construct is kept throughout the culture length. Media levels 

should be checked and tracked daily until consistent ALI levels are established. The 

epidermal layer should look hydrated, not dry, but there should not be pools of media on 

the construct. During ALI, the construct will develop an opaque white/yellow color which is 

normal. The epidermal layer will likely develop unevenly. Commonly, the VHSEs are tilted 

due to the collagen seeding or dermal contraction. It is also normal to observe a higher 

epidermal portion in the middle of the construct in smaller constructs (24 well size) and a 

ridge formation around the perimeter of the VHSE in 12 well size. Contraction of the 

constructs118 may change these topographical formations, and/or may not be observed at 

all.  

 

Staining and imaging of VHSEs introduces mechanical manipulation to the VHSEs. It is very 

important to plan and limit manipulation of each culture. When manipulation is necessary, 

maintain gentle movements when removing VHSEs from the insert membranes, when 

adding staining or wash solutions to the construct surface, and when removing and 

replacing VHSEs in their storage/imaging wells during imaging preparation. Specifically, the 

apical layers of the epidermal component may be fragile and are at risk of sloughing off the 

basal epidermal layers. Apical layers of the epidermis are fragile and go through 

desquamation even in native tissue110, but for accurate analysis of epidermal structure it is 
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important to minimize damage or loss. If epidermal layers lift off the construct, they can be 

imaged separately. The basal layers of the epidermis are most likely still attached to the 

dermis while portions of the apical layers may detach. For visualization of the epidermis, a 

nuclear stain is helpful in observing this since dense nuclei is a characteristic of lower and 

mid layers of the epidermis. 

 

Confocal imaging of the VHSE post-fixation has been discussed in the protocol, but it is also 

possible to image the VHSEs throughout the culture via upright based optical coherence 

tomography (OCT)181–186. VHSE are stable enough to withstand imaging without incubation 

or humidification for at least two hours without noticeable effects. As OCT is label free and 

noninvasive, it is possible to track the epidermal thickness during maturation. Other 

noninvasive imaging modalities can likely be employed as well.  

 

Volumetric imaging of the combined dermal and epidermal structures can be challenging 

due to laser attenuation deeper in the VHSE. This can be mitigated by imaging the construct 

in two orientations, from the epidermal side (Figure 2.2) and from the dermal side (Figure 

2.3), allowing for good resolution of dermal vascular structures and the epidermis. 

Additionally, the sample can be cleared, allowing for volumetric images of the entire 

structure with minimal attenuation. Several clearing methods were attempted, however, the 

methanol/methyl salicylate method described yielded the best results. Researchers 

interested in optimizing other clearing methods are directed towards these reviews145,156,157. 

If clearing, it is suggested to fully image the sample prior to clearing, as the method can 

damage the fluorophores and/or the structure. Further, the imaging should be completed as 

soon as possible after clearing, as the fluorescence may fade within days. 
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For simplicity and accessibility, this protocol utilized the simplest media blends found in 

previous literature47,173. Although there are many advantages to using simple media blends, 

the limitations of this choice are also recognized. Other groups have studied the effects of 

specific media components on epidermal and dermal health and found that other media 

additives187, such as external free fatty acids/lipids, enhance the stratum corneum of the 

epidermis and improve the skin barrier function. Although our immunofluorescent markers 

show appropriate differentiation and stratification in the epidermis, depending on the 

studies being conducted, additional media optimization may be needed. Further, an 

extensive analysis of the epidermal BM was not conducted when evaluating the VHSEs 

presented here. The integrity of the BM is an important indication of skin equivalents; 

various groups have done research on the culture duration and its effect on BM markings20 

as well as analysis of fibroblast presence and added growth factor effects on BM 

expression119. It is important to note that analysis of the BM component should be evaluated 

and optimized when using this protocol.  

 

In this protocol is described a procedure for VHSE generation, demonstrating results after 8 

weeks at ALI. VHSE cultures have been cultured up to 12 weeks at ALI without noticeable 

change or loss of viability, and it is possible that they may be viable longer. Importantly, this 

protocol is readily adaptable to commonly available cell types, as demonstrated by the 

replacement of dermal fibroblasts with IMR90 lung fibroblasts. Depending on the 

researcher’s need and available resources, the cell types and media blends on the culture 

can be adjusted, although more dissimilar cell types may require media optimization. In 

summary, these procedures are meant to provide clarity on the culture of VHSEs for the 
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study of skin biology and disease. To maximize accessibility, the protocol was developed 

this simple and robust using common equipment, cell lines, and reagents as a minimal 

effective approach that can be further customized to the specific needs of research studies. 

 

 

Figure 2.1. Schematic timeline of vascularized human skin equivalent generation. A) Shows progression of the 

VHSE model from 1) dermal component seeding, 2) keratinocyte seeding onto the dermal component, 3) 

epithelial stratification via air liquid interface and culture maintenance. Post-culture processing and volumetric 

imaging can be performed at culture endpoint. B) Camera images of hDF VHSE macrostructure in the culture 

inserts at their culture endpoint, 8 weeks. Various levels of contraction are normal for VHSEs; contraction can be 

reduced as protocol describes. (1 & 2) Less contracted samples. (3 & 4) More contracted samples still yield 

proper skin elements. 
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Figure 2.2 Epidermal characterization via immunofluorescent markers. All images were taken of VHSEs at 8wk 

culture timepoint via confocal microscopy. Corresponding staining methods are described in protocol step 6. 

Proper epithelial markers are present in both hDF VHSEs (left column) and IMR90 VHSEs (right column). 

Involucrin and Filaggrin are late differentiation markers of keratinocytes and demonstrate that the epidermis is 

fully stratified in both VHSE types. Cytokeratin 10 is an early differentiation marker which is identifying 

suprabasal layers in the VHSEs. Nuclei are shown in orthogonal views in yellow. En face and orthogonal max 

projection images were rendered via computational software; Images are individually scaled with background 

subtraction and median filtering for clarity. Scale bars are 100 µm. (Primary and secondary antibodies with in-

house blocking buffer recipe are given in Table 2.3). 
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Figure 2.3. Comparison of uncleared vs. cleared VHSE. This VHSE was generated with IMR90s and images were 
taken at 4wk culture timepoint via confocal microscopy. Collagen IV is shown in cyan; Nuclei are shown in 
magenta; magenta in the cleared 3D rendering represents consolidation of nuclei in the epidermal layer of the 
VHSE. The uncleared VHSE image is an example of laser attenuation in thicker VHSE constructs, through clearing 
(methanol and methyl salicylate) the whole construct can be imaged with little/no laser attenuation from the 
dermal side of the construct. Imaging settings including laser line, gain, and pinhole were lowered for cleared 
VHSE to reduce oversaturation. Clearing and imaging were completed as described in steps 6 & 7 in the protocol. 
Orthogonal max projection images and 3D rendering were completed with computational software, 3D 
rendering was generated from cleared construct images. Images are individually scaled with background 
subtraction and median filtering for clarity. Scale bars are 100 µm. 
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Figure 2.4. Three-Dimensional analysis of vasculature within VHSEs. Volumetric images taken via confocal 

microscopy enable vascular parameter quantification at the culture endpoints through computational image 

analysis. From VHSE sub-volumes, detection of Collagen IV stain (cyan) marks endothelial walls of vasculature 

and allows for segmentation of vascular based on collagen IV location; segmentation data is then skeletonized, 

and the center of each vessel is found (magenta). Examples of 3D skeletonization are shown for 4 week and 8 

week IMR90 VHSE samples, un-cleared. Resulting data of an IMR90 VHSE experiment set was used to calculate 

the vessel diameters and the vascular fractions for four sub-volumes (each 250 µm in the z-direction) within 

each construct, data was averaged per VHSE and further averaged per culture timepoint. These data show the 

vascular network homeostasis spanning 4 and 8 week culture durations with diameters relevant to in vivo 

human skin188, and the vascular fraction within the same order as in vivo human skin189 (vascular fraction in 

collagen constructs has been shown to be customizable144 and could be further optimized for increased values). 

Data is represented as means ± standard error mean (S.E.M); n = 3 for each timepoint. 
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Media Components 

Human Dermal 

Fibroblast cell line (hDF) 

DMEM HG 

5% Fetal Bovine Serum (FBS) 

1% Penicillin/Streptomycin (P/S) 

IMR90 Fibroblast cell 

line 

DMEM/HAM’S F12 50:50 

10% FBS 

1% P/S 

HMEC-1 Endothelial cell 

line 

MCDB131 Base medium 

10% FBS 

1% P/S 

L-Glutamine [10 mM] 

Epidermal Growth Factor (EGF) [10 ng/mL] 

Hydrocortisone [10 µg/mL] 

N/TERT-1 Keratinocyte 

cell line 

K-SFM media base 

1% P/S 

Bovine Pituitary Extract (BPE) [25 µg/mL], from K-

SFM supplement kit 

Epidermal Growth Factor (EGF) [0.2 ng/mL], from K-

SFM supplement kit 

CaCl2 [0.3 mM] 

Human Skin Equivalent  

(HSE) Differentiation 

3:1 DMEM: Ham’s F12 

1% P/S 

0.5 µM Hydrocortisone 

0.5 µM Isoproterenol 

0.5 µg/mL Insulin 
Table 2.1. Media recipes. Media recipes for 2D culture of the human dermal fibroblasts, IMR90 fibroblasts, 

HMEC-1, and N/TERT-1 keratinocytes are given. These recipes were used to expand cell lines before generating 

VHSEs. Human skin equivalent (HSE) differentiation media is used to generate VHSEs; a base recipe is given, 

during portions of submersion culture and stratification induction, tapering amounts of FBS should be added as 

described in protocol step 3. HSE recipe based on these sources47,173. 
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Table 2.2. Collagen calculation reference table. Reference table gives commonly desired collagen concentrations 

calculated assuming an 8 mg/mL collagen stock concentration and a desired final volume of 1 mL. The equations 

used to calculate these amounts are given in protocol step 2.2. It is important to check pH for each collagen 

stock; if necessary, NaOH amounts should be added to achieve pH 7.4 (after PBS, NaOH, collagen stock, media 

are added). The protocol has been optimized for VHSEs using a 3 mg/mL collagen concentration; changes in 

collagen concentration may be necessary for different cell lines/desired end results144. 
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Table 2.3. Primary and secondary antibodies with blocking buffer recipe. The listed antibodies and chemical 

stains were used for staining shown in Figures. 2.2-4. The staining was completed as given in protocol step 6 

using the blocking buffer recipe listed here. Some optimizations of the staining concentrations and the duration 

may be required depending on the chosen culture techniques and the cell lines. 
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Supplementary material 

 

Figure 2.5. (Supplementary). VHSE technical aid for handling. Handling of VHSEs is challenging especially 

during fixation, processing, and staining. A-D corresponds to instructions in steps 5-7. A shows the technical 

handling of removing the porous membrane from a culture insert to ensure proper staining. B shows how to 

keep each VHSE submerged during staining and storage. C shows the safest and easiest way to move constructs 

to PDMS imaging wells. D shows a VHSE sitting in a PDMS imaging well: PDMS well is glued to a glass slide on 

the bottom, creating a window for imaging, a glass slide is placed on top to maintain the humidity through long 

imaging runs. 
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Figure 2.6. (Supplementary). Standard widefield fluorescence microscopy can be used to assess VHSEs. 

Widefield imaging can be used for volumetric imaging for routine assessment when laser scanning microscopy is 

not available. As an example, imaging of VHSEs from both the apical and basolateral aspects are shown as en face 

and orthogonal (Ortho.) maximum projections. (Top) The epidermis was imaged using involucrin and nuclei as 

markers. (Bottom) Dermal vasculature was imaged using collagen IV as a marker. Images are background 

subtracted for clarity. Out-of-plane light leads to the “streaking” or “flare” artifacts evident in the orthogonal 

views. Widefield imaging can be used for quantification but may require more image processing. 
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Abstract  

Human skin equivalents (HSEs) are tissue engineered in vitro models of native human skin. 

They are used to study skin development, diseases, wound healing, and toxicity. The gold 

standard of analysis of human skin equivalents is histological staining and sectioning which 

both limits the understanding of three-dimensional components of the tissue and is an 

endpoint analysis technique. Optical coherence tomography (OCT) has been previously 

used to visualize in vivo human skin and in vitro models. OCT is a non-invasive imaging 

technique and enables real-time volumetric analysis of HSEs. The techniques presented 

here demonstrate the use of OCT imaging to track HSE epidermal thickness over 8 weeks of 

culture and improve upon previous processing of OCT images by presenting algorithms that 

automatically quantify volumetric thickness of the epidermis rather than taking manual 

measurements of a few representative images. Through this volumetric automated analysis 

of OCT images, HSE stability and development can be accurately tracked in real-time.  

Method Summary  

A method for automatic quantification of epidermal thickness of tissue engineered human 

skin equivalents using optical coherence tomography. Using this technique, epidermal 

thickness can be quantified throughout live culture in a non-invasive manner.  

Keywords (5): human skin equivalent, vascularized human skin equivalent, optical 

coherence tomography, tissue engineering 
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Introduction  

Tissue engineered human skin equivalents (HSE), also referred to as organotypic 

skin cultures (OSC) or full-thickness models, have been used to study skin development, 

cytotoxicity, healing, and disease11,113,121,190. Typically, they are analyzed post-culture 

through sectioning and histology. These methods of analysis conceal the three-

dimensionality of the in vitro constructs and do not allow for real-time assessment of 

epidermal thickness during the long culture periods that HSE require (3-10 weeks). 

Increased availability of volumetric imaging provides an opportunity for HSE research; 

however, the three-dimensional analysis can be laborious. As an example, optical coherence 

tomography (OCT) has been used before to analyze native human skin182,183,191,192 and a few 

in vitro skin models non-invasively181,184,193–195. OCT and other non-invasive live imaging 

techniques183,191,195 allow for time-tracking of culture health and progression which is 

especially important when using HSEs for wounding, development, and aging studies194. 

Further, as a non-invasive technique, OCT avoids disruption of sample morphology, which 

can occur during histology181,194. 

 

Typically, when prior OCT studies that have investigated epidermal thickness in 

humans and in HSE models, the common thickness calculation is acquired by manually 

measuring then averaging a few (3-5) pre-defined OCT line scans (A-lines), and it is unclear 

how many OCT images (B-frames) are taken into account193,194. Further, due to this manual 

selection, there is potential for bias introduction from the investigator(s). Here we present a 

technique for automated analysis of epidermal thickness in tissue engineered HSE using 

live, non-invasive OCT imaging, including optimized OCT imaging procedures and 
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automated image analysis algorithms. These results were further validated against post-

culture fluorescent confocal imaging and epidermal thickness quantification.  

Materials & Methods 

Skin Equivalent Generation 

IMR90s (human lung myofibroblast; passage 18; ATCC), human microvascular endothelial 

cells (HMEC1; passage 7; ATCC), and  N/TERT-1 human keratinocytes (passage 7; a gift 

from Dr. Jim Rheinwald154 and Dr. Ellen H. van den Bogaard124) were routinely maintained 

at 5% CO2 and 37 °C. Culture media was as follows: IMR90 fibroblasts: DMEM/F12 50:50, 

10% fetal bovine serum (FBS), 1% penicillin/streptomycin (P/S); HMEC1: MCDB131 base 

medium, 10% FBS, 1% P/S, 10 mM L-Glutamine, 10 ng/mL Epidermal Growth Factor (EGF), 

10 µg/mL Hydrocortisone, N/TERT-1: K-SFM media base, 1% P/S, 25 µg/mL Bovine 

Pituitary Extract , 0.2 ng/mL EGF, and 0.3 mM CaCl2. Vascularized human skin equivalents 

(VHSEs) were generated in culture inserts (12 well size; 0.4 micrometer pore; PET 

membrane; Corning, Corning, NY) as previously described48. Briefly, to generate the dermal 

portion of the VHSE, 120 µL of acellular Type I collagen (3 mg/mL) was seeded onto the 

insert membrane and allowed to gel for 30 minutes. IMR90s and HMEC1 cells were 

suspended in a Type I collagen matrix (3 mg/mL) at 75,000 and 750,000 cells/mL, 

respectively. 250 µL of cellular collagen was seeded onto the acellular component and 

allowed to gel for 30 minutes, then submerged in growth media (1:1 complete HMEC1 

media and complete IMR90 media, at 10% FBS total). 24 h after collagen seeding, media 

was changed to 5% FBS complete IMR90 media and supplemented with 100 µg/ml L-

ascorbic acid (L-AA). The dermal component was cultured for 7 days with the 5% FBS 

media blend. To establish the epidermis, on day 7 of dermal culture, N/TERT-1s (170,000 
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cells/construct) were seeded onto the dermal surface and cultured to confluence for 3 days. 

On day 8 of culture media was changed to 1% FBS HSE differentiation media48 (3:1 

DMEM/F12, 1% P/S, 0.5 µM Hydrocortisone, 0.5 µM Isoproterenol, 0.5 µg/mL Insulin) with 

a supplement of100 µg/mL  L-AA.  On day 9 of culture, media was changed to serum free 

HSE media with 100 µg/mL L-AA, this media blend was used until culture endpoint as 

maintenance media. Surrounding wells were filled with PBS to promote controlled humidity 

throughout culture and during OCT imaging. At day 10 of culture, VHSEs were brought to 

air-liquid interface (ALI) and cultured with routine media supplemented with L-AA at 100 

µg/mL and maintained for 8 weeks (for every media change, fresh L-AA supplement was 

used)48. All media and timepoints for media changes are as previously described48.  

Imaging 

Imaging occurred at weeks 2, 3, 4, 5, 7, 8 of the air-liquid interface culture period. To 

ensure sterility during OCT imaging and prevent optical artifacts caused by the plastic well 

plate lid, residual media at the air-liquid interface, and condensation, specific procedures 

were followed. Culture plates were equilibrated at room temperature with the lid off in a 

sterile biosafety cabinet for 20 minutes after being removed from the incubator, reducing 

condensation. Immediately prior to imaging, the constructs were checked for any residual 

media at the air interface of the VHSE, and it was removed with aspiration if necessary 

while maintaining media below the culture insert. Even with the removal of visible media 

from the epidermal surface, the sample remained moist and reflective.  To minimize 

reflective effect of the epidermal surface and well plate lid, the sample arm of the OCT 

system was tilted at 15°, reducing reflection while maintaining an adequate sample 
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illumination for structural imaging. During OCT imaging, constructs were at room 

temperature for a maximum of two hours; no loss of sample viability was observed.  

OCT imaging was conducted with a FC/APC fiber optics based spectral domain 

optical coherence tomography (SD-OCT) system centered at 1310 nm. Through SD-OCT, the 

reference arm remains stationary, and the interference pattern is detected in a spectrally 

resolved manner on a line scan camera. Light is sent into a circulator and then to an optical 

splitter that splits the light between the reference and sample arms. The reflected light from 

each arm travels back through the splitter where it interferes and is redirected by the 

circulator to the detection arm. Here, the light is collimated, dispersed by a grating, and 

focused onto a line scan camera. A galvo mirror system in the sample arm is controlled by 

the image acquisition program and performs raster scanning of the optical beam for 2D and 

3D imaging. Technical settings for data acquisition were as follows: scanning area 4 mm x 4 

mm (-1 V x 1 V); 4096 A-lines per B-frame, 400 B-frames per volume, 10 volumes averaged 

per construct. Resulting image size was 4096 x 512 x 512 voxel 

Fixation, staining, and confocal imaging 

After 8 weeks of ALI, VHSEs were processed as previously described48. Briefly, 

samples were fixed and permeabilized at culture endpoint: 5 minute pre-fix with 4% 

paraformaldehyde in PBS then 1 h fix with 0.5% Triton X-100 and 4% paraformaldehyde in 

PBS at room temperature. For staining, primary antibodies used were Filaggrin (AKH1) 

mouse monoclonal IgG (sc-66192, 1:250 dilution, Santa Cruz Biotechnology, Santa Cruz, 

CA), Involucrin rabbit polyclonal IgG (55328-1-AP, 1:250 dilution, Proteintech Group, 

Rosemont, IL), Cytokeratin 10 (DE-K10) mouse IgG supernatant (sc-52318, 1:350 dilution, 

Santa Cruz Biotechnology), then DRAQ7 was used as a nuclear counterstain (7406, 12 µM 
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final concentration, Cell Signaling, Danvers, MA). All sample staining was completed in 

blocking buffer48 at 4 °C for 48 h. Following staining, samples were imaged via confocal 

microscopy (TCS SPEII, Leica Microsystems, Buffalo Grove, IL).  

Image processing and quantification 

Confocal and OCT volumes were automatically segmented, and epidermal thickness 

was quantified using a custom algorithm implemented in MATLAB 2020b (MathWorks, 

Natick, MA). Example MATLAB code is included in the appendix. Briefly, the OCT algorithm 

was as follows. First, areas of high reflectance were removed by performing an initial 

intensity calculation, identifying pixels of outlier intensity, then updating the reference 

spectrum before recalculating the final intensity. To reduce speckle noise, a single volume of 

each HSE was obtained by averaging 10 volume scans, resulting in a single 16-bit 4096 x 

512 x 512 voxel (3.9 x 2 x 3.9 mm) volume. From the single volume per sample, custom 

algorithms were used to detect the skin epidermis by identifying regions of high intensity. 

To smooth small gaps in the image, a morphological closing with a two-dimensional disk 

(40 voxel radius) followed by a Gaussian filter (standard deviation 1.5 x 8 x 1.5 voxels) was 

applied to the image volume. To segment the epidermis, hysteresis thresholding was 

applied with a high threshold of 16000 and a low threshold of 8000 or 4200 (thresholds 

empirically determined for this 16-bit dataset). The resulting binary volume was cleaned 

via area opening to remove small artifacts and a morphological closing with a (40 voxel 

radius disk). The bottom and top surfaces of the binary object were detected. Streaking 

artifacts, common in OCT imaging, presented as sharp peaks on the surfaces, and were 

removed via automatic detection of high gradients and local averaging. Volumetric 

thickness was calculated from the voxel difference between the top and bottom surfaces 
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scaled by the acquisition size (4 x 2 x 4 mm). For each volume, 30 A-lines were removed 

from left and right sides (1.4%) for each frame due to edge effects. Thickness average was 

calculated from imaging volumes of 3.9 x 2 x 3.9 mm.  

For confocal, epidermal thickness was calculated from imaging volumes of ~3.3 mm 

x 370 µm x 250-400 µm (imaging depths were adjusted per sample but a consistent voxel 

size of 0.7 x 0.7 x 3 µm was used). A similar custom algorithm was applied to calculate 

epidermal thickness from confocal volumes. Briefly, noise was removed via a median filter 

(5x5 pixel kernel for epidermal specific markers and 3x3 kernel for nuclear markers) was 

applied to each XY-plane and intensities were scaled by linear image adjustment. 

Background auto-fluorescence was removed using a 20 voxel radius rolling ball filter on 

each XY-plane and the epidermis was segmented using hysteresis thresholding with values 

empirically determined for each fluorescent channel (for epidermal markers 3000 and 

65000 were used while nuclei thresholds were set at 1150 and 64000; all images were 16-

bit). Small artifacts and gaps in the epidermal binary volume were removed through 

morphological closing and opening with a disk structuring element (pixel radius 10) for 

epidermal stains and a sphere structuring element (pixel radius 8) for nuclear stain. 

Epidermal thickness was calculated from the binary epidermal volume scaled by the voxel 

size (0.7 x 0.7 x 3 µm).  

Data Analysis 

OCT imaging was performed at ALI week 2, 3, 4, 5, 7, and 8 (n = 4 technical 

replicates for every timepoint). Confocal imaging was completed on three of the same 

samples that were OCT imaged, after fixation and staining (n = 3). ANOVA followed by 

Tukey’s HSD post-hoc test was used to test for statistically significant differences between 
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timepoints; and pairwise comparisons of 8 week confocal and OCT data were completed 

through two-tailed t-test. Significant differences (p < 0.05) are represented by a single 

asterisk. 

Results & Discussion   

The epidermis of both native and in vitro skin is highly reflective, producing a strong 

signal in OCT183. This allows for effective automatic segmentation of the epidermis, as 

demonstrated with our algorithm (Figure 3.1 A). Here, the higher threshold (8000 in this 16-

bit dataset) limits the automated segmentation to the highly reflective epidermis. As 

validation, after culture the HSEs were fixed, stained, and confocal imaged for epidermal 

markers (Error! Reference source not found. B). Median thickness values for OCT from w

eeks 2-8 and post-fixation confocal are shown in Figure 3.1 C. No statistically significant 

difference between the OCT timepoints and confocal thickness quantifications was found 

using the high threshold value, indicating stable culture morphology and agreement 

between the OCT and confocal modalities. The values obtained using the high threshold 

value (Figure 3.1) are similar to in vivo epidermal thickness determined by OCT found in 

young and aged humans at the forearm (young 71.8 ± 10 µm and aged 60.8 ± 7.4 µm, mean 

± standard deviation)194. The confocal thickness values at week 8 are slightly low compared 

to the human epidermal thickness values found in literature193,194 as well as the OCT 

measurements. This may be due to shrinkage of the epidermis during fixation, as 

formaldehyde-based fixations have been shown to reduce cell and tissue size196. Further, it 

is important to note that the in vivo thickness values were obtained manually, for example 

via measurement of five pre-defined positions in the OCT image and then the average of 5 

measurements was calculated by a single user while the amount of volumes acquired is 



65 

 

unknown194. The automated method presented here eliminates the necessity of an 

investigator to manually determine thickness and enables automatic detection of every XY 

position in a volume. 

Additionally, we observed a prominent reflective region immediately basal to the 

strongly reflective epidermis (Figure 3.2 A). This region can be efficiently segmented from 

the bulk of the dermis using a lower threshold value (4200 in this 16-bit dataset) and 

quantified (Figure 3.2 B). Using the lower threshold value, a significant difference in 

thickness was found between the 8-week timepoints of OCT and confocal measurements (p 

< 0.05). No significant variation was found among OCT measurements. The thickness values 

obtained using the lower threshold are similar to prior OCT studies in half-thickness skin 

equivalents at 22 days (100-200 µm, as reported by the authors)181 These higher 

thicknesses may represent inclusion of the basement membrane and reticular dermis192, 

differences in epidermal morphology, or differences in quantitation methodology. 

All data presented here was obtained for whole sample volumes. To demonstrate 

the increased dimensionality of the dataset, representative thickness heat maps of single 

samples analyzed with high and low thresholds are shown in Figure 3.3 A. To determine 

the volumetric stability of samples over time, interquartile range (IQR) of each sample is 

presented for both thresholds (Figure 3.3 B). IQR for all samples were similar from week 2-

8 with no significant changes (p < 0.05), again demonstrating stability of the culture model. 

The small spread of IQRs show the spatial uniformity of the HSE epidermal volumes. These 

data combined with thickness values demonstrate both volumetric and temporal stability of 

the HSE epidermis. Importantly, tracking coverage and stability of the epidermis could be 

used to optimize HSE protocol steps including epidermal seeding and timepoints of air 
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liquid interface establishment, which can be technically challenging48 . It can additionally be 

used to investigate developmental, disease, and aging models over time, and for wound 

tracking in vitro, as previously shown184,193. 

 

Figure 3.1. A) Representative OCT cross-sectional image at week 2 and week 8 with example of high threshold 

used for detecting the lower epidermal boarder. Upper boarder detection is marked with a cyan dotted line, 

lower boarder marked with a magenta dashed line. Scalebar is 200 µm.  B) Representative confocal cross-

sectional image from a HSE culture fixed and stained after 8 weeks of culture. C) Epidermal thickness 

comparison of HSEs gathered from OCT imaging and automatically analyzed with high threshold to detect the 

lower epidermal boarder. Culture weeks 2, 3, 4, 5, 7, 8 shown with thickness determined from OCT images. The 

right most data point shows the thickness calculated from confocal images from week 8 after post-culture 

fixation and staining for comparison. Confocal thickness is similar to thickness calculated from OCT, but the 

formaldehyde fixation necessary for post-culture processing may have shrunken epidermal features. No 

statistically significant differences (p < 0.05) were found between OCT time points but by pairwise comparison, 

OCT wk8 and confocal wk8 thickness values are different (p<0.05). Data shown as median (black bar) and 

individual data points (triangles). Data points are the thickness average of whole epidermal volume per sample.  
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Figure 3.2. A) Representative OCT cross-sectional image at week 2 and week 8 with example of 

low threshold used for detecting the lower epidermal boarder. Thresholds are adjustable 

depending on strictness of detection desired. Upper boarder detection is marked with a cyan 

dotted line, lower boarder marked with a magenta dashed line. Scalebar is 200 µm.  B) Epidermal 

thickness comparison of HSEs gathered from OCT imaging and automatically analyzed with low 

threshold. Culture weeks 2, 3, 4, 5, 7, 8 shown with thickness determined from OCT images. The 

right most data point shows the thickness calculated from confocal images from week 8 after post-

culture fixation and staining for comparison. Confocal thickness quantification is lower than the 

OCT thickness quantified at wk8 with the low threshold (p < 0.05). Data shown as median (black 

bar) and individual data points (triangles).  
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Figure 3.3. A) Representative heat maps of epidermal thickness values across whole OCT volumes for both 
threshold values. B) Interquartile range of thickness values per OCT imaging volume for each sample over time. 
No significant changes were detected (p< 0.05).  Data shown as median (black bar) and individual data points 
(triangles). 

Conclusion 

This work establishes an automated epidermal thickness tracking technique for tissue 

engineered skin constructs using image analysis of OCT images. Detailed OCT scanning 

parameters and analysis algorithms are provided. To demonstrate the method, HSEs were 

generated and their epidermal thickness was tracked throughout the air-liquid interface 

culture period of 8 weeks. Quantification of epidermal thickness was completed through 

custom MATLAB algorithms using two different threshold values (high and low). Thickness 

values (Figure 3.1 C and Figure 3.2 B) were similar to those found from epidermal thickness 

calculated from in vivo human skin OCT studies and prior manual OCT studies of half-

thickness skin models193,194. Values obtained with the high threshold analysis were similar 
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to our validation with post-fixation confocal imaging (Figure 3.1 C). We conclude that the 

method of automated epidermal thickness detection using the non-invasive OCT system is a 

simple and straightforward indication of HSE development throughout culture. 

Future perspective 

The preservation of volume in engineered tissue is necessary for analysis of their three-

dimensional morphology, and automated analysis is needed to reduce bias and enable 

collection of larger data sets. The non-invasive nature of OCT is a powerful tool for assessing 

engineered cultures over time, especially important in HSEs given the long culture times 

relative to conventional culture models.  
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Introduction 

Human skin provides essential physical protection, immune barrier function, and 

thermal regulation121. As humans age, there is a decline of skin function, including loss of 

barrier function and healing capacity2. This correlates with structural changes including 

decreased vasculature, decreased dermal elasticity and collagen organization, stiffening, 

lower hydration, reduced dermal and hypodermal (or subcutaneous fat) volumes3,4,8–11,13,15–

18,22–24,197. These detrimental effects of natural aging are compounded by extrinsic aging 

factors such as Ultraviolet A (UVA; 320-400 nm)198 photoaging that occurs with sun 

exposure2,6,199,200. With normal aging, the skin has fine wrinkles, is smooth and pale, and has 

lower elasticity but with photoaging skin is course, rough, even lower elasticity, and has 

changes in pigmentation3,8. Particularly, UVA sun exposure mainly damages by generation 

of reactive oxygen species198,201 and effects the dermis and hypodermis but can also interact 

with epidermal keratinocytes to induce mRNA and protein expression of inflammatory 

cytokines, including IL-6201. Further, UVA exposure to human skin has demonstrated 

decreased expression of subcutaneous adipokines such as adiponectin202–204.  These effects 

are harmful since adipokines have been found to benefit wound healing and anti-

inflammatory skin properties and the hypodermis as a whole contributes to thermal 

regulation, skin elasticity and regeneration39,205. UVA exposure additionally degrades the 

dermal matrix through decreases in procollagen synthesis and increases in MMP-1, -3, and -

9 expression202–204. Photoaged skin has also displayed reduced dermal vasculature and 

dermal connective tissue breakdown and disorganization in human explant 

cultures9,198,204,206–208.  
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Human Skin Equivalents (HSEs) are in vitro tissue models that have been previously 

used for studies on photoaging, wound healing, skin development, alopecia, disease, stem 

cell renewal, and toxicology screening research47,53,116,117,119,122,124–126,132,136,163,174,175,187,209–213. 

The models rely on self-assembly of skin components within an appropriate matrix. 

Traditionally-used animal models such as rabbits, pigs, mice, and rats have different 

anatomies than humans, and so do not accurately model human healing/recovery 

rates111,124. In contrast, the self-assembly development of HSEs has similar development 

pace to normal human skin47,119,122,126,163.  

Although HSE research has been well developed to recreate the dermal and epidermal 

layers using fibroblasts and keratinocytes, more complex co-culture systems are needed to 

recapitulate human anatomy more closely214 and mimic trophic factor exchange of different 

cell populations in vivo128–130,136,214. Building on our previously published protocol 

generating vascularized human skin equivalents48, here we demonstrate inclusion of a 

hypodermis, which we term adipose and vascular human skin equivalent (AVHSE), and 

demonstrate suitability for UVA photoaging studies. Multi-cellular skin models similar to 

this AVHSE have been previously explored but with fewer cell types, much shorter culture 

lengths, and little to no volumetric characterization137,215–217. UV photoaging has been 

previously investigated with in vitro skin models of the epidermis213, keratinocytes in 2D218, 

dermal fibroblasts in 2D62,219, adipose components in 2D39,203. This work combines 

photoaging studies with comprehensive in vitro skin models and allows for volumetric 

quantification of epidermal, dermal, and hypodermal components through volumetric 

imaging (confocal). Further, the effects of photoaging on adipokine and inflammatory 

cytokines have been quantified using ELISA. 
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Materials and Methods 

Cell Culture  

AVHSE cultures were created using N/TERT1 human keratinocytes (hTERT 

immortalized; gift of Dr. Jim Rheinwald and Dr. Ellen H. van den Bogaard124,154), HMEC1 

human microvascular endothelial cells (SV40 immortalized; ATCC, Manassas, VA; #CRL-

3243)220 primary adult human dermal fibroblasts (HDFa; ATCC #PCS-201-012), and 

ASC52telo adipose derived mesenchymal stem cells (hTERT immortalized; ATCC #SCRC-

4000)221. All cell lines were routinely cultured at 37 °C and 5% CO2; all media blends given 

in supplemental Table 4.1. N/TERT1 cells have been shown to maintain normal epidermal 

behavior in previous organotypic skin cultures124,126,154. N/TERT1 cells (passages: 

8,10,16,19) were grown up in a modified K-SFM media blend including K-SFM base, 0.2 

ng/mL endocrine growth factor (EGF), 25 µg/mL bovine pituitary extract, 0.3 mM CaCl2, and 

1% penicillin/streptomycin (PCN/STREP). N/TERT1 were routinely passaged once 30% 

confluence was met to prevent undesired differentiation in 2D cultures154.  HMEC1 cells 

were grown up in MCDB1 base media with 10 mM L-glutamine, 1 µg/mL hydrocortisone, 10 

ng/mL EGF, 10% FBS, and 1% PCN/STREP.  HMEC1 cells at passages 9 and 11 were used. 

HDFa were originally expanded in fibroblast basal media supplemented with fibroblast 

growth kit as outlined by manufacturer. For short term expansion upon pull up for AVHSE 

cultures, HDFa cells (all passage 4) were grown up in DMEM (4.5 g/L glucose) 

supplemented with 5% FBS and 1% FBS. ASC52telo was used to generate the adipose 

component of the skin construct. Cells were originally expanded in mesenchymal stem cell 

basal media (ATCC #PCS-500-030) with added supplements from a mesenchymal stem cell 

growth kit (ATCC #PCS-500-040) and G418 at 0.2 mg/mL; this was used as the 2D culture 



74 

 

media until adipogenesis induction. Adipogenesis media222,223 (recipe given in Table 4.1) 

was administered once ASC52telo plates were ~90% confluent (ASC52telo passages: 6, 8, 

10 were used for AVHSEs). 

Collagen Isolation: Rat-tail collagen 

Collagen Type I was isolated from rat tail tendons as described previously 144,146–148. In 

summary, tendons were extracted from rat tails (Pel-Freez Biologics, Rogers, AR), washed 

in 1 x DPBS and soaked in acetone for 5 minutes, 70% isopropanol for 5 minutes, and then 

dissolved in 0.1% glacial acetic acid for at least 72 hours rocking at 4 °C. After dissolving, 

collagen was centrifuged at ~20,000 x g for 1 hour and the supernatant was frozen at -80 °C 

and lyophilized for long term storage at -80 °C. When ready to use, collagen was dissolved in 

0.1% glacial acetic acid to 8 mg/mL and stored at 4 °C.  

Construct Fabrication Overview 

Generation of AVHSE cultures includes four main steps, shown graphically in Figure 

4.1Error! Reference source not found.: 1) adipogenesis, 2) dermal seeding and maturation, 

3) epidermal seeding, and 4) air liquid interface; total duration is approximately twelve 

weeks: adipose differentiation (3 weeks), dermal maturation (< 1 week), epidermal seeding 

(2-3 days), air liquid interface exposure (8-9 weeks). Collagen gel was used to create the 

hypodermis and dermal layer of the AVHSE constructs in 12-well culture inserts 

(translucent PET, 3 µm pore; Greiner Bio-One, Monroe, NC; ThinCerts #665631), similar to 

previously used119,122,124,126,163,174,175.  In all cases, final collagen concentration was 3 

mg/mL48.  
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Figure 4.1 AVHSE generation. There are four main steps in creating an AVHSE: 1) Adipogenesis, 2) Dermal 
seeding and maturation, 3) Epidermal seeding, 4) Air liquid interface. Cartoons on the left show cross-sectional 
representations of AVHSE during each step. 

Adipogenesis and hypodermal seeding 

ASC52telo cells were grown to >90% confluent and adipogenesis was induced for 3 

weeks (media blend given in Table 4.1), split between 1 week in 2D culture and 2 weeks in 

3D culture. For 3D culture, ASC52telo  cells (750,000 cells/mL of collagen) were 

encapsulated in 125 µL of 3 mg/mL collagen and seeded into the culture insert. After 
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gelation, constructs were submerged with adipogenesis media (~0.5 mL and ~1 mL of 

media in the culture insert and well, respectively). Media was added to the insert chamber 

first to prevent detachment of the collagen from the membrane). Media was changed every 

2-3 days until dermal seeding. 

Dermal/Epidermal Seeding & Air Liquid Interface 

Media was aspirated from each well and 250 µL of 3 mg/mL collagen with HMEC1 

and HDFa cells (750,000 and 75,000 cells/mL of collagen, respectively) was seeded onto the 

hypodermis then moved to 37 °C for gelation, done quickly to ensure cells remained 

suspended during gelation. After gelation, constructs were submerged with dermal 

submersion (DS) media (Table 4.1) supplemented with 3% FBS, 2 ng/mL vascular 

endothelial growth factor (VEGF-A; Peprotech, Cranbury, NJ; #100-20) and 100 µg/mL L-

ascorbic acid (L-AA; Thermo Fisher Scientific, Waltham, MA). Media was changed every 2-3 

days with fresh L-AA48,144,149. After 3-5 days of growth in submersion, DS media was 

aspirated and epidermal seeding and maturation media (ESM) supplemented with 1% FBS 

and 100 µg/mL L-AA (1.5 mL added to each well). N/TERT1 keratinocyte cells were 

immediately seeded dropwise at 170,000 cells per insert (~1.13 cm2 growth area) using 

200 µL of their maintenance media, K-SFM. One/two days after epidermal seeding, media 

was changed to AVHSE media and the cultures were lifted to Air Liquid Interface (ALI) 

within 8-24 h, with longer times leading to increased contraction48. The process to establish 

ALI was outlined previously48; typical ALI was established with ~1 mL of media. Following 

ALI establishment, media was changed every 2-3 days with AVHSE media and 

supplemented with 100 µg/mL L-AA and 30 nM selenium (sodium selenite; Fisher; CAS 

#10102-18-8). 
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Cell Line or 

Culture period Recipe Notes 

Corresponding 

timepoint 

N/TERT 1 K-SFM base media 

1% P/S 

Bovine Pituitary Extract 

(BPE) [25 µg/mL] 

Epidermal Growth Factor 

(EGF) [0.2 ng/mL] 

CaCl2 [0.3 mM] 

Media recipe based off 

of these references124,154. 

BPE and EGF are from 

the K-SFM supplement 

kit.  

 

Maintenance 

culture 

HMEC1 MCDB131 base media 

10% FBS 

1% P/S 

L-Glutamine [10 mM] 

Epidermal Growth Factor 

(EGF) [10 ng/mL] 

Hydrocortisone [10 

ug/mL] 

Media recipe as 

recommended by 

manufacturer. 

Maintenance 

culture 

Human 

Dermal 

Fibroblasts 

DMEM HG base 

5% FBS 

1% P/S 

Media used for short 

term expansion in 2D. 

For longer expansion, 

use the manufacturer 

recommendation. 

Maintenance 

culture 

ASC52telo Mesenchymal Stem Cell 

Basal Medium  

2% MSC supplement 

L-Alanyl-L-Glutamine [2.4 

mM] 

G418 [0.2 mg/mL] 

MSC Basal Medium is 

from ATCC (ATCC PCS-

500-030); To make the 

complete medium the 

MSC growth kit (ATCC 

PCS-500-040) is added. 

MSC supplement from 

the growth kit contains: 

2% FBS, 5 ng/mL rhFGF 

basic, 5 ng/mL rhFGF 

acidic, 5 ng/mL rhEGF. 

Maintenance 

culture 
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Adipogenesis 

Differentiation 

media 

DMEM/HAM’s F12 base 

media 

3% FBS 

3-isobutyl-1-methyl-

xanthane (IBMX) [250 µM] 

Indomethacin [10 µg/mL; 

28 µM] 

Insulin [5 µg/mL] 

Dexamethasone [1 µM] 

D-pantothenate [34 µM] 

Biotin [66 µM] 

Media recipe is based on 

prior work222,223. IBMX, 

Insulin, and 

Dexamethasone stocks 

stored at -20 °C. 

Indomethacin, D-

pantothenate, and Biotin 

stocks stored at 4 °C. 

3 weeks prior to 

dermal seeding. 

1 week for 2D 

culture and 2 

weeks for 3D 

culture. 

Adipocyte 

Maintenance 

Media  

(serum free) 

DMEM/HAM’s F12 base 

media 

Insulin [5 µg/mL] 

Dexamethasone [1 µM] 

D-pantothenate [34 µM] 

Biotin [66 uM] 

This media blend is not 

used by itself for AVHSE 

culture, but it is used to 

make dermal 

submersion media. 

Adipocyte maintenance 

media is adipogenesis 

differentiation media 

without IBMX or 

Indomethacin (a PPARγ 

agonist)223  

Used indirectly 

for Dermal 

Submersion 

media. 

Dermal 

Submersion 

(DS) 

1:1 Serum Free Adipocyte 

Maintenance media and 

serum free HMEC1 media 

 

Aliquot supplement: 3% 

FBS 

 

Daily supplements: L-

Ascorbic Acid [100 µg/mL], 

VEGF [2 ng/mL] 

 

Dermal submersion 

media is half adipocyte 

maintenance media and 

half HMEC1 media with 

supplement changes. 

Media prepared serum-

free and used as base for 

ESM and AVHSE media.  

During week 4 of 

culture: dermal 

cells are seeded 

and dermis is 

maturing.  
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Epidermal 

Seeding and 

maturation 

media (ESM) 

Dermal submersion media 

with CaCl2 [1.44 mM] 

 

Aliquot supplement: 1% 

FBS 

 

Daily supplements: L-

Ascorbic Acid [100 µg/mL] 

 

Media used for addition 

of N/TERT1s, shares 

base with DS and AVHSE 

media. 

During week 4 of 

culture: 

epidermal cells 

are seeded and 

maturing. 

AVHSE media  Dermal submersion media 

with CaCl2 [1.44 mM] 

 

Daily supplements: L-

Ascorbic Acid [100 µg/mL], 

Selenium (sodium selenite) 

[30 nM] 

AVHSE media is serum 

free. L-ascorbic acid is 

important for collagen 

synthesis by fibroblasts, 

collagen stability, vessel 

wall integrity and 

barrier function.26,112,150–

153 

~4 weeks into 

whole culture 

and through 

culture endpoint. 

Media is used for 

ALI.  

Table 4.1 Media used for 2D and 3D culture. 
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Photoaging of AVHSE’s 

 After completing 7 weeks at ALI, AVHSEs were exposed to UVA to model photoaging 

(PA). A UVA LED array was established by drilling a 5 mm through-hole at center of each 

well in the plate lid, and inserting a 385nm/80mcd LED (VAOL-5GUV8T4; VCC, Carlsbad, 

CA); 1 LED directly illuminated each insert (Figure 4.7, supplementalError! Reference 

source not found.). Four LEDs were powered in series with 14.2 V, providing a 0.45±0.15 

mW/cm2 dose as measured by a UV sensor (UVAB Digital Light Meter, #UV513AB, General 

Tools & Instruments, Secaucus, NJ). LEDs were measured and replaced every 3-4 days. 

AVHSEs were exposed to UVA for 2 hours daily for one week using an automated timer. UV 

dose and exposure was determined within values of prior work on human skin equivalents, 

cell monolayers, and mouse models38–40,198,202,203,213. 

ELISA (Adiponectin, IL-6, MMP-1) 

AVHSE culture supernatant was collected at the end of ALI week 8 from controls and 

photoaged samples. Samples were centrifuged and frozen at -80 °C until use. ELISAs were 

performed for human Adiponectin, Interleukin-6 (IL-6), and total matrix metalloproteinase 

(MMP-1) according to the manufacturer’s protocol (Proteintech Group, Rosemont, IL). Each 

sample was assayed in duplicate with standards completed for each run. For color 

development, tetramethylbenzidine (TMB)-substrate exposure was 20 minutes for 

Adiponectin and IL-6 and 15 minutes for MMP-1 at 37 °C in the dark. After stop solution 

was administered, color development was immediately measured at 450 nm with a 

correction wavelength of 630 nm using a SpectraMax M2 Multi-mode microplate (Molecular 

Devices, San Jose, CA) and corrected against a run zero standard. Four parametric logistic 

curves (4PLC) fits were used and  values below detection limit were set to zero. Sample 
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sizes varied for each assay due to sample availability and are as follows: Adiponectin: for 

each condition  n = 10, r2 = 0.9975;  IL-6: control n=6 and photoaged n = 8, r2 = 0.9993; 

MMP1: control n = 7 and photoaged n = 10, r2 = 0.9954 (9 values) and 0.91 (7 values)). 

Values that were not within range of the curve fit or standards were included in analysis. 

Post-culture immunostaining and confocal microscopy 

After culture, samples were pre-fixed in 4% paraformaldehyde for 5 minutes then 

fixed for 1 hour in 4% paraformaldehyde and 0.5% Triton X100 at room temperature. 

Samples were washed three times in PBS then stored at 4 °C until staining.  For staining, 

culture insert membranes were removed using forceps, as described previously48. The 

staining and imaging processes were completed in four phases: epidermal, dermal 

vasculature, adipose, and post-clearing (Table 4.2). The nuclear marker DRAQ7 was 

administered during the epidermal staining phase and was used until imaging was 

completed. Imaging orientation of the AVHSEs were dependent on stain phase (Table 4.2). 

For staining, primary and secondary antibody stain solutions were made up in blocking 

buffer (Table 4.2). All samples were stored at 4 °C in PBS until imaging. 

To image each fixed sample, custom polydimethylsiloxane (PDMS; Dow Corning, 

Midland, MI) molds were punched specific to each sample size and adhered to glass slides48. 

Samples were placed in the well with PBS and covered with another glass slide to preserve 

humidity while imaging. As AVHSE are too thick for direct confocal imaging throughout the 

structure, each sample was imaged in both apical and basal orientations. Stains were 

multiplexed to laser excitations in cases of minimal overlap (e.g. epidermal and subdermal 

stains), and this was confirmed through the sequential staining process.  



82 

 

Staining Sequence 

Stain/Imaging 

phase 

Staining/Processing Used Imaging Orientation 

1. Epidermal Cytokeratin 10, Involucrin, 

DRAQ7 

Apical (epidermal) 

2. Dermal 
Vasculatur
e 

Collagen IV Basal (hypodermis) 

3. Adipose BODIPY Basal (hypodermis) 

4. Post-
clearing 

(Methanol dehydration, methyl 

salicylate clearing) 

Basal (hypodermis) 

Epidermal Staining 

Antibody/Stain Information & Source Concentration  Notes 

DRAQ 7 Cell Signaling; [1:250] Nuclear marker 

Cytokeratin 10   Suprabasal epidermal marker 

Primary Cytokeratin 10 (DE-K10) mouse 

IgG, supernatant. Santa Cruz; sc-

52318 

 

 

Secondary Goat Anti-Mouse IgG (H&L), 

DyLight™ 488. Thermo Scientific; 

35502 (1 mg/mL) 

[1:500] 

Involucrin   Stratum Corneum, terminal 

differentiation marker117 
Primary Involucrin rabbit polyclonal IgG. 

Proteintech;  

55328-1-AP (30 µg/150 µL) 

 

Secondary Anti-Rabbit IgG (H&L) (GOAT) 

Antibody, DyLight™ 549 

Conjugated.  

Rockland Immunochemicals; 

611-142-002 

 

[1:500] 

Dermal Vasculature Staining 

Collagen IV   Vascular basement 

membrane 
Primary Collagen IV rabbit polyclonal 

Proteintech;  

55131-1-AP 

 

[1:500] 
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Secondary Anti-Rabbit IgG (H&L) (GOAT) 

Antibody, DyLight™ 549 

Conjugated. Rockland 

Immunochemicals; 611-142-002 

 

[1:500] 

Adipose Staining 

BODIPY Difluoro{2-[1-(3,5-dimethyl-2H-

pyrrol-2-ylidene-N)ethyl]-3,5-

dimethyl-1H-pyrrolato-N}boron; 

dissolved in 200 proof EtOH, 

CAS: 121207-31-6; Aldrich; 

790389 

[2 µM] Mature adipocyte marker 

Clearing 

Methanol CAS: 67-56-1 4 baths, 10 min. 

each 

For sample dehydration. 

Methyl 

Salicylate 

CAS: 119-36-8 4 baths, 5 min. 

each 

For sample clearing 

Blocking Buffer Recipe  

Reagent Amount 

ddH2O 450 mL 

10 x PBS 50 mL 

Bovine Serum Albumin (BSA) 5 g 

Tween 20 0.5 mL 

Cold water Fish Gelatin 1 g 

Sodium Azide (10% Sodium Azide in diH2O) 5 mL (0.1 % final concentration) 

All exposure for stains and antibodies: 48 hours, stationary, 4 °C 

Table 4.2. Staining sequence, antibodies, and blocking buffer used. 
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Tissue Clearing 

After completing staining and imaging phases 1-3, constructs were cleared via methyl 

salicylate with methanol dehydration. Constructs were dehydrated in methanol with 4x 10 

min baths then cleared in methyl salicylate with 4x 5 min baths. Constructs were stored in 

methyl salicylate and imaged via confocal microscopy on the same day, as detailed 

previously48.  

Quantitative epidermal analysis 

Thickness of epidermal layers were automatically detected from confocal images via 

thresholding differences using a custom analysis algorithm designed in MATLAB (MATLAB 

2018b; Mathworks, Natick, MA). For each sample, five confocal sub-volumes in the center of 

the AVHSE were used to detect thickness (total volume of 1.85 X 0.37 X 0.25-0.4 mm; 

imaging depths were adjusted per sample but a consistent voxel size of 0.7 X 0.7 X 3 µm was 

used). An average thickness was found for each XY position to obtain a volumetric thickness 

indication rather than from a single cross-sectional position or from max projection. Briefly, 

epidermis was localized using DRAQ7, cytokeratin 10, and involucrin stains. Noise was 

removed using median filters applied to each XY-plate and intensities were scaled by linear 

image adjustment. Background auto-fluorescence was removed using rolling ball filters on 

each XY plane and the epidermis was segmented using hysteresis thresholding. Gaps in the 

epidermal binary volume were removed via morphological closing and opening with a disk 

structuring element. The resulting binary volume created a computational plane from which 

the top and bottom difference could  be calculated and metrically scaled by appropriate 

voxel size.  Intensity comparison of the suprabasal markers, Cytokeratin 10 and Involucrin 

was completed across all samples using confocal images. A maximum projection image of 
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ten positions per sample was generated and average intensity values were calculated. For 

all epidermal quantification, three biological replicates with one/two technical replicates 

each were used for analysis, n = 5  for each group. 

Quantitative dermal/hypodermal analysis 

Adipose thickness, volume fraction (VF), and integrated intensity quantification was 

completed from 10 confocal sub-volumes per each sample (a total volume of 3.7 X 0.37 X 

whole Z-axis or 0.35 mm). VF is an estimate of the volume that adipose takes up within the 

hypodermis and dermal space together. Volumetric thickness was calculated using 

localization of the BODIPY mature adipose marker, as described for epidermal thickness 

quantification. Integrated intensity of BODIPY was quantified via custom algorithms. Briefly, 

image sub-volumes were segmented and the resulting binary masks were used to isolate 

BODIPY stain from background noise and autofluorescence. The sum of raw intensity along 

the z-axis was calculated for each sub-volume within its binary map, then all sub-volume 

values were averaged as a metric of the whole sample volume. These data were gathered 

from images taken in the 3rd imaging phase (Table 4.2). Three biological replicates with 

two technical replicates each were used for analysis, n = 6  for each group.  

Vascular quantification parameters of diameter, VF, and diffusion length (Rk) were 

determined from the average of 6 confocal sub-volumes per each sample (total volume of 

2.22 X 0.37 X whole Z-axis or 0.35 mm). Using the Collagen IV marker from cleared AVHSE 

structures (4th imaging phase, Table 4.2), vessels were located through segmentation 

(using MATLABs built in image toolbox and custom and published functions224,225) and 

ultimately edge detection via an enhanced hessian based frangi filter written for vessel 

detection166,226,227. VF was determined using the resulting volume segmentation. After  
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locating vessel location, segmentation data was skeletonized through a fast marching 

algorithm48,144,170–172 and the center of each vessel was found which allows for calculations 

of diameter and Rk (as completed previously144). Briefly, diameter was quantified by 

calculating the difference in pixel location of the vascular segmentation orthogonal to the 

vessel skeleton and Rk was obtained by determining the Euclidean distance between each 

point in the collagen volume and the nearest point on the network (values indicating the 

distance that encompasses 90% of the volume)144 . The vascular processing algorithm is 

given in supplementary appendix chapter 4. Two biological replicates with two technical 

replicates each were used for analysis, n = 4  for each group. 

Statistics 

Biological and technical replicates are noted for each quantification. Pairwise 

comparisons of control v. photoaged samples were completed through two-tailed t-test. 

ANOVA followed by Tukey’s HSD post-hoc test was used to test for statistically significant 

differences when applicable. Un-normalized data points are shown for comparison to tissue 

scale morphology. For statistical comparison, data were normalized to each biological 

control for epidermal, vascular, and adipose quantification. Significant differences of 

normalized data are plotted with p < 0.05 represented by a single asterisk;  p < 0.01 

represented by a double asterisk. Differences between ELISA values were run on raw data 

due to uneven biological/technical replicates; the same p-value representation is indicated. 

Results 

AVHSE enables tissue-scale studies of skin biology 
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 AVHSEs and the analysis techniques presented here enable study of skin 

volumetrically and at the tissue scale. We have shown that AVHSEs recapitulate epidermal, 

dermal, and hypodermal morphologies (Figure 4.2) through co-localization of epidermal 

markers, vascular markers throughout the dermis, and co-localization of vascular and 

adipose markers in the hypodermis (Figure 4.2). The automated image analysis of the three 

skin compartments was completed on biologically large volumetric areas with minimum 

volumes of 1.85 x 0.37 x 0.25 mm to analyze the epidermis and up to 3.6 x 0.37 x 0.35 mm to 

analyze the hypodermis. Importantly, tissue analysis at this scale provides a higher degree 

of precision over histological analysis in understanding skin as a whole.  
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Figure 4.2 Large format, stitched max projections. A) Image details the epidermal layer and was acquired using 
a short working distance objective with a 0.7 x 0.7 x 0.5 µm voxel size. Cytokeratin 10 is a suprabasal epidermal 
marker shown in cyan. Involucrin is a stratum corneal marker shown in magenta. Images were taken in staining 
phase 1. B) Image details the sub-dermis and dermis. Importantly there is co-localization of adipose and 
vasculature stains that spans a length of 3.6 mm (approximately half of this representative AVHSE). Collagen IV 
marks vasculature in cyan. BODIPY marks lipid droplets secreted from mature fat cells (magenta). Images were 
taken in staining phase 3.  
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UVA photoaging alters adiponectin expression 

 Prior studies have demonstrated decreased adipokine production during 

photoaging, and adipokines are mediators of the dermal photoaging mechanism203,228. To 

test if the AVHSE cultures were similarly responsive to UVA, we measured production of 

adiponectin using ELISA. AVHSE cultures were prepared and maintained through ALI as 

described in the methods. After 7 weeks of ALI, AVHSE were exposed to 7 days of UVA (2 

h/day, 385 nm, 0.45 ± 0.15 mW/cm2), or left as controls. Media supernatant was collected 

from both photoaged and control samples after UVA exposure. Adiponectin expression was 

significantly reduced, in agreement with prior in vivo studies203 (Figure 4.3 A). This was not 

accompanied by a general inflammatory response or increased matrix metalloproteinase-1 

(MMP-1) presence, as indicated by stable IL-6 and MMP-1 expression (Figure 4.3 B). 
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Figure 4.3. Cytokine evaluation from cell media was completed via sandwich ELISA. Cell media was collected 
after week 8 of culture. All values were corrected by a zero standard and values below detection limit were set 
to zero. All values were determined from four-parametric logistic curve fits. Sample sizes varied for each assay 
due to sample availability. (Adiponectin: for each condition  n = 10; r2 = 0.9975.  IL-6: control n=6 and photoaged 
n = 8; r2 = 0.9993; MMP1: control n = 7 and photoaged n = 10; r2 = 0.9954 (9 values) and 0.91 (7 values)). Values 
that were not within range of the curve fit or standards were included here to maintain un-skewed results. A 
two-tailed t-test revealed a significant decline in the adiponectin secreted into media after photoaging AVHSEs. 
Median bars are indicated by black bar and data points are triangles. 
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Figure 4.4. Epidermal characterization and quantification. A) The epidermal early differentiation marker, 
Cytokeratin 10 is localized in the appropriate epidermal region (suprabasal). The late differentiation marker, 
Involucrin is localized in the appropriate epidermal region (stratum corneum). Nuclei are marked with a DRAQ7 
counterstain and shown in yellow. Nuclei are localized in the lower regions of the epidermis as shown in these 
orthogonal images. No apparent changes in the experimental groups are present in the epidermal stained 
samples as shown in these representative images. Scalebars are 100 µm. B) Quantification of epidermal 
intensities was completed from z-axis maximum projections; no indication of intensity changes were found in 
either epidermal stain when comparing control (Ctrl) to photoaged (PA) samples. (n = 5 for both control and 
photoaged groups, three biological replicates with one/two technical replicates each). C) Epidermal thickness 
was volumetrically quantified and no differences were indicated (n = 6 for both control and photoaged groups, 
three biological replicates with two technical replicates each). Median bars are indicated.  
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Epidermis is stable during UVA photoaging 

Photoaging by UVA largely acts on the dermal and hypodermal portions of the skin 

rather than the epidermis, in contrast to UVB which shows epidermal toxicity201. To assess 

any changes in epidermal morphology, we stained suprabasal markers (involucrin and 

cytokeratin 10) along with the nuclear stain DRAQ7 to assess epidermal thickness. No 

statistically significant differences were observed in the staining intensity of involucrin and 

cytokeratin 10 (Figure 4.4 A-B), or in the overall thickness of the epidermis (Figure 4.4 C), 

when comparing the control and the photoaged AVHSEs. These data are consistent with the 

minimal in vivo effects of UVA on the epidermis201. 

Dermal vasculature is stable during UVA photoaging 

Prior studies have shown dermal vascular damage is associated with chronic UVA 

exposure, as determined from sun-exposed skin biopsies from young v. aged individuals 

(20-80 years)229. As a proxy for vascular damage, we quantified overall morphology in the 

AVHSE. Vascular structures were identified through localization of collagen IV (Figure 4.5 

A). Formation of well-developed vascular networks was observed throughout the dermal 

layer and hypodermis as shown in both the en face and orthogonal projections. Imaging for 

vascular quantification was performed after tissue clearing, to minimize the loss of signal 

deeper in the confocal volume. The 3D rendering shown is representative of the vascular 

network segmentation and skeletonization that was made possible with cleared tissues 

(Figure 4.5 B). Importantly, these techniques are possible with uncleared images as well48 

but clearing increases the volume of tissue that can be quantified. Vascular network 

diameters are representative of the inner vessel diameter and were quantified as 6.45±0.14 

μm for control and 6.34±0.12 μm for photoaged (median ± S.D.). Volume fraction (VF) of 
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vasculature had median values of 0.037±0.01 and 0.032±0.007 (control and photoaged, 

respectively; median ± S.D.). No statistical difference was determined in comparison of 

diameter or vascular VF.  Diffusion length (Rk)144 was calculated with median values of 

73.16±23.75  and 83±29.36  microns (control and photoaged, respectively; median ± S.D.). A 

significant increase in diffusion length of photoaged AVHSEs was detected (p < 0.01; 

normalized to biological replicate controls) which corresponds to a slight non-significant 

decrease in VF of photoaged samples. Increased VF and decreased Rk is preferable in 

metabolic tissues144 and data here reflects that preference in control samples v. photoaged.  

Hypodermal adiposity is reduced with photoaging 

Prior in vivo studies have shown reduced lipid synthesis and lower amounts of fat in 

hypodermal adipose associated with UVA photoaging228. To test if this was mimicked in the 

AVHSE model, we used confocal imaging of the lipid stain BODIPY in both controls and 

photoaged AVHSE. Representative images shown in Figure 4.6 A show decreased staining 

intensity and representative volume renderings are shown in Figure 4.6 B. To quantify 

adiposity, we utilized two morphological measures (lipid volume fraction and adipose 

thickness) as well as the integrated intensity. Both morphological measures exhibit subtle 

declines, but the results are non-significant (Figure 4.6 C-D). However, the overall stain 

intensity was significantly decreased (Figure 4.6 E), indicating an overall loss of lipid 

content in the photo-aged AVHSE. 
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Figure 4.5. Vascular staining and quantification. A) A comparison of confocal images of control v. photoaged 
AVHSE sub-dermis and dermis; Collagen IV marks vasculature in cyan. En face images are from staining phase 3; 
orthogonal images are from cleared samples with the top surface also marking Involucrin. Scalebars are 100 µm. 
B) Vessel location was found through image segmentation of 6 cleared sub-volumes per sample. Skeletonization 
was completed using segmentation data and the definitive center of each vessel detected was determined 
(magenta line). This is a representative 3D rendering of one confocal sub-volume. C) Skeletonization of vascular 
networks makes possible the calculation of vessel diameter and diffusion of vascular network (n = 4 for each 
condition, two biological replicates with two technical replicates each). Quantification indicates that vessel 
diameter and volume fractions remain stable when AVHSEs are photoaged and there is an increase in diffusion 
length for photoaged (p < 0.01). 
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Figure 4.6. Adipose staining and quantification. A) A comparison of confocal images of control v. photoaged 
AVHSE sub-dermis; BODIPY marks lipid accumulation at mature adipocytes in magenta. Scalebars are 100 µm. 
B) Representative 3D rendering of adipose volume fraction for control and photoaged samples. C) Top-Volume 
Fraction was calculated based on segmentation of the BODIPY stain as seen in B. Middle-Thickness 
quantification based on morphological closing of BODIPY segmentation. Bottom- Integrated Intensity of BODIPY 
across the volume shows a significant (p < 0.05) drop in photoaged samples (statistics run on normalized data to 
each biological control: n = 6 for each condition, three biological replicates with two technical replicates each). 
Black bars are medians, triangles are data points. 
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Discussion 

Skin provides critical barrier, insulation, and homeostatic functions in human 

physiology; these are known to be disrupted in aging2,3,230. Despite the importance, research 

is limited by the accessibility of physiologically relevant models, with conventional culture 

methods lacking the structure and organization of the overall tissue11 and conventional 

animal models presenting key differences from human aging physiology111,124. To address 

this, human skin equivalents (HSE) have been previously established as valuable models in 

the study of skin and aging11,13,14,16,20,23,84–88,91,95,96; however limitations remain. Of special 

relevance, loss and dysregulation of hypodermal adipose is implicated in physiological 

aging230–232 and aging-associated diseases including lipoatrophy233 associated with insulin-

resistant diabetes mellitus234. This dysregulation is poorly captured in current HSE. To 

address this, we have developed a robust and reproducible HSE that includes adipose and 

vascular components (AVHSE). This methodology builds off of previous studies216,235–238 and 

provides a model to study crosstalk between adipose, vascular, stromal, and epithelial 

components of skin in the context of aging. Further, this model is tissue-scale, stable for long 

culture durations, and suitable for aging studies. Other researchers have reported that when 

skin models are cultured with adipose tissue, after 2 weeks of culture, there was epidermal 

disintegration and that 7 days is enough time at ALI to produce a fully functional skin 

equivalent137. Although we did not directly compare skin equivalents without adipose to 

AVHSEs here or directly compare culture timepoints, we have not observed any obvious 

changes in epidermal coverage compared to our previous work in vascularized human skin 

equivalents that do not contain a subcutaneous adipose compartment48. While the model is 

customizable to study the effects of intrinsic and extrinsic aging factors, as a test case we 
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have demonstrated suitability for studies in UVA photoaging due to the strong literature 

base of both in vitro and in vivo studies available for comparison. Finally, we demonstrated 

the accessibility of the model for both molecular (e.g. ELISA) and morphological studies (e.g. 

volumetric analysis of cell organization).  

A key aspect of any HSE model is a differentiated and stratified epidermis. Here, 

N/TERT-1 keratinocytes154 were used to generate skin epidermis as previously 

completed48,124,126. Importantly, N/TERTs are a suitable and robust substitute to primary 

keratinocytes which have disadvantages including limited supply, limited in vitro passage 

capabilities, and donor variability126. HSEs generated with N/TERT keratinocytes 

demonstrate comparable tissue morphology, appropriate epidermal protein expression, 

and similar stratum corneum permeability when compared to HSEs generated with primary 

keratinocytes124,126. Similar to prior models, we demonstrate AVHSEs appropriately model 

the skin epidermis with correct localization of involucrin (a stratum corneum marker), and 

cytokeratin 10 (suprabasal early differentiation marker)121,122, and nuclei localized in the 

lower stratified layers (Figure 4.4). Further, volumetric imaging and automated analysis 

allows for epidermal thickness to be robustly calculated. AVHSE present with median 

epidermal thicknesses within 90-100 µm, similar to values in both prior in vitro studies 

100-200 µm181 and in vivo optical coherence tomography imaging of adult skin 59±6.4 to 

77.5±10 µm (mean ± S.D.)194. Consistent with prior in vitro and in vivo results showing UVA 

wavelengths predominantly impact dermal rather that epidermal layers239,240, UVA 

photoaging resulted in no observable changes in epidermal thickness or expression of 

differentiation markers in AVHSE (Figure 4.4).  
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In the dermis and hypodermis, skin is highly vascularized with cutaneous 

microcirculation playing important roles in thermal regulation and immune function188,230. 

Many prior HSE models have not included a vascular component47,124,126,175,217;  however, 

there is increasing recognition of its importance11,53,121,132,133,136,241. In the present work, we 

used collagen IV as a marker of the vascular basement membrane, enabling the automated 

segmentation and mapping of a vascular network within AVHSEs. The vascular VF of 

AVHSEs is lower than in vivo dermis (~3% compared to 20.0±5.0 to 40.3±2.4 % measured 

by OCT at four positions in the arm, mean ± S.D189), but prior work has shown this is tunable 

by using different cell seeding conditions 144. Optimizing the VF may be more involved in the 

AVHSE, since the ratio of adipose and vascular cells has been shown to be important in 

regulating tissue morphology235.  Thus, ratio of adipose and vascular cells would need to be 

optimized again for new cell and collagen densities. Adipose tissue is densely 

vascularized235,242,243 and the ability of adipocytes to generate lipid droplets and adipokines 

in the presence of endothelial cells is important to replicate the in vivo environment236. 

Previous work has shown that in co-culture of endothelial cells (ECs) and mature 

adipocytes can lead to dedifferentiation of mature adipocytes243, but in homeostatic cultures 

ECs and adipocyte crosstalk is important. Through soluble factor release, ECs regulate 

lipolysis and lipogenesis and adipocytes regulate vasodilation and contraction137,243. 

Secretion of adipokines by adipocytes aids vascular formation and adipose tissue 

stability236,243. In prior work, Hammel & Bellas demonstrated that 1:1 is the optimal ratio for 

vessel network within 3D adipose235, and we matched the 1:1 cell ratio in the present work.  

Quantification of vessel diameter in the Hammel & Bellas study shows that a 1:1 ratio of 

adipocytes to endothelial cells gives an average vessel diameter of ~10 µm235, our work 
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supports this finding with a median inner vessel diameter of ~6 µm. Importantly, these data 

are within the range of human cutaneous microvascular of the papillary dermis (4 to 15 

µm188). We did not observe morphological changes of VF and diameter within the 

vasculature due to photoaging. This is not entirely unexpected, as UVA exposure and its 

effects on vasculature are still poorly understood. While it is established that chronic UVA 

exposure can contribute to vascular breakdown229,244, the duration of our studies may be 

too short to see this effect in diameter and VF (1 week vs lifetime UV exposure in people 

over 809,229). However, photoaging did induce an increase in diffusion length (Rk). Rk is a 

measure of  the 90th percentile of distance from the vascular network and so a higher value 

corresponds to less coverage; values presented here match previous studies of vascularized 

collagen144. Rk of the vascular network for both control and photoaged samples was within 

the range of 51 - 128  µm which is importantly below the 200 µm diffusion limit245. Upon 

photoaging, AVHSEs did demonstrate a significant increase in Rk compared to controls. Rk 

is inversely related to volume fraction which showed a non-significant decrease in 

photoaged samples. In vascularized tissue, a high VF and low Rk is preferable144 and the Rk 

increase demonstrated indicates a loss in vascular coverage in photoaged AVHSEs. These 

findings conflict with studies of acute UV exposure in skin, which show stimulation of 

angiogenesis9,246. It has been proposed that UV light exposure may improve psoriasis by 

normalizing disrupted capillary loops through upregulation of VEGF by keratinocytes188. 

The AVHSE model could be used to more thoroughly test the effects of UV light and other 

molecular mechanisms it induces in future studies. 

The vascular networks extend from adipose to the epidermal-dermal junction (Figure 

4.5), consistent with previous literature53,144 and to normal human skin 
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histology/stereography247. Further, we observed vasculature colocalized with the lipid 

droplet BODIPY staining (Figure 4.2), indicating recruitment of the vascular cells to the 

hypodermis. Importantly, the vascular networks in prior studies and the present AVHSE are 

self-assembled. While there are advantages to self-assembly, especially the simplicity of the 

method, it is important to note the limitations. Cutaneous microcirculation in vivo has a 

particular anatomical arrangement with two horizontal plexus planes, one deep into the 

tissue in the subcutaneous fat region and one just under the dermal-epidermal 

junction188,248. Between these two planes are connecting vessels running along the 

apicobasal axis that both supply dermal tissues with nutrients and are an important part of 

thermoregulation188,248. Although the AVHSEs presented here are fully vascularized up to 

the epidermal junction they do not recapitulate this organization. While not covered in this 

work, future studies could incorporate layers of patterned or semi-patterned vasculature245 

to more closely match the dermal organization, depending on the needs of the researcher.  

In contrast to the epidermal and some vascular components, photoaging impacted the 

hypodermis. Volumetric imaging of BODIPY, which stains lipid droplets235, was used to 

identify the adipose. While small reductions in the morphological parameters (adipose 

thickness and lipid VF) were observed, they were not significant, suggesting there was not 

large-scale necrosis or loss of fat mass. However, there was a significant decrease in the 

intensity of BODIPY staining, indicating decreased lipid levels. This is consistent with 

photoaging of excised human skin showing that UV exposure decreases lipid synthesis in 

subcutaneous fat tissue228. We further collected culture supernatant and tested for the 

presence of adiponectin, IL6, and MMP-1. The data collected through ELISA (Figure 4.3) 

show that this AVHSE model secretes both adiponectin and IL6, which are also present in 
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native skin and both considered important adipokines216,243,249,250. Elevated serum 

adiponectin levels are linked to anti-inflammatory effects in humans249,250 and centenarians 

(who are a good model of healthy aging) have elevated levels of adiponectin249 Decreased 

adiponectin has previously been associated with photoaging in both excised human skin 

that was sun-exposed compared to protected skin and in protected skin that was exposed to 

acute UV irradiation203. Conversely, IL6 is a key factor in acute inflammation in skin, and has 

been shown to regulate subcutaneous fat function228,251. In prior studies of photoaging, IL6 

has demonstrated an increase after UVA irradiation in monolayer fibroblast cultures252 and 

excised human skin228,251. IL-6 is released after UV irradiation and has been linked to 

decreased expression of adipokine receptors and mRNA associated with lipid synthesis203, 

decreases in lipid droplet accumulation228, and enhanced biosynthesis of MMP1252,253. 

However, after one week of photoaging we did not observe an increase in IL-6 or MMP-1 via 

ELISA(Figure 4.3).  

The absence of changes in IL-6 and MMP-1 expression but decreases in lipid 

accumulation and adiponectin are not expected results but they could be due to 

methodology differences in UVA exposure. We determined our UVA dose and exposure 

based on literature values38–40,198,202,203,213. The dose used here was 0.45 ± 0.15 mW/cm2 with 

exposure for 2 hours daily for 7 d which roughly converts to 3.24 J/cm2 per day and a total 

of 22.68 J/cm2. Many studies do not report exposure time and/or present ambiguous 

timepoints. This, compounded with the practice of using doses based on sample 

pigmentation threshold and broad definition of UVA wavelengths is likely contributing to 

the discrepancy in IL-6 and MMP-1 expressions. Previous work has shown that neutralizing 

anti-IL-6 antibody prevents UV induced decrease of important fat associated mRNA (acetyl 
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CoA carboxylase, fatty acid synthase, sterol regulatory element binding protein-1) and that 

IL-6 secreted from keratinocytes and fibroblasts following UV irradiation inhibits lipid 

synthesis228. From previous work, it is clear that IL-6 secretion is upregulated by UVA and 

presence contributes to negative adipose function but more investigation is necessary to 

understand what UVA doses and exposures induce IL-6 and further at what timepoints after 

photoaging are these expressions quantifiable. In this model, it is possible that there were 

increases in IL-6 that contributed to adiponectin decreases in photoaged samples,  these 

trends may have been caught with different media collection timepoints. Alternatively, 

other analysis of inflammatory responses and adipokines may show generalized 

inflammatory responses identified in literature and further, changes in dose/exposure or 

continued photoaging may mimic the previously shown effects. 

There are notable limitations of the AVHSE model presented. Although we have 

presented a skin model that is closer to both anatomy and biology of human skin in 

comparison to past HSEs, we have not modeled skin fully through inclusion of other 

features of in vivo skin such as immune and nerve components. Including a functional 

immune system is important in understanding autoimmune diseases, cancer, wound 

healing, and decline of immune function in aged skin11,230. Additionally, neuronal cell 

inclusion will allow for modeling of sensory processes necessary for grafting and modeling 

of skin disorders associated with nerve dysregulation230. Further, while the cell lines used in 

this study were chosen for their low cost and accessibility, primary cells or populations 

differentiated from induced pluripotent stem cells (iPSCs) would more closely match the 

physiology in vivo. While changing cell populations would likely require some adjustment to 

the culture system, we have previously demonstrated that cell types can be replaced with 
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minimal changes48. We model epidermis, dermis, and hypodermis here, but we do not 

model the depth that is present in thick skin tissue; to mimic thicker skin the model would 

need to be taller. As nutrient and waste diffusion in tissues is limited to ~200 µm245, thick 

tissues will likely require perfusion to maintain throughout culture. Vasculature in thicker 

skin has higher diameters, especially in the lower dermis and hypodermis, these can be up 

to 50 µm188. Finally, for ease of use, initial collagen density in the AVHSE model is 3 mg/mL, 

much lower than in vivo densities35,254. Decline of collagen density is an important aspect of 

skin aging, correlating with skin elasticity and wound healing3,10,11,15,17–19. Varying collagen 

density influences vascular self-assembly144, but higher collagen densities are possible 

through a variety of techniques, including dense collagen extractions146, and compression of 

the collagen culture210. By incorporating these tools, AVHSE could be modified to more 

closely represent the in vivo dermal matrix. Further, the AVHSE method was demonstrated 

with low serum requirements; but serum was used for initial growth and the cultures are 

maintained for weeks without serum. Serum replacements during the growth phase could 

potentially provide a chemically defined xeno-free culture condition in beginning culture 

stages for greater reproducibility and biocompatibility. 

The presented AVHSE model provides unique capabilities compared to cell culture, ex 

vivo, and animal models. Excised human skin appropriately models penetration of 

dermatological products but there is limited supply and high donor variability255; replacing 

excised human skin with animal models or commercially available skin equivalents is not 

the best course of action because of the differences such as varying penetration rates, lipid 

composition, lipid content, morphological appearance, healing rates, and costs255,256; and 

limitations of customization. AVHSE can be cultured using routinely available cell 
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populations, are cost effective, and are customizable for specific research questions. 

Further, the model is accessible for live imaging, volumetric imaging, and molecular studies, 

enabling a wide range of quantitative studies. The current work focused on AVHSE as a 

research tool, but similar techniques could be further developed for the development of 

grafts. Grafting would require addressing many of the structural and biological limitations 

noted above, as well as modifications to address host immunity issues. Overall, we have 

demonstrated AVHSEs as a research platform with regards to photoaging effects, but 

expansions of this model could be utilized for clinical skin substitutes112, personalized 

medicine, screening of chemicals/cosmetics,  drug discovery, wound healing studies112,256, 

and therapeutic studies216. 
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Supplemental 

 

Figure 4.7 (Supplemental). UVA Photoaging Setup. UVA exposure was completed by drilling out a well plate lid 
and inserting UVA LEDs. Each LED had an output of 0.3-0.6 mW/cm2. AVHSEs were exposed daily for 2 hours, 
for 7 days.  
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Chapter 5  

Perfluoroalkyl substances dysregulate the human cell cytoskeleton and 

upregulate adipogenesis 
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Introduction 

Perfluoroalkyl substances (PFAS) are stable, water-soluble compounds that persist in the 

environment and are of major concern for the public98. These substances are widely used in 

surfactants, lubricants, paints, polishes, paper/textile coatings, food packaging, and fire-

retardant97,99,100. The most widely studied PFAS chemicals are PFOS and PFOA. These are 

organic compounds in which all hydrogens on all non-functional group associated carbons have 

been replaced by fluorine; thus, PFOS and PFOA are extremely stable due to their numerous 

strong carbon-fluorine bonds100. Due to their stability and bioaccumulative properties, PFAS are 

ubiquitous and are found in food and water99,101,257,258. PFASs have come under recent scrutiny 

as bioaccumulating toxins; once they reach a certain concentration in the body, their hydrophobic 

long chain structures penetrate cellular lipid bilayers and displace and disrupt membrane 

structures259–261. Concerningly, in people aged 12 or older, PFAS chemicals including PFOS, 

PFOA, PFNA, and PFHxS have been detected in more than 95% participants of a ~7800 sample 

study in the U.S.262.  These chemicals have also been found to environmentally bioaccumulate 

with detection in several animals including mammals and aquatic species263. 

The primary route of PFAS exposure in adults is through food and water ingestion. There 

are also a few studies demonstrating toxicity of PFAS through skin exposure in human tissue 

engineered skin and in animals263–265. In US children (~age 2), the exposure from dust ingestion 

and dietary ingestion is nearly equal258. Bioaccumulation of PFAS results in multiple health 

detriments with exposure ranging from pre-natal timepoints into adulthood. Toxicity mechanisms 

of PFAS within the cell and on tissue development are poorly understood but implications have 

been made regarding disruption of viability and proliferative capacity263, immune response 263, 
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pro-estrogenic endocrine processes266, lipid profile and fat development 267,268, cell membrane 

259,261,269, endothelial barrier270, gap junctions269,271,272, and cytoskeleton273 271. 

Epidemiological studies  

Higher PFAS concentrations in adults (especially women) are associated with greater 

weight regain105. Evidence for non-favorable lipid profiles linked to PFAS plasma concentrations 

has also been found including greater total cholesterol low-density-lipid (LDL), higher 

triglycerides, increased very low-density lipoprotein (VLDL), and increased gamma glutamyl 

aminotransferase (a liver enzyme)267,268. Further, hormonal effects have been linked to PFAS 

compounds in adult subjects. Reproductive hormones such as sex-hormone binding globulin, 

follicle stimulating hormone, and testosterone concentrations have been found to be inversely 

related to PFOA and PFOS in people aged 12-30 years274. Thyroid stimulating hormones and 

total T4 have been positively associated with PFAS while negative associations have been found 

with kidney function275. 

Children have a higher burden of PFAS partially due to mouthing behaviors, their lower 

body size to area ratio, and possible exposure via breastfeeding257. Studies with concerning 

outcomes concluded associations of increased PFAS exposure in utero and during childhood with 

adolescent/adult obesity105,276,277, cholesterol257, and increased beta cell dysfunction (a main 

factor for hyperglycemia which characterizes type 2 diabetes)276,278. Childhood  obesity and 

overweight risk is in turn associated with higher adult risk of obesity and multiple chronic 

diseases including cardiovascular disease and diabetes277. Several PFAS compounds are able to 

penetrate the placental barrier in pregnant women and reach fetal circulation279–282. Although the 

mechanism of accumulation is not yet understood, multiple studies have shown that this transfer 
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is preferential, that is, fetal concentration is higher than maternal concentration-possibly due to 

differences in fetal v. maternal blood281,282. Studies have associated higher maternal serum 

concentrations/exposure with decreased birthweight283,284 but increased infant adiposity284. A 

growing number of studies have also linked high maternal serum concentrations of PFAS to 

increased pediatric/young adult adiposity102,104,106,285,286 and changes in lipid profiles287.  

Hypothesized mechanisms of PFAS association with low birthweight and increased 

infant/childhood adiposity include lipid metabolism changes, reduced food/water intake by the 

mother, direct fetotoxic effect, endocrine disrupting effects, and other altered hormone 

levels279,288. Much evidence points toward hormonal effects and their downstream interference of 

tissue development and function including body weight and adipose regulation. One direct 

example of hormone sensitive development effects include changes in anogenital distance which 

have been observed in female infants284,289. Negative PFAS effects have also been explored with 

mechanisms acting on constitutive andostane receptor, pregnane-X receptor, estrogen receptor 

beta, and the phosphatidylinositol 3-kinase-serine/threonine protein kinase pathway284.  

Hypothesized mechanisms for greater weight regain in adulthood include PFASs possible 

involvement in changing energy metabolism and homeostasis of thyroid hormones105,290–292 

through transcriptional factor activation like peroxisome proliferator-activated receptors 

(PPARs)284. PPARα and PPARγ are key regulators in fatty acid oxidation, differentiation,  

adipocyte proliferation and function, glucose breakdown, and lipid and lipoprotein metabolism 

105,293–297. In mice, PFOA was shown to affect leptin and adiponectin release during 

differentiation of fat cells (adipocytes); leptin is a regulator of energy homeostasis while 

adiponectin is secreted by mature adipocytes and effects insulin responsiveness296. Low leptin 

levels at birth may increase risks of insulin resistance and obesity in later life296,298,299.  
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Conflicting evidence of PFAS effect on health  

At this time, the high PFOA/PFOS exposure association with decreased birthweight is 

based on multiple conflicting literature280. However, to shed light on conflicting conclusions, a 

case study that systematically reviewed 18 epidemiological and 21 animal studies regarding 

PFOA toxicity concluded that exposure to PFOA is in fact toxic to human reproduction and 

development300. Conflicting evidence of the associations between PFAS maternal concentrations 

and childhood adiposity is also present, although a recent mass analysis of cohort studies has 

concluded an association with early life exposure to PFOA and increased risk for childhood 

obesity286. Speculation upon the conflicting evidence of associations between PFAS maternal 

concentrations and childhood adiposity have been made regarding the differences in 

concentrations of PFAS evaluated in study populations104 and differences in method of subject 

weight measurement284. In many studies PFAS associations with negative health effects were 

only observed in the highest fraction of serum concentration studied while in lower 

concentrations associations were not present267. More evidence is required to fully understand 

PFAS associations and how they may vary with concentrations. It has been suggested that low 

maternal serum concentrations show positive associations with childhood adiposity and higher 

serum concentrations show positive, negative, or non-monotonic dose responses (NMDR) with 

childhood obesity104; this evidence is supported by the fact that PFAS are endocrine disrupting 

chemicals (EDCs)106, since EDCs have been shown to induce NMDR104,106,301,302. Much of this 

association has been investigated due to concrete developmental effects PFASs have on rodent 

birthweight when exposed in utero303. Importantly, animals have differences in PFAS 

metabolization and gestational duration when compared to humans and many animal effects were 

observed with very high levels of PFAS105,280,304.  
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Lipid profiles are associated with adult weight and prevalence of obesity250,267. There is 

much conflicting evidence on whether PFAS plasma concentrations are associated with less 

favorable or beneficial outcomes on lipid profiles. Several studies have linked PFAS with higher 

total cholesterol, higher triglyceride levels, and higher low-density lipoprotein267,268,305–315 while 

other studies have linked higher PFAS plasma concentrations with beneficial lipid profile 

effects267,287,293,316,317. Drawing conclusions based on adiposity effects of PFAS in animals 

should be carefully considered as well. Notably, mice have differences in adipocyte derived 

hormones; for example, resistin is secreted by adipocytes in the mouse but in humans is not 

expressed in adipocytes and is primarily present in monocytes and macrophages296.  

Hypothesized PFAS effects on Hippo signaling and the cytoskeleton 

Conflicting literature of PFAS and associations with health elucidate a need for further 

understanding at the cell and biological signaling level of PFAS effect on humans. These 

contradictions are exacerbated due to the poor understanding of the toxic mechanisms PFAS 

elicits. Several of these mechanisms share common modulators, the Hippo signaling pathway and 

the cell cytoskeleton.  

Hippo signaling is a crucial cellular pathway involved in organ development, growth, 

homeostasis, stem cell maintenance, and regeneration318–326. Briefly, the classic Hippo cascade 

involves kinase regulators mammalian Ste20-like kinases 1/2 (Mst1/2) and large tumor 

suppressor 1/2 (Lats1/2) which act to regulate phosphorylation and degradation of Yes-associated 

protein (YAP) and transcriptional co-activator with PDZ-binding motif (TAZ)321,326–328. As 

downstream effectors of the Hippo pathway, YAP and its paralog TAZ target genes involved in 

cell growth, proliferation, differentiation and development319–321. When Hippo is active, 

YAP/TAZ are phosphorylated leading to YAP/TAZ degradation and cytoplasmic retention326. In 
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the inactive state, YAP/TAZ accumulate in the nucleus and target proteins of TEA-domain 

containing family (TEAD1-4), runt-related transcription factor (RUNX), and others.318,321,326. 

Several factors can mediate activation of the Hippo pathway including the classic cascade 

involving Mst1/2 and Lats1/2, mechanical cues, cell polarity and adhesion mechanisms, 

metabolic pathways, ligand-dependent activation, and hormone/growth factor control321,329. 

Further, YAP/TAZ are involved in pathway crosstalk as well321,329.  YAP and its core upstream 

regulators Mst1/2 and Lats1/2 have been investigated in several organs and their developmental 

dysregulation which may be linked to changes in body weight. 

  Many organ systems have been studied to identify developmental problems after 

knockout of Mst1/2, Lats1/2, or YAP. Through these investigations, it has been shown that 

changes in the main regulators and effector YAP have caused lung epithelial defects318, faults in 

kidney structure development318,330, bone to fat ratio disruptions331, over proliferation during 

intestinal development318,319,324,330,332, improper regulation of liver development including 

epithelial and hepatocyte maturation changes318,319,324,326,328,333, and pancreas mass/size 

changes324,325. It is still unclear how PFAS may disrupt YAP regulation and how these 

mechanisms tie into body weight and organ development/size control. PFAS may regulate the 

Hippo pathway via mechanosensing extracellular matrix changes through focal adhesions and the 

actin cytoskeleton, a known Hippo pathway propagation334.  YAP/TAZ regulation through 

Rho/ROCK activation acts as a control mechanism for transcriptional control of cytoskeleton 

stability334, PFAS is likely effecting cell function and viability through this Hippo pathway 

cascade as well. 

Adipogenic versus osteogenic polarization of mesenchymal stem cells is dependent on 

YAP/TAZ localization in the Hippo signaling pathway, a relationship linked through mechanical 



113 

 

cues and cytoskeletal tension331,335,336. An increase in nuclear YAP/TAZ localization corresponds 

to increased osteogenic stem cell differentiation while increases in cytosolic YAP/TAZ 

correspond to higher adipogenic differentiation319. Mechanical regulation of adipogenesis upon 

nuclear localization has been suggested to work through transcription factor ß-catenin or SMAD 

proteins rather than TEAD336. Due to the cytoskeletal involvement in adipose tissue, it is 

plausible that PFAS may dysregulate adipose through perturbation of cell cytoskeleton. PFAS 

chemicals have been found to act on the cell cytoskeleton through disruption of f-actin, 

microtubules, and gap junctions269–273,337,338. PFAS has been shown to disrupt and fragment  

actin cytoskeleton and tight junctions in mice Sertoli cells and human microvascular endothelial 

cells (respectively)271,338. It is likely that PFAS effects cytoskeleton integrity and could change 

balance of osteogenic/adipogenic polarization of mesenchymal stem cells and/or adipose tissue 

homeostasis.    

During adipogenesis, cytoskeleton remodeling is a preliminary process and it has been 

found that the cytoskeletal components actin, tubulin, vimentin, and septin (a novel cytoskeletal 

component in adipocytes339) undergo localization and expression changes 340. Specifically, actin 

forms filament bundles in the cytoplasm of pre-adipocytes and short filaments in mature 

adipocytes with similar organization in the microtubules, and vimentin regulates lipid droplet 

accumulation by forming cage structures that surround lipid droplets 340. Septin has been found to 

form filaments or rings depending on timepoint within adipocyte differentiation. These findings 

support the cytoskeleton’s role in regulation of adipogenesis and lipid accumulation. 

In a study completed with rat cardiomyocytes, it was found that the adipokine, 

adiponectin acts on Rho/ROCK and increases RHO GTPase activity and induces cytoskeletal 

remodeling to further regulate glucose uptake and metabolism341. Adiponectin effects were 
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demonstrated by its ability to increase membrane microvillar like protrustions, and increasing 

actin polymerization to form filamentous actin/actin stress fibers341. Potentially PFAS chemicals 

may be directly disrupting the cytoskeleton or disrupting it indirectly through changes in the 

adipokine profiles that adipose tissue secretes. On the other hand, PFAS may regulate the Hippo 

pathway via mechanosensing extracellular matrix changes through focal adhesions and the actin 

cytoskeleton, a known Hippo pathway propagation334.  YAP/TAZ regulation through Rho/ROCK 

activation acts as a control mechanism for transcriptional control of cytoskeleton stability334, 

PFAS could be effecting cell function and viability through this Hippo pathway cascade as well. 

The mechanical control of adipogenic differentiation of MSCs relies on both  the integrity of the 

actin cytoskeleton itself and tension feedback from myosin II motor which directly acts on the 

Hippo signaling pathway336. It is possible that PFAS effects YAP/TAZ localization via 

cytoskeleton integrity. 

These connections between adipose tissue maturation and cytoskeletal remodeling are a 

potential avenue for PFAS perturbation and how it effects lipid profiles and fat development. In 

obesity, adipocytes are hypertrophic and the expression of the adipokine leptin increases and 

inflammatory cytokines (TNF-alpha and IL-6) are increased while adiponectin and lipoprotein 

lipase are decreased249,341–343. There are also increases in angiogenesis, immune cell infiltration, 

and adipose inflammation. These changes are characteristics of insulin resistance, hyperglycemia, 

dyslipidemia, hypertension, and obesity/adiposity 249,250 and could be common ground for PFAS 

associations with obesity in humans.  

Based on these observations, we hypothesize that PFAS may be mechanistically 

perturbing the cell cytoskeleton and working through the Hippo pathway resulting in abnormal 

developmental outcomes in children. In the current study, we have evaluated PFAS’ effects on 
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skin epithelial and adipose derived stem cell lines. We performed in vitro experiments to 

determine if the cytoskeleton is modulated by PFAS in two types of cells and investigated 

dysregulation of f-actin and acetylated tubulin. Functional effects on cell survival of both cell 

types and differentiation of adipose was evaluated in response to PFAS exposure. To investigate 

if the Hippo signaling effector, YAP, is modulated by PFAS, we quantified YAP expression and 

localization. Further, we have shown that damaged phenotypes due to PFAS effect the wound 

healing processes of keratinocyte skin cells and adipose derived mesenchymal stem cells and that 

some doses of PFAS chemicals induce higher amounts of adipogenesis as determined by lipid 

droplet staining and qPCR. 

Materials and Methods 

Routine Cell Culture 

All cell types were routinely cultured at 37 °C and 5% CO2. The human immortalized 

keratinocyte cell-line N/TERT-1, expressing hTERT and loss of p16INK4a function124,344 was a 

generous gift from Smits and Rheinwald124,154.  N/TERT-1s were grown up in modified K-

SFM media blend including K-SFM base, endocrine growth factor (EGF) [0.2 ng/mL], bovine 

pituitary extract [25 µg/mL], and 5% penicillin/streptomycin. Cells were routinely 

passaged at 30-50% confluence154 (passages 5-7 were used for experiments). Adipose 

derived mesenchymal stem cells, hTERT immortalized (ASC52telo; ATCC SCRC-4000, 

Manassas, VA), were also used for experiments at passages 3-7. ASC52telos were grown up 

as recommended by the manufacturer in Mesenchymal Stem Cell Basal Medium (ATCC PCS-

500-030) and supplemented with Mesenchymal Stem Cell Growth Kit for adipose and 

umbilical derived MSCs- low serum components (ATCC PCS-500-040: Fetal bovine serum 

2%, rh FGF basic [5 ng/mL], rh FGF acidic [5 ng/mL], rh EGF [5 ng/mL]), L-Alanyl-L-
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Glutamine [2.4 mM], and  G417 [0.2 mg/mL]. ASC52telos were regularly passaged at ~80% 

confluence. 

Experimental Cell Culture 

All PFAS exposure experiments were completed in 24 well plates on 10/12 mm 

glass coverslips. N/TERT-1s and ASC52telos were seeded at 50,000 cells/well for 24 and 72 

hour exposure timepoints. Prior to PFAS treatments, cells settled for 24 hours and then 

chemical exposure was begun via administration in media. No media changes were 

completed after chemical administration. PFAS chemicals of interest include 

Perfluorooctanoic acid (PFOA, 95%; Sigma Aldrich CAS #: 335-67-1) and 

Perfluorooctanesulfonic acid tetraethylammonium salt (PFOS, 98%; Sigma Aldrich CAS 

#56773-42-3).  For PFAS treatment experiments, N/TERT-1 cells were evaluated in the 

previously mentioned K-SFM media blend while ASC52telo cells were evaluated in DMEM 

High Glucose base, 5% FBS, 1% P/S. Working stock of PFOA [10 mM] was made by adding 

41.407 mg of PFOA to 10 mL of warm (37 °C) cell specific media. Working stock of PFOS 

[400 µM] was made by adding 10.069 mg of PFOS to 40 mL of  warm (37 °C)  cell specific 

media. PFOA and PFOS stocks were vortexed then warmed for an additional hour at (37 °C) 

before being used for dilutions. Each well contained 1 mL of media with chemical dose 

during treatments. 

PFOS effects were studied in N/TERT-1s at [0 µM, 30 µM, 40 µM] and in ASC52telo 

at [0 µM , 30 µM, 40 µM]. PFOA effects were studied in N/TERT-1s at [0 µM , 100 µM, 125 

µM] and in ASC52telo at [0 µM , 100 µM, 125 µM]. All doses were determined empirically.  
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Adipogenesis Assays 

PFAS effect on the differentiation process of adipose derived mesenchymal stem 

cells into adipogenic phenotype was also investigated. Adipogenic differentiation was 

induced via media, as completed previously222. Adipogenic induction media was DMEM 

(high glucose) supplemented with 10% FBS and 1% P/S, 500 µM 3-isobutyl-1-methyl-

xanthine (Sigma), 1 µM Dexamethasone (Sigma), 10 µg/mL Insulin (Sigma), and 10 µg/mL 

indomethacin (Sigma).  To examine how PFAS effected these processes, ASC52telo cells 

were plated at a density of 25,000 cells/coverslip in 24 well plates on 12 mm glass slides 

and cultured in adipogenic conditions. After initial seeding in routine culture media, at 48 

hours PFOA [100 and 125 µM ] and PFOS [20, 30, 40 µM] were added to well plates. Control 

media was Adipogenic Induction media. Cultures were carried out for 19 days, at endpoint, 

all wells were fixed with 4% PFA for 15 minutes then washed x 3 with PBS (-,-). Plates were 

either stored at 4 °C or were immediately exposed to oil-red-o staining for adipogenesis 

assessment.  

To assess adipogenesis, lipid content was assayed using Oil Red O (ORO) staining 

which marks lipids secreted by adipocytes. ORO staining was completed similar to previous 

studies222,345. Briefly, a 0.5% lab stock was made up by dissolving 0.2 g Oil Red O in 40 mL 

Isopropanol . After dissolving overnight, a working stock was made up by diluting the lab 

stock 2:3 with culture grade water to yield a 0.2% solution in 40% Isopropanol. The 0.2% 

solution was made up immediately before exposure then filtered before use with a 0.2 µm 

sterile syringe filter. Each 24 well was filled with 0.5 mL ORO and incubated for 30 minutes 

at room temperature. After exposure, coverslips were washed 5x with autoclaved distilled 

water. Phase Contrast imaging at 10x was performed to evaluate adipogenesis and oil-red-o 
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accumulation. For oil-red-o analysis, 3 images were taken per coverslip for each replicate 

set.  

Isolation of mRNA and quantitative polymerase chain reaction 

For RNA isolations, ASC52telo cells were plated at a density of 500,000 cells/60 mm 

tissue culture plate then grown up for 48 hours in their routine culture media. At 48 hours, 

adipogenesis was induced via media and cells were cultured in adipogenic conditions for 19 

days with experimental chemical doses. At day 19, mRNA was isolated using the Thermo 

GeneJet RNA Purification Kit (Thermo Scientific, Ref #K0732). All RNA isolations were 

carried out as outlined by the manufacturer. Assays were completed to assess for 

adiponectin, leptin, PPARγ, CEBP, and CTGF, using the housekeeping gene GAPdh. Primer 

sequences given in supplementary data Table 5.1 Primer Sequences used for qPCR. 

. Quantitative polymerase chain reaction (qPCR) was performed via SensiFAST™ SYBR 

No-ROX One-Step mastermix from Bioline. All reactions were performed in triplicate. qPCR 

reactions were completed using a Mic Real Time PCR Cycler (Version 2.10.1, bio molecular 

systems) at 10 minutes at 45 °C then 2 minutes at 95 °C then 40 3-step cycles of 95 °C for 5 

seconds, 60 °C for 20 seconds, and 72 °C for 10 seconds and a melt from 72 °C to 95 °C at 0.3 

°C/s. For quantification of mRNA, n = 4.  

Fixing, Staining, and Imaging 

Following culture, coverslips were fixed and permeabilized in place for 20 minutes via 

4% paraformaldehyde and 0.25% triton x  100. After fixation, coverslips were washed with 

PBS x 3 and either stored at 4 °C in PBS or blocked and stained immediately. Samples were 

first blocked for one hour then stain solution of primary antibodies was added (blocking 
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buffer recipe given in supplemental data). All stain solutions were made up in blocking 

buffer except DAPI which was made up in 1 x PBS. Primary antibodies and chemical stains 

used include: YAP-1, Acetylated Tubulin, Ki67, Phalloidin, DAPI (1 x); antibody 

specifications given in supplemental data Table 5.2. Coverslips were exposed overnight at 4 

°C to primary stain solution then removed, washed x3 with 1x PBS, then exposed overnight 

to the secondary solution (Table 5.2). DAPI was used to mark nuclei and coverslips were 

exposed for 20-30 minutes at room temperature in 1x PBS, after initial staining was 

complete. All coverslips were mounted to glass slides using gelvitol (made in house) 

allowed to dry, then cleaned with 70% ethanol prior to imaging. Confocal imaging was 

performed using a Leica TCS SPEII confocal, sCMOS camera attachment. Imaging 

parameters remained the same for each coverslip in order to compare intensities; each 

coverslip was imaged using a 20-25 position tilescan (~1mm2 area) and a 1 micron voxel 

size. 

Quantitative Analysis 

Confocal volumes were assessed via custom algorithms designed in MATLAB 

(MathWorks, Natick, MA). Briefly, maximum projections of each tile-position per sample 

was filtered and segmented which enabled antibody intensity quantification and cell colony 

health evaluations. YAP intensity at nuclei and cytosol was quantified in N/TERT-1 and 

ASC52telo and the number of nuclei per sample was also quantified as an indication of cell-

colony health after PFAS exposure. For ASC52telo cells, Ki67 was quantified at nuclei as an 

indication of proliferation. To evaluate dysregulation of the cytoskeleton of  N/TERT-1 cells, 

expression of phalloidin (f-actin stain) and acetylated tubulin were quantified using 

concentric annular rings. Cells were identified using the phalloidin stain then two regions 
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were indicated. A peri-nuclear region (encompassing the nuclei) and a peripheral nuclear 

region was identified for each cell and the intensities of phalloidin and acetylated tubulin 

were quantified within the segments. For all analysis, each experimental condition 

quantification was based on at least 20 positions per coverslip,  intensities were averaged 

per position per coverslip. For all analysis of confocal images, n = 3 for N/TERT-1 cells for 

each timepoint and n = 4 for all ASC52telo cells for each timepoint. 

For quantification of adipogenesis, custom MATLAB algorithms were written to assess 

pixel area of ORO present in each control and dosed coverslips. Three phase contrast images 

were taken per well; cell coverage and ORO content was determined via image 

segmentation and averaged for each sample then ORO content was normalized to both the 

cell coverage of the sample and to the control of each experiment group (n = 6).  

Statistics 

Pairwise comparisons were performed using two tailed t-test, and variance analysis 

completed through one-way anova. Significance of p <0.05 is denoted with one asterisk, 

while significance of p < 0.01 is denoted with a double asterisk. Results are indicated with 

medians. 

Results 

PFAS regulates cytoskeletal disruption 

After exposing N/TERT1s to PFAS, localization of f-actin and acetylated tubulin 

expression within the cytosolic regions shifted. To quantify these expression differences, 

phalloidin staining established cell location through automated image segmentation. Stains 

of interest were found within the cell location and nuclei were found through segmentation 



121 

 

of the DAPI marker. Two annular regions were identified within cells, the first region 

encompassed the nuclei and the second region was on the edge of the cell boarder (Figure 

5.1 A). Representative images of N/TERT-1 cells after 72 h of PFAS exposure demonstrate 

the shifts of acetylated tubulin and f-actin expression from control to experimental groups 

(Figure 5.1B). The ratio of the outer region to the inner region (R2:R1) was calculated 

(Figure 5.1C). At 24 hours after chemical exposure, there were not significant changes in 

acetylated tubulin or f-actin expression. At 72 hours after chemical exposure, there were 

significant drops in intensities of each stain from outer region (R2) to the inner region (R1) 

for some doses. Significant shifts in intensity of Acetylated tubulin were demonstrated for 

all doses: PFOA 100 µM (p<0.05),  PFOA 125 uM (p<0.05), PFOS 30 µM (p<0.01), and PFOS 

40 µM (p<0.05). Significant shifts in intensity of f-actin expression (phalloidin) were 

demonstrated with exposure to PFOA 125 µM (p<0.05), PFOS 30 µM (p<0.01), and PFOS 40 

µM (p<0.01).  

PFAS regulates YAP localization in epidermal cells 

To investigate wheter PFAS acts on the Hippo Signaling pathway through YAP, we 

quantified YAP intensity at the nuclei and in the cytosol for each experimental dose at all 

timepoints using image segmentation (as described in the methods). Ratio of 

nuclear:cytosolic YAP are presented (Figure 5.3). Representative images show YAP 

expression in N/TERT-1 and ASC52telo cell lines at 72h and 48h exposures, respectively 

(Figure 5.3 A). Quantification of YAP intensities are given in Figure 5.3 B. YAP intensity in 

N/TERT1 cells under both doses of PFOA and PFOS at 72 h did exhibit significant shifts. In 

all cases, YAP intensity at the nuclei was greater than cytosolic YAP. At 24 h, N/TERT-1 cells 

did not demonstrate significant changes in YAP localization under PFOS or PFOA exposure 
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(Figure 5.8).  At 48 h, ASC52telo cells showed no signficant shifts in distribution of YAP for 

either PFOA or PFOS.  

PFAS effects cell viability in epidermal cells 

 Cell counts were measured as an indication of colony viability for both N/TERT-1 

and ASC52telo. Nuclei were counted via automated image segmentation of DAPI expression 

(Figure 5.4). At 24 h, 40 µM PFOS induced a significant drop in nuclei counts (cell death) of 

N/TERT-1 (p <0.01). Both doses of PFOA tested induced significant cell death at 72 hours 

(p<0.01 each) and both doses of PFOS induce significant cell death as well (p<0.01, each). 

From these data, we conclude that the tested doses of PFOA and PFOS are more toxic to the 

epidermal cell line at 72 h and PFOS is more toxic than PFOA. At 48 h, ASC52telo cell counts 

were stable with no significant changes for any dose of PFAS exposure. Because of the ASC 

stability under PFAS exposure, we also investigated whether PFAS may be affecting the 

proliferation of this cell line (Figure 5.5). Nuclei were segmented, as described in the 

methods, and Ki67 intensities at the nuclei were quantified. Neither PFOA or PFOS induced 

significant changes in proliferation of the ASC52telo cells, although there was more 

variability at high PFOS doses.  

PFAS regulates adipogenesis  

 To understand the effect that PFAS chemicals have on adipogenic differentiation of 

the adipose derived stem cell line (ASC52telo), ASCs were exposed to PFAS chemicals over 

the course of a 19 day differentiation induced via adipogenic media. In this experiment, 

PFAS was dissolved in cell culture media and so for every media change, another dose of the 

PFAS chemical was given. To evaluate adipogenesis, fat cells were stained with Oil Red O to 
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mark lipid accumulation. Through automated image analysis, ORO pixel area was quantified 

then normalized to cell coverage and to the control. Data gathered show a significant 

increase in lipid droplets (ORO) in cells exposed to PFOA 100 µM (p<0.05), PFOS 30 µM 

(p<0.05), and PFOS 40 µM (p<0.01); statistical significance was determined by paired two-

tailed t-tests. 

 Leptin and Adiponectin are two important adipokines secreted by mature adipose 

tissue [ref]. We evaluated amplification of leptin and adiponectin mRNA after 19 days of 

PFAS chemical exposure during adipogenesis (Figure 5.7). qPCR results indicate significant 

(p < 0.01) drops in amplification of Leptin mRNA under PFOS doses of 30 and 40 µM as 

compared to their control (respective medians of 0.208, 0.2046, and 1.009). No other 

significant changes were detected. We also investigated expression of Adiponectin mRNA, 

and results indicated no significant changes in expression. 
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Figure 5.1 Radial Nuclear Intensity Quantification. A) Schematic of basic automated image segmentation 
process to isolate regions within cell. 1. Phalloidin (f-actin marker, yellow) is used to establish cell location mask 
and then 2) stains of interest are identified within those areas (Acetylated Tubulin-cyan, DAPI-magenta). 
3)Nuclei are segmented based off of DAPI stain. 4. Two annular regions within the cell area are defined off of 
nuclei centroids. B) Representative images of the cytoskeletal markers Acetylated Tubulin and Phalloidin (marks 
f-actin) in N\TERT-1 cells after 72h PFAS treatment. C) Quantification of intensity is displayed as ratio of 
intensity (Region2:Region1).  PFOA doses are A: 100 µM, B: 125 µM. PFOS doses are A: 30µM, and B: 40 µM. n = 
3. At 24 h there are no significant changes in distribution of acetylated tubulin or f-actin for all experimental 
groups. At 72 h, all PFAS doses tested induce a shift in Acetylated tubulin staining toward region 1 (p<0.05 for all 
doses except for PFOS 30 µM (p<0.01)). Expression of f-actin intensities are also shifted toward region 1 for 
PFOA 125 µM (p<0.05) and PFOS 30 and 40 µM (p<0.01,each). Data shown as median (black bar) and individual 
data points (triangles). Scalebars are 100 µm. 
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Figure 5.2. Cytoskeletal disruption. Phalloidin was used as an anti f-actin marker. Representative images of 
ASC52telos at 48 h and N/TERT-1 at 72 h are shown. Actin fiber dysregulation is demonstrated by the changes 
in bundling, fiber length, and alignment in ASCs. N/TERT-1 fiber dysregulation is demonstrated here general 
shifts in intensity and fiber localization and particularly noticeable are the prominent filopodia at cell edges. 
Scalebars are 100 µm. 
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Figure 5.3. YAP localization. YAP intensities were quantified at the cytosol and nuclei for all experimental 
groups. Generally, there were not significant changes in localization of YAP with the exception of N/TERT-1s 
after 72 h of exposure of PFOS (30 and 40 µM; p <0.05). In ASC52telos, after 48 h of exposure to PFOS 40 µM, 
there was a significant increase in nuclear and cytosolic YAP (p<0.05 at nuclei and p<0.01 at cytosol). For 
N/TERT-1 experiments, n = 3; for ASC52telo experiments, n = 4. Data shown as median (black bar) and 
individual data points (triangles). Scalebars are 100 µm. 
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Figure 5.4. Nuclei Counts. Nuclei were identified through DAPI segmentation then automated counting was 
used to determine nuclei number per experimental group. At 24 h, PFOA induced no cell count changes while 
PFOS 40 µM induced a drop in counts, indicating high toxicity. At 72 h, All tested doses were detrimental to cell 
health as indicated with significant nuclei count changes (for all doses p<0.01). ASC52telo cells were stable after 
48 h or PFAS exposure and exhibited no significant changes in nuclei counts. For N/TERT-1, n = 3. For 
ASC52telo, n = 4. Data shown as median (black bar) and individual data points (triangles). 
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Figure 5.5. Proliferation of ASC52telo cells. Ki67 expression was used to determine proliferative capabilities of 
ASC52telos under PFAS chemical dosing. Nuclei were segmented via DAPI and Ki67 expression at cell nucleis 
were quantified. For both chemicals, there were no significant changes in proliferation (p<0.05). Data shown as 
median (black bar) and individual data points (triangles). Scalebars are 100 µm.  
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Figure 5.6. Oil Red O quantification. Representative images show Oil Red O staining of lipid droplets secreted by 
mature fat cells. Area of ORO was quantified via automated image analysis All data points were normalized to 
adipogenesis control and cell coverage.  PFOA doses are A: 100 µM, B: 125 µM. PFOS doses are A: 20 µM, B: 
30µM, and C: 40 µM. The PFAS doses PFOA 100 µM and PFOS 30 µM significantly increased lipid droplet 
presence (p<0.05). The high PFOS dose, 40 µM, also induced a difference (p<0.01). Scalebar is 250 microns. Data 
shown as median (black bar) and individual data points (triangles).   
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Figure 5.7. Gene amplification via qPCR. Adiponectin and Leptin are adipokines secreted by mature fat cells. 
Significant differences were found when comparing leptin mRNA expressions of high PFOS doses to control 
samples. No significant changes were found in mRNA expression of Adiponectin. Data shown on log scales as 
median (black bar) and individual data points (triangles). 
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Discussion 

PFAS chemicals have stable and bioaccumulative properties which makes them 

particularly dangerous to biological membrane structures and to the environment in 

general98,100,259–261. Previous work has shown that higher maternal serum concentration of 

PFAS are associated with decreased birthweight but increased adiposity in infants and in 

pediatric/young adults, but the mechanism of these changes and toxicity of PFAS chemicals 

are still largely unknown 102,104,106,284,285,316.  Work in animal models has shown that PFAS 

chemicals have toxic effects and that in some cases these follow nonmonotonic 

responses293,346,347. Generally, there is a discrepancy in research doses of PFAS and 

environmental exposure and detection of PFAS. The U.S Environmental Protection Agency 

(EPA) set federal drinking water guideline limits for PFAS at 70 ng/L (for both PFOA and/or 

PFOS, individually or combined) but, as of 2019 only seven states developed guidelines varying 

from 13-1000 ng/L348. Several states do not have any guidelines at all or only have guidelines for 

one of many PFAS chemicals. Although the PFAS doses administered in this work are higher 

than the limitations set (1000 ng/L of PFOS is ~2 µM and of PFOA is ~ 2.4 µM), the 

bioaccumulative properties of PFAS are an important consideration. Guidelines set by the EPA 

cannot account for bioaccumulation and only apply to drinking water even though humans are 

exposed to PFAS through many avenues including high amounts from contaminated aquatic 

species263,349. Thus, there is a mismatch between what guidelines say are safe to consume and 

what humans are actually consuming or being exposed to. Further, bioaccumulative properties of 

PFAS chemicals are difficult to model in vitro and hard to discern in vivo because of 

environmental and body variability. In the experiments completed here, samples were given the 

same doses for each timepoint and were only dosed a single time. For example, the 72 h 
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timepoint experiments did not get exposed to more PFAS toxicant than the 24 hr timepoint, but 

the cells were exposed longer. For the adipogenesis assays, cells were exposed to PFAS at every 

media feeding, and therefore may have modeled bioaccumulation in a different way than the 

N/TERT-1s and undifferentiated ASC52telos.  

To help understand underlying mechanisms of PFAS toxicity in human cells, we 

studied PFAS effects on cell monolayers. The data presented here show that PFAS effects 

cell and colony health, as determined by nuclear counts (Figure 5.4). Interestingly, 

ASC52telo cell monolayers that were exposed to PFAS remained stable 48 h after exposure 

and there was not a significant difference in cell number. To understand if PFAS had 

detrimental effects on proliferation of ASC52telos, we quantified the proliferative marker, 

Ki67 but concluded that these doses of PFOS and PFOA do not have significant effects on 

proliferative capacity of ASCs either. However, in agreement with past literature346 that 

investigated PFAS effects in the African clawed frog, we show that PFOS and PFOA 

treatments induce significant declines in cell number of N/TERT-1 cells, and that these 

declines are greater at longer timepoints (72 h). Additionally, we similarly show that higher 

PFOS doses produce the greatest cell decreases but our results from PFOA exposure do not 

follow nonmonotonic relationships (with the low dose producing a greater cell decrease 

when compared to high dose) as previously shown in the African clawed frog cell 

monolayers 346. Importantly, the high dose of PFOS used here (40 µM) is similar to the frog 

study where the high  PFOA and PFOS dose was 10 µM. However, the low dose used for both 

chemicals from the frog study (1 nM) is not similar to our PFOA doses (100 and 125 µM). 

More investigation is required to understand if low doses of PFOA produce nonmonotonic 

effects in human cells.  
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PFAS chemicals have been found to disrupt f-actin, microtubules, and gap junctions of 

the cell cytoskeleton269–273,337,338. We have demonstrated that PFOA and PFOS disrupt the 

cytoskeletal components, acetylated tubulin and f-actin, in two human cell lines. Increased 

intensities and shifts in expression of acetylated tubulin and f-actin support cytoskeletal 

disruption by PFAS that has been reported in other studies271. As seen through f-actin fibers 

(Figure 5.2) , there were also differences in N/TERT-1 cell edges with increased presence 

of filipodia and prominent protrusions. It could be argued that these cytoskeletal changes 

are largely due to cell death and colony disruption due to PFAS toxicity, but we have 

demonstrated that there are cytoskeletal disruptions in ASC52telo cell lines as well. ASC cell 

lines were resistant to the cytotoxic effects of PFAS exposure and the number of cells and 

their proliferative capacities did not change after 48 h of exposure. Additionally, the cell 

death at 24 h seen with the high dose of PFOS (40 µM) did not correspond with radial 

distribution changes of cytoskeletal components. It is likely that cell death does play a part 

in the cytoskeletal disruption since colonies themselves are disrupted, but it does not seem 

to be the only mechanism here. PFAS likely perturbs the cytoskeleton independently of cell 

death, but this mechanism of action still requires more investigation.  

A few groups have investigated cytoskeletal changes attributed to PFAS toxicity. 

Disruption has been demonstrated through actin filament remodeling, central actin stress 

fiber formation, microtubule and gap junction disorganization, and formation of 

lamellipodia and filipodia structures at cell periphery271–273,337,338. PFOS has been explicitly 

linked to disruption of blood testi barriers established by Sertoli cells in human337 and 

animal studies281,338,350 and thus, accumulation of testicular PFOS350.  Barrier disruptions 

were attributed to the toxic effects of PFOS on f-actin, microtubule, and gap junction 



135 

 

organization. Specifically, dose dependent PFOS exposure disassembled tight and gap 

junctions responsible for barrier function of blood-testis barrier, increased blood-testis 

barrier permeability, and disrupted spermatogenesis350. PFAS chemicals have also 

demonstrated tight junction opening in brain endothelial cells, a main component of the 

blood-brain barrier, 272 and increases in reactive oxygen species that increases endothelial 

permeability273. PFOS was found to induce the remodeling of actin filaments through ROS 

production in human endothelial cells and increased gaps/breaks between endothelial cells 

in monolayers which resulted in increased permeability273. Authors observed formation of 

central cell actin stress fibers and the formation of lamellipodia and filopodia structures at 

cell periphery273.  

In alignment with the previous findings summarized, we observed the shift in f-actin 

expression toward the center of N/TERT-1 cells which could indicate formation of central 

stress fibers. The representative images shown display increased fiber formation near the 

center of the cells (Error! Reference source not found., Figure 5.2). We also observed the 

formation of filopodia structures at cell edges which were observed due to ROS production 

by PFOS by Qian et al. Although we did not measure ROS production, is likely that these cell 

models are being affected in the same way; PFOS may increase ROS production by the host 

cell and in turn dysregulate the cytoskeleton. Importantly, previous literature showed that 

the disruptions caused to the cytoskeleton by PFAS increase permeability of crucial barriers 

such as the blood-brain barrier and the blood-testis barrier. Skin keratinocytes are 

responsible for formation of the skin barrier, but instead of working in a monolayer, 

keratinocytes differentiate into 4 different epidermal layers with the top corneal layer 

acting as the barrier121. N/TERT-1 cells are skin keratinocytes124,154 and are what were used 



136 

 

for epidermal monolayer cultures in this work. We used these cells as a general model to 

study PFAS effects, but the implications of PFAS toxicity on epidermal skin cells are 

important in understanding PFAS absorption through the skin and the dangers it might 

cause to human health. The study of PFAS effects on skin tissue and cells is lacking with only 

a few investigations completed thus far using human tissue engineered skin and animal 

models263–265. PFAS was previously deemed to be not well absorbed through the skin by the 

US Environmental Protection Agency (EPA) in 2002263, but since then, it has been 

demonstrated that after topical exposure, PFOA permeates human tissue engineered skin 

(epidermis and dermis containing fibroblasts only)263,264, human and rat skin explants265, 

and mouse skin (in vivo)263. In the mouse studies completed by Franko et al., it was 

demonstrated that there were dose-responsive increases in serum PFOA after dermal 

exposure and concluded that PFOA is dermally absorbed263. Han et al. showed that after 6 

days of dermal exposure to PFOA (2.5 mM), there was decreased skin thickness and 

portions of degeneration in the epidermal layers and necrotic fibroblasts in human tissue 

engineered skin but did not observe decreases in cellular viability. They also demonstrated 

that after 2 weeks of dermal exposure in rats with another type of PFAS, short-chain 

perfluoroalkyl carboxylic acids (SC PFCA) rather than long, there were adverse effects on 

kidney, liver, testes, and skin that resulted in death via ulcerative dermatitis at application 

sites with high doses (1000 mg/kg)264. Our findings of PFAS toxicity and cytoskeletal 

dysregulation on N/TERT1 cells support the need for more research on dermal absorption 

of PFAS.  

Previous investigations have concluded that tubulin acetylation plays a role in cell 

migration351 and cell development and it has been concluded that alpha tubulin acetylation 
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helps to protect microtubules against mechanical stress and enhance microtubule 

flexibility352. Acetylation of alpha tubulin is a common post-translational modification of 

alpha tubulin that happens on stable microtubules 351,353. Disrupted acetylation process can 

contribute to negative effects in cell polarization, cell division, adhesion, motility and have 

been linked to neurodegenerative disorders and tumor metastasis352. To our knowledge, no 

studies have investigated tubulin acetylation specifically in regards to PFAS toxicity. The 

work presented here demonstrates dysregulation of acetylated tubulin by differences in 

localization (signal collapse to perinuclear region) within N/TERT1 cells( Error! Reference s

ource not found.) and further implicates PFAS as a cytoskeletal disrupter. These 

underlying roles of tubulin acetylation and f-actin and the consequences of dysregulation 

may be involved in the developmental changes of children and metabolic/reproductive 

toxicity  changes in adults 

Many studies have focused on YAP localization and Hippo signaling regarding organ 

size and development318–323. YAP and its upstream regulators have been investigated in liver, 

pancreas, intestine, kidney, lung, and bone but regulation through the Hippo pathway is different 

in each system. Disruption of YAP localization can cause several developmental problems in 

many organs.  Notably, deletion of YAP in the lung epithelium of mice and humans was shown to 

cause defective lung development 318,354; correct YAP localization in the cytoplasm is required 

for proximal airway maturation while nuclear YAP is required for progenitor specification. In the 

mouse kidney, deletion of YAP led to hypoplastic kidneys, fewer glomeruli, and defect 

formations in distal tubules and loop of Henle318,330. YAP is essential for nephron development 

and establishing kidney morphology and function319,330,355,356. YAP knockout has also been 

found to decrease bone formation and increases bone marrow fat331. The pancreas and liver have 
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been a focus of Hippo signaling pathway and organ development research. Rather than YAP 

knockout and upregulation, the Hippo pathway was altered via deletion/knockout of Mst1/2 in the 

pancreas324 and deletion of Mst1/2 and Lats1/2 in the liver318,324,326,328,333. Changes in the levels 

of Hippo pathway regulators MST and LATS (upstream of YAP) and their effect on organ size 

poses other mechanisms of organ development dysregulation; in which Hippo is inactivated and 

nuclear YAP is upregulated. These too could be causes of changes in organ mass and body 

weight decrease during infancy and in mice have been shown to be a cause of decrease in 

pancreatic mass resulting in body weight differences324. Although the current study did not 

investigate knockout  of YAP and PFAS effects, these summarized studies suggest that 

perturbation of YAP localization and Hippo signaling pathway activity by PFAS can lead to 

organ developmental changes and possible decreased body weight due to changes in organ 

size/mass tied to developmental issues.  

To investigate the possibility that PFAS acts directly on the Hippo pathway effector, 

YAP, we studied localization of YAP in the cytosol and nuclei under PFAS exposure in the 

N/TERT-1 and ASC52telo cell lines. Through this work, data show that in N/TERT1 cells at 

the 72 h timepoint, expression of nuclear YAP increased for PFOS doses of 30 and 40 µM 

and PFOA doses of 100 and 125 µM. These data indicate that these PFAS chemicals regulate 

the Hippo pathway in N/TERTs through YAP/TAZ regulation. Because of the crosstalk 

between Hippo pathway and Rho/ROCK cytoskeletal perturbation, it is plausible that PFAS 

regulates Hippo through mechanosensing and extracellular matrix/focal adhesion changes 

that propagate through the Hippo mediator YAP/TAZ331,334,335. At the 24 h timepoint in 

N/TERT-1 cells and at 48 h in ASC52telo cells, there were no differences in YAP localization.  
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General mesenchymal stem cell polarization toward adipogenesis and osteogenesis is 

dependent on Hippo signaling and particularly related to YAP localization331 . Reduced 

expression of upstream regulators of YAP such as Lats1/2 inhibit Hippo signaling and promote in 

vitro adipogenic and osteogenic differentiation, proliferation, and migration of bone marrow 

derived mesenchymal stem cells357. With increased nuclear localization of YAP, there is 

increased osteogenic differentiation. Conversely, with decreased nuclear localization of YAP 

(thus, increased cytosolic localization) there is increased adipogenic differentiation319. Though 

we did not directly quantify YAP in mature adipocyte cells under PFAS exposure, to aid in the 

understanding of adiposity changes, we explored PFAS’ impact on mesenchymal stem cell 

differentiation toward adipogenesis. We found that some doses of PFOA and PFOS 

upregulated adipogenesis as measured by lipid droplet presence (Figure 5.6).  qPCR results 

further support the finding that PFAS disrupts fat homeostasis, but instead of showing 

upregulation of fat markers, data shows downregulation of mRNA expressions of the 

adipokine leptin and no changes in Adiponectin (Figure 5.7). PFOA and PFOS upregulated 

adipogenesis indicated by lipid droplet analysis but the mechanism of action still requires 

more investigation especially in understanding the non-supporting mRNA expression 

results. One avenue that may elucidate changes in the adipogenic process is specifically 

investigating cytoskeleton changes that may occur when PFAS is present during 

adipogenesis. Here, we investigated cytoskeleton in pre-adipogenic ASC52telo cells under 

PFAS, but not changes during or after exposure through 19 days of differentiation. 

Cytoskeletal components are involved in the maturation and homeostasis of fat cells336. Our 

findings that PFAS chemicals disrupt cytoskeletal stability in skin and pre-adipose cells lend 

support to previous literature and suggest that the upregulation of adipogenesis could be 

due to the cytoskeletal perturbations. Palanivel et al. found, in rat cardiomyocytes, that an 
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increase in adiponectin induces cytoskeletal remodeling and increases membrane 

microvillar like protrustions and actin polymerization341. It is clear that PFAS is effecting 

pre-adipose and adipose cells, but it is unclear whether or not PFAS upregulates adipokines 

in mature fat cells which then disrupt the cytoskeleton through rho/rock and/or if PFAS 

acts directly on the cytoskeleton or not at all. In their undifferentiated state, ASC52telos did 

exhibit cytoskeletal changes including  increase of protrustions at the cell boarder, shifts in 

cytoskeletal component intensities and location, and dysregulation of fibers (Error! R

eference source not found. and Figure 5.2). Our findings show that PFAS exposure 

dysregulates adipogenesis. This dysregulation may be contributing to the PFAS associated 

increased adolescent obesity. Further investigation on lipid profiles and hormonal changes 

due to increased adipogenesis should be explored to help in understanding prior 

observations regarding increased childhood adiposity and higher PFAS serum 

concentrations.  

The goal of this work was to better understand the mechanistic actions of PFAS on 

human cells specifically of their effect in altering the cell cytoskeleton and the Hippo 

signaling pathway. We investigated PFAS chemicals, PFOA and PFOS, for their effects on an 

adipose derived mesenchymal stem cell line (ASC52telo) and a keratinocyte skin cell line 

(N/TERT-1). In conclusion, these data support previous findings that PFAS chemicals affect 

cytoskeletal integrity of the f-actin and microtubules and have demonstrated this in the 

human skin keratinocyte cell line, N/TERT-1 and the adipose derived mesenchymal stem 

cell line, ASC52telo. We also investigated if PFOA and PFOS directly effect the Hippo 

signaling pathway modulator, YAP. Our results support a direct modification of YAP 

localization by PFOA and PFOS chemicals. Finally, to gain an understanding into the 
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negative effects of PFAS chemicals on infant and adolescent bodyweight, we examined the 

adipogenic process under PFAS dosing. PFAS indeed upregulates the adipogenic process as 

quantified by presence of lipid droplets through ORO assays and qPCR. Key adipokines 

(leptin and adiponectin) were dysregulated in dose-dependent exposure to PFOA and PFOS. 

Although more investigation is required in understanding how PFAS specifically acts to 

upregulate adipogenesis, we speculate that the cytoskeleton changes involved in 

adipogenesis are being dysregulated and aiding in dysregulation of fat maturation. These 

findings reinforce the need for more in depth detection and more stringent limitations of 

PFAS exposure to the public, particularly pregnant mothers and children.  
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Supplemental 
 

 

Figure 5.8 YAP localization in N/TERT-1 after 24 h timepoint. No significant changes were found. Medians are 
indicated by black bars and data points are triangles. (n = 3 biological controls). 
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Primers (human) 

Target Forward Reverse Notes 

Adiponectin GGCTTTCCGGGAATCCAAGG TGGGGATAGTAACGTAAGTCTCC source 

(Hammel & 

Bellas, 

2020).   

Leptin TGCCTTCCAGAAACGTGATCC CTCTGTGGAGTAGCCTGAAGC source 

(Hammel & 

Bellas, 2020) 

Gapdh-1 ACA GTC AGC CGC ATC TTC TT ACG ACC AAA TCC GTT GAC TC  

Table 5.1 Primer Sequences used for qPCR. 
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Antibodies/Stains Used 

Antibody/Stain Information & Source Concentration  Notes 

DAPI  1X, diluted from a 100 x 

stock.  

1X, made up in 1X 

PBS 

Nuclear marker 

Phalloidin Phalloidin, Dylight™ 488, 

Cell Signaling 

[1:500] f-actin marker 

Ki67   Proliferation marker. Used 

for ASC52telo staining 
Primary   

Secondary   

YAP   Used for ASC52telo and 

N/TERT-1 staining. 
Primary YAP 1, rabbit, Proteintech, 

13584-1-AP 

[1:500] 

Secondary Goat Anti-Rabbit IgG 

(H&L), DyLight™ 633 

conjugated. Invitrogen 

[1:500] 

Acetylated Tubulin   Used for N/TERT-1 staining. 

Primary Acetylated Tubulin, mouse, 

Santa Cruz, sc-23950 

[1:500] 

Secondary Goat Anti-mouse IgG, 

Dylight™ 550, at 1 mg/mL, 

Thermo Sci, #84540 

[1:500] 

Blocking Buffer Recipe  

Reagent Amount 
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ddH2O 450 mL 

10 x PBS 50 mL 

Bovine Serum Albumin (BSA) 5 g 

Tween 20 0.5 mL 

Cold water Fish Gelatin 1 g 

Sodium Azide (10% Sodium Azide in diH2O) 5 mL (0.1 % final concentration) 

All exposure for stains and antibodies: 24  hours, rocking, 125 µL/well, 4 °C 

Table 5.2. Antibodies and stains used for evaluation. 

  



146 

 

Chapter 6  

Conclusions 

Three-dimensional organotypic models have been generated in the context of investigating 

aging and it is clear that this type of model has the potential to overcome several limitations 

of current aging models. In summary, organotypic models improve upon animal model 

organisms because they are not as costly to establish or maintain and specifically model 

human biology. This allows for re-capitulation of human disease and aging phenotypes that 

animals may not experience naturally or may experience differently 57,358. Organotypic 

models improve upon two dimensional models because they incorporate structural-cell and 

cell-cell interactions which have shown to be complex in a 3D environment11. These models 

improve specifically upon organoid and microchips because of their size and volume. The 

scale of organotypic models is closer to human tissue and presents spatial challenges that 

human tissue presents, such nutrient deficiency in over 200 micron settings. Appropriately 

scaled models are especially important when investigating aging because in many cases, 

aging contributes to breakdown of 3D matrices and shape changes which often drives cell 

communication and homeostasis in tissues. In addition to these improvements on current 

models, the customizability that organotypic models offer is boundless.  

Building upon and combining techniques used in previous work to incorporate them into 

organotypic constructs will generate comprehensive aging models that can readily be 

patient specific if necessary. Importantly, organotypic models are straightforward to 

customize and, with some optimization, can be a reliable and powerful tool to study 

biological and structural changes that occur with aging and aging associated diseases. This 

work in HSEs and AVHSEs, two types of organotypic skin models, demonstrates an 
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advancement in OSCs by adding vasculature and fat and developing three-dimensional 

analysis tools. We have validated our skin models through customization by including 

several cell types and modeling an aging study to demonstrate their use in understanding 

aging/aging associated diseases. 

Additionally, PFAS chemicals are a threat to cell health and biological systems. The work 

shown here on two-dimensional investigation of how PFAS effects human epidermal cells 

and stem cells contributes to the understanding of PFAS actions. Specifically, PFAS action 

has been studied in human systems rather than animal and on the fat development process 

which has been linked to dysregulation with high PFAS serum concentrations in humans. 

Our results show that the PFAS chemicals PFOA and PFOS do not seem to regulate YAP/TAZ, 

but they do disrupt cytoskeletal health and upregulate adipokine markers and adipogenesis. 
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Chapter 7  

Appendix 

Chapter 2: Materials Table 
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Chapter 3: Thickness quantification of OCT and confocal data 

OCT Thickness detection Shell Script 
%shell for thickness detection 

% (core script: OCTFrame_Test_JTM_MMS_publication) 

  

%%  

%Authors: Martina M. Sanchez, Joshua T. Morgan 

%Lab: TIME lab, PI:Dr. Joshua Morgan, Bioengineering Department 

%Institution: Univerisity of California, Riverside 

%last edited 09/22/2021 MMS 

  

  

% description: shell script-calls pre-processed OCT images  
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%% wk2 

clearvars;clc;close all; 

% 2wk (20200102) 

% 20191204_1-4 

AllFiles = ["D:\Martina\Temporary Data 

Files\20200102_sample20191204\20200102_Skin_20191204_1\ProcessedData\1\AveragedFrames\*.m

at";... 

    "D:\Martina\Temporary Data 

Files\20200102_sample20191204\20200102_Skin_20191204_2\ProcessedData\1\AveragedFrames\*.m

at";... 

    "D:\Martina\Temporary Data 

Files\20200102_sample20191204\20200102_Skin_20191204_3\ProcessedData\1\AvgeragedFrames\*.

mat";... 

    "D:\Martina\Temporary Data 

Files\20200102_sample20191204\20200102_Skin_20191204_4\ProcessedData\1\AveragedFrames\*.m

at"]; 

FileName = ["sample 20191204_1 wk2";"sample 20191204_2 wk2";"sample 20191204_3 

wk2";"sample 20191204_4 wk2"]; 

datey = [date ' wk2']; 

OCTFrame_Test_JTM_MMS_publication 

%% week 3 

clearvars;clc;close all; 

% 3wk (20200109) 

% 20191204_1-4 

AllFiles = ["D:\Martina\Temporary Data 

Files\20200109_sample20191204\20200109_Skin_20191204_1\ProcessedData\1\AveragedFrames\*.m

at";... 

    "D:\Martina\Temporary Data 

Files\20200109_sample20191204\20200109_Skin_20191204_2\ProcessedData\1\AveragedFrames\*.m

at";... 

    "D:\Martina\Temporary Data 

Files\20200109_sample20191204\20200109_Skin_20191204_3\ProcessedData\1\AveragedFrames\*.m

at";... 

    "D:\Martina\Temporary Data 

Files\20200109_sample20191204\20200109_Skin_20191204_4\ProcessedData\1\AveragedFrames\*.m

at"]; 

FileName = ["sample 20191204_1 wk3";"sample 20191204_2 wk3";"sample 20191204_3 

wk3";"sample 20191204_4 wk3"]; 

datey = [date ' wk3']; 

OCTFrame_Test_JTM_MMS_publication 

%% week 4 

clearvars;clc;close all; 

% 4wk (20200116) 

% 20191204_1-4 

AllFiles = ["D:\Martina\Temporary Data 

Files\20200116_sample20191204_1\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200116_sample20191204_2\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200116_sample20191204_3\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200116_sample20191204_4\ProcessedData\1\AveragedFrames\*.mat"]; 

FileName = ["sample 20191204_1 wk4";"sample 20191204_2 wk4";"sample 20191204_3 

wk4";"sample 20191204_4 wk4"]; 

datey = [date ' wk4']; 

OCTFrame_Test_JTM_MMS_publication 

%% week 5 

  

clearvars;clc;close all; 

% 5wk (20200123) 

% 20191204_1-4 

AllFiles = ["D:\Martina\Temporary Data 

Files\20200123_sample20191204_1\ProcessedData\1\AvgeragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200123_sample20191204_2\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200123_sample20191204_3\ProcessedData\1\AveragedFrames\*.mat";... 
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    "D:\Martina\Temporary Data 

Files\20200123_sample20191204_4\ProcessedData\1\AveragedFrames\*.mat"]; 

FileName = ["sample 20191204_1 wk5";"sample 20191204_2 wk5";"sample 20191204_3 

wk5";"sample 20191204_4 wk5"]; 

datey = [date 'wk5']; 

OCTFrame_Test_JTM_MMS_publication 

  

%% week 7 

clearvars;clc;close all; 

  

% 7wk (20200207) 

% 20191204_1-4 

AllFiles = ["D:\Martina\Temporary Data 

Files\20200207_sample20191204_1\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200207_sample20191204_2\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200207_sample20191204_3\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200207_sample20191204_4\ProcessedData\1\AveragedFrames\*.mat"]; 

FileName = ["sample 20191204_1 wk7";"sample 20191204_2 wk7";"sample 20191204_3 

wk7";"sample 20191204_4 wk7"]; 

datey = [date ' wk7']; 

OCTFrame_Test_JTM_MMS_publication 

  

%% week 8 

clearvars;clc;close all; 

% 8wk (20200213) 

% 20191204_1-4 

AllFiles = ["D:\Martina\Temporary Data 

Files\20200213_sample20191204_1\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200213_sample20191204_2\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200213_sample20191204_3\ProcessedData\1\AveragedFrames\*.mat";... 

    "D:\Martina\Temporary Data 

Files\20200213_sample20191204_4\ProcessedData\1\AveragedFrames\*.mat"]; 

FileName = ["sample 20191204_1 wk8";"sample 20191204_2 wk8";"sample 20191204_3 

wk8";"sample 20191204_4 wk8"]; 

datey = [date ' wk8']; 

OCTFrame_Test_JTM_MMS_publication 

 

 

OCT Thickness detection Core Script & functions 
%%% use with shell script (OCTFrame_ThicknessDetect_SHELL_publication) 

%%  

%Authors: Martina M. Sanchez, Joshua T. Morgan 

%Lab: TIME lab, PI:Dr. Joshua Morgan, Bioengineering Department 

%Institution: Univerisity of California, Riverside 

%last edited 09/22/2021 MMS 

  

% description: core script-uses pre-processed OCT images and detects thickness based on 

% use inputted thresholds. functions needed are at the end 

%% 

close all 

clc 

clearvars -except AllFiles FileName datey 

%% find code dependencies 

[fList,pList] = 

matlab.codetools.requiredFilesAndProducts('OCTFrame_Test_JTM_MMS_publication.m'); 

fList = fList'; 

%% 

%use this script as a core and call the allfiles, filename, datey in shell 

%% Set thresholds to detect upper and lower epidermal boarders 

lowThreshy = [4200 8000];%set thresholds to detect lower boundary, can 1 or more 

highThresh = 16000; %set thresholds to detect upper boundary. set 1 threshold 
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%% run 

  

tic 

for q = 1: length(lowThreshy); 

     

    lowThresh = lowThreshy(q); 

    fprintf('\n lowThresh%d begun \n',lowThresh) 

     

for k = 1: length(AllFiles) 

clearvars -except k lowThresh q datey FileName AllFiles lowThreshy highThresh 

%% set locations 

strData = AllFiles(k); 

strGen = (['D:\Martina\OCT\AllThickness\' datey '\lowThresh' sprintf('%d', lowThresh)]); 

%general location 

  

%general location of thickness 

if ~isdir(sprintf('%s',strGen)) 

    mkdir(sprintf('%s',strGen)) 

end 

  

strDFP = 'D:\Martina\OCT\Processed\';; %Folder location to store data  

sampleNum = [FileName(k)]; 

  

fprintf('\n running %s \n',sampleNum) 

     

  

strProcessedData = ([ strDFP 'Gen' datey '\Thickness\lowThresh' sprintf('%d', 

lowThresh)]); 

strFigure = ([ strDFP 'Gen' datey '\Figures\lowThresh' sprintf('%d', lowThresh)]); 

     

%Thickness Folder 

    if ~isdir(strProcessedData) 

        mkdir(strProcessedData) 

    end 

  

%Figure folder 

    if ~isdir(strFigure) 

        mkdir(strFigure) 

    end 

  

strDataPrefix = sprintf('%s Thickness Data',sampleNum); % prefix of saved data 

  

%% load frames 

FL = dir(AllFiles(k)); 

frames = 400;  

IM = zeros(511,4096,frames,'uint16'); 

  

%load all frames 

tic 

for i = 1: frames 

    fname = [FL(i).folder '\' FL(i).name]; 

    load(fname) 

     

    IM(:,:,i) = uint16(pdFrame); 

end 

toc  

  

%% filtering 

fprintf('\n filtering begun \n') 

se = strel('disk',40); 

nhood = se.Neighborhood([12 40 12],:); 

se = strel(nhood); 

  

T = false(size(IM)); 

I2 = zeros(size(IM),'uint16'); 
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I2 = imclose(IM,se); 

I3 = imgaussfilt3(I2,[1.5 8 1.5]); 

  

[~,T] = hysteresis3draw(I3,lowThresh,highThresh); %potentially rescale I3 based on local 

surface intensity 

  

%find the largest object, which should be the surface 

%save as T2 

CC = bwconncomp(T); 

s = regionprops3(CC,'Volume'); 

[~,ind] = max([s.Volume]); 

T2 = false(size(T)); 

T2(CC.PixelIdxList{ind}) = true; 

  

%close to fill in gaps 

se2 = strel('disk',40); 

nhood = se2.Neighborhood([4:9:79],:); 

se2 = strel(nhood); 

  

T3 = imclose(T2,se2); 

  

%find and fill in gaps in the top surface 

[~,TopSurf] = max(T3,[],1); %identify the top surface using a quirk of max() 

TopSurf = squeeze(TopSurf)+1; 

TopSurf2 = regionfill(TopSurf,TopSurf==1); 

  

%find "pits" that represent apical artifacts 

[x,y] = derivative5(TopSurf2,'x','y'); 

G = sqrt(x.^2+y.^2); %find gradient magnitudes 

G([1:2 end-1:end],:) = 0; %trim edges 

G(:,[1:2 end-1:end]) = 0; %trim edges 

  

ses = strel('disk',100); 

nhood = ses.Neighborhood(:,1:3:end); 

ses = strel(nhood); 

  

Gb = imbothat(G,ses); 

Sb = imbothat(TopSurf2,ses); 

  

Ts = hysthresh(Gb+Sb,15,5); 

  

TopSurf3 = regionfill(TopSurf2,Ts); %fill in pits 

  

%Find bottom surface 

[~,BotSurf] = max(flipud(T3),[],1); %identify the bottom surface using a quirk of max() 

BotSurf = squeeze(BotSurf); 

BotSurf2 = regionfill(BotSurf,BotSurf==1); 

BotSurf2 = size(IM,1)-BotSurf2+1; %readjust to account for flipping. 

  

%find "peaks" that represent basal artifacts 

ses = strel('disk',40); 

nhood = ses.Neighborhood(:,1:4:end); 

ses = strel(nhood); 

  

Sb = imtophat(BotSurf2,ses); 

Ts = hysthresh(Sb,10,9); 

BotSurf3 = regionfill(BotSurf2,Ts); %flatten the peaks 

  

%find "plataeus" that represent basal artifacts 

ses = strel('disk',100); 

nhood = ses.Neighborhood(:,1:4:end); 

ses = strel(nhood); 

  

BotSurf4 = imclose(BotSurf3,ses); 

disp('end filtering') 

%% set scale and scalebar positions 

XstartSB=3000; %scale bar start position, xaxis 
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YposSB=425; %scale bar start position, yaxis 

xPixel=4/4096; %pixel to  mm conversion in x direction (4mm/4096 pixels) 

nPixel = 2/511; %pixel to mm conversion in z direction (2mm/pixxels) 

close all 

%%  generate figure gif (takes a long time) 

figure(1);  

PS = [6 4]; 

  set(gcf,'units','inches','position',[2 2 PS],'Color','w',... 

    'PaperUnits','inches','PaperSize',PS,'PaperPosition',[0 0 PS]) ; 

  

for i = 1:size(IM,3) 

     

    tline = TopSurf3(:,i); 

    bline = BotSurf4(:,i); 

   

    axes('units','inches','position',[0 0 PS]); 

    imagesc(imadjust(imcomplement(IM(:,:,i))),'CDataMapping', 'scaled'); 

  

    set(gca,'visible','off');  

  

    hold on 

    colormap('gray') 

    plot(tline,'c','LineWidth',2) 

    plot(bline,'m','LineWidth',2) 

     

%     x = [XstartSB XstartSB+500/(xPixel*1000) XstartSB XstartSB]; 

%     y = [YposSB YposSB YposSB YposSB-500/(nPixel*1000)]; 

%   

%     %create a 100 um scalebar by plotting a line. Because MATLAB scales images to 

%     %pixels, the values you see are in pixels 

%     plot(XstartSB, y),'w','linewidth', 6,'Rotation',90); 

% line([XstartSB, XstartSB],y); 

    %         plot(XstartSB,y,'w','lineWidth',7,'miter') 

                

% %DISPLAY 500um IN TEXT ABOVE THE SCALEBAR 

%     text((XstartSB+250/(xPixel*1000)),YposSB-3 ,'500 

\mum','horizontalalignment','center',... 

%         

'verticalalignment','bottom','fontweight','bold','color','w','fontsize',14,'Rotation',90)

; 

  

         

hi = figure(1); 

frame = getframe(hi); 

im = frame2im(frame); 

  

[im,map] = rgb2ind(frame.cdata,colorcube(256),'nodither'); %define a colormap to be used 

for the GIF 

  

  

%assign indexed data to an image plane 

    im(:,:,1,i) = rgb2ind(frame.cdata,map,'nodither'); 

  

    % Write to the GIF File 

    name = sprintf('%s\\ThicknessVis_%s.gif',strFigure,sampleNum); 

    if i == 1 

        imwrite(im,map,name,'gif', 'Loopcount',inf); 

    else 

        imwrite(im,map,name,'gif','WriteMode','append'); 

    end 

end 

    % Write to the GIF File 

    name = sprintf('%s\\ThicknessVis_%s.gif',strFigure,sampleNum); 

    if i == 1 

        imwrite(im,map,name,'gif', 'Loopcount',inf); 

    else 

        imwrite(im,map,name,'gif','WriteMode','append'); 
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        imwrite(im,map,name, 'DelayTime',0.002,'LoopCount',inf) 

    end 

%% output variables 

  

%pixel thickness 

for i = 1:size(TopSurf3,1) 

for    j = 1:size(TopSurf3,2) 

    fPixelThickness(i,j) = BotSurf4(i,j)-TopSurf3(i,j); 

end 

end 

  

fMetricThickness(:,:) = (fPixelThickness.* nPixel).*1e3; 

fAvgMetricThick = mean(fMetricThickness,'all'); 

trimMetricThick(:,:) = fMetricThickness(30:4066,:);%trim sides of image 

trimAvgMetricThick = mean(trimMetricThick,'all'); 

fSdMetricThick = std(trimMetricThick(:)); 

IQRMetricThick = iqr(trimMetricThick(:)); 

%% save data 

disp('saving data') 

SaveVar1 = ([strProcessedData '\' strDataPrefix '.mat']); 

save(SaveVar1,'fPixelThickness','nPixel','xPixel' ,'fMetricThickness',... 

    'fAvgMetricThick', 'trimMetricThick','trimAvgMetricThick',... 

    'fSdMetricThick','IQRMetricThick'); 

  

%save a metric average and std for each sample number but append it to existing mass 

sample thickness file 

SaveThickness = ([strGen '\' strDataPrefix '.mat']); 

save(SaveThickness,'fPixelThickness','nPixel','xPixel' ,'fMetricThickness',... 

    'fAvgMetricThick', 'trimMetricThick','trimAvgMetricThick',... 

    'fSdMetricThick','IQRMetricThick'); 

  

end 

%% 

end 

toc 

return 

  

  

%% functions **************************************************** 

%% hysteresis3draw 

function [tri,hys]=hysteresis3draw(img,t1,t2,conn) 

% function [tri,hys]=HYSTERESIS3D(img,t1,t2,conn) 

% 

% Hysteresis3d is a simple function that performs trinarisation and 

% hysteresis for 2D and 3D images. Hysteresis3d was inspired by Peter 

% Kovesi's 2D hysteresis function 

% (http://www.csse.uwa.edu.au/~pk/research/matlabfns/). This 3D function 

% takes advantage of the 3D connectivities of imfill instead of the 2D 

% connectivities of bwselect. 

% 

% Usage:        [tri,hys]=HYSTERESIS3D(img,t1,t2,conn) 

% 

% Arguments:    img - image for hysteresis (assumed to be non-negative) 

%               t1 - lower threshold value (fraction b/w 0-1, e.g.: 0.1) 

%               t2 - upper threshold value (fraction b/w 0-1, e.g.: 0.9) 

%                   (t1/t2 can be entered in any order, larger one will be  

%                   set as the upper threshold) 

%               conn - number of connectivities (4 or 8 for 2D) 

%                                               (6, 18, or 26 for 3D)        

% Returns: 

%               tri - the trinarisation image (values are 0, 1, or 2) 

%               hys - the hysteresis image (logical mask image) 

%  

% Examples:     [tri,hys]=HYSTERESIS3D(img,0.25,0.8,26) 

% 

% 2012/07/10: written by Luke Xie  

% 2013/12/09: defaults added  
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% 

% To see an example of hysteresis used to segment a kidney region, please  

% refer to supplement in QSM of Kidney, NMR Biomed, 2013 Dec;26(12):1853-63  

% (http://onlinelibrary.wiley.com/doi/10.1002/nbm.3039/abstract). 

% Supplemental material is also available on our CIVMspace:  

% http://www.civm.duhs.duke.edu/lx201204/ 

  

%% arguments 

if nargin<3 

    disp('function needs at least 3 inputs') 

    return; 

elseif nargin==3 

    disp('inputs=3') 

    if numel(size(img))==2; 

        disp('img=2D') 

        disp('conn set at 4 connectivies (number of neighbors)') 

        conn=4; 

    end 

    if numel(size(img))==3;  

        disp('img=3D') 

        disp('conn set at 6 connectivies (number of neighbors)') 

        conn=6; 

    end 

end 

  

%% DO NOT scale t1 & t2 based on image intensity range 

if t1>t2    % swap values if t1>t2  

    tmp=t1; 

    t1=t2;  

    t2=tmp; 

end 

t1v=t1; 

t2v=t2; 

  

%% trinarisation 

tri=zeros(size(img)); 

tri(img>=t1v)=1; 

tri(img>=t2v)=2; 

  

%% hysteresis 

abovet1=img>t1v;                                     % points above lower threshold 

seed_indices=sub2ind(size(abovet1),find(img>t2v));   % indices of points above upper 

threshold 

hys=imfill(~abovet1,seed_indices,conn);              % obtain all connected regions in 

abovet1 that include points with values above t2 

hys=hys & abovet1; 

  

%% functions ***************************************************** 

%% HYSTHRESH - Hysteresis thresholding 

% 

% Usage: bw = hysthresh(im, T1, T2) 

% 

% Arguments: 

%             im  - image to be thresholded (assumed to be non-negative) 

%             T1  - upper threshold value 

%             T2  - lower threshold value 

%                   (T1 and T2 can be entered in any order, the larger of the 

%                   two values is used as the upper threshold) 

% Returns: 

%             bw  - the thresholded image (containing values 0 or 1) 

% 

% Function performs hysteresis thresholding of an image. 

% All pixels with values above threshold T1 are marked as edges 

% All pixels that are connected to points that have been marked as edges 

% and with values above threshold T2 are also marked as edges. Eight 

% connectivity is used. 
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% Copyright (c) 1996-2005 Peter Kovesi 

% www.peterkovesi.com/matlabfns/ 

% 

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in all 

% copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% December 1996  - Original version 

% March    2001  - Speed improvements made (~4x) 

% April    2005  - Modified to cope with MATLAB 7's uint8 behaviour 

% July     2005  - Enormous simplification and great speedup by realizing 

%                  that you can use bwselect to do all the work 

  

function bw = hysthresh(im, T1, T2) 

  

    if T1 < T2    % T1 and T2 reversed - swap values  

    tmp = T1; 

    T1 = T2;  

    T2 = tmp; 

    end 

     

    aboveT2 = im > T2;                     % Edge points above lower 

                                           % threshold.  

    [aboveT1r, aboveT1c] = find(im > T1);  % Row and colum coords of points 

                                           % above upper threshold. 

                        

    % Obtain all connected regions in aboveT2 that include a point that has a 

    % value above T1  

    bw = bwselect(aboveT2, aboveT1c, aboveT1r, 8); 

  

     

%% functions **************************************************** 

%% derivative5 

% DERIVATIVE5 - 5-Tap 1st and 2nd discrete derivatives 

% 

% This function computes 1st and 2nd derivatives of an image using the 5-tap 

% coefficients given by Farid and Simoncelli.  The results are significantly 

% more accurate than MATLAB's GRADIENT function on edges that are at angles 

% other than vertical or horizontal. This in turn improves gradient orientation 

% estimation enormously.  If you are after extreme accuracy try using DERIVATIVE7. 

% 

% Usage:  [gx, gy, gxx, gyy, gxy] = derivative5(im, derivative specifiers) 

% 

% Arguments: 

%                       im - Image to compute derivatives from. 

%    derivative specifiers - A comma separated list of character strings 

%                            that can be any of 'x', 'y', 'xx', 'yy' or 'xy' 

%                            These can be in any order, the order of the 

%                            computed output arguments will match the order 

%                            of the derivative specifier strings. 

% Returns: 

%  Function returns requested derivatives which can be: 

%     gx, gy   - 1st derivative in x and y 

%     gxx, gyy - 2nd derivative in x and y 

%     gxy      - 1st derivative in y of 1st derivative in x 

% 

%  Examples: 

%    Just compute 1st derivatives in x and y 

%    [gx, gy] = derivative5(im, 'x', 'y');   

%                                            

%    Compute 2nd derivative in x, 1st derivative in y and 2nd derivative in y 

%    [gxx, gy, gyy] = derivative5(im, 'xx', 'y', 'yy') 
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% 

% See also: DERIVATIVE7 

  

% Reference: Hany Farid and Eero Simoncelli "Differentiation of Discrete 

% Multi-Dimensional Signals" IEEE Trans. Image Processing. 13(4): 496-508 (2004) 

  

% Copyright (c) 2010 Peter Kovesi 

% www.peterkovesi.com/matlabfns/ 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

% 

% April 2010 

% May   2019 - Correction to calculation of dxy. Thanks to Sebastian Gesemann. 

  

function varargout = derivative5(im, varargin) 

  

    varargin = varargin(:); 

    varargout = cell(size(varargin)); 

     

    % Check if we are just computing 1st derivatives.  If so use the 

    % interpolant and derivative filters optimized for 1st derivatives, else 

    % use 2nd derivative filters and interpolant coefficients. 

    % Detection is done by seeing if any of the derivative specifier 

    % arguments is longer than 1 char, this implies 2nd derivative needed. 

    secondDeriv = false;     

    for n = 1:length(varargin) 

        if length(varargin{n}) > 1 

            secondDeriv = true; 

            break 

        end 

    end 

     

    if ~secondDeriv 

        % 5 tap 1st derivative cofficients.  These are optimal if you are just 

        % seeking the 1st deriavtives 

        p = [0.037659  0.249153  0.426375  0.249153  0.037659]; 

        d1 =[0.109604  0.276691  0.000000 -0.276691 -0.109604]; 

    else          

        % 5-tap 2nd derivative coefficients. The associated 1st derivative 

        % coefficients are not quite as optimal as the ones above but are 

        % consistent with the 2nd derivative interpolator p and thus are 

        % appropriate to use if you are after both 1st and 2nd derivatives. 

        p  = [0.030320  0.249724  0.439911  0.249724  0.030320]; 

        d1 = [0.104550  0.292315  0.000000 -0.292315 -0.104550]; 

        d2 = [0.232905  0.002668 -0.471147  0.002668  0.232905]; 

    end 

  

    % Compute derivatives.  Note that in the 1st call below MATLAB's conv2 

    % function performs a 1D convolution down the columns using p then a 1D 

    % convolution along the rows using d1. etc etc. 

     

    for n = 1:length(varargin) 

      if strcmpi('x', varargin{n}) 

          varargout{n} = conv2(p, d1, im, 'same');     

      elseif strcmpi('y', varargin{n}) 

          varargout{n} = conv2(d1, p, im, 'same'); 

      elseif strcmpi('xx', varargin{n}) 

          varargout{n} = conv2(p, d2, im, 'same');     

      elseif strcmpi('yy', varargin{n}) 

          varargout{n} = conv2(d2, p, im, 'same'); 
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      elseif strcmpi('xy', varargin{n}) || strcmpi('yx', varargin{n}) 

          varargout{n} = conv2(d1, d1, im, 'same'); 

      else 

          error('''%s'' is an unrecognized derivative option',varargin{n}); 

      end 

    end 

     

Confocal Thickness detection Shell Script 
%% epidermal Thickness quant 

%Authors: Martina M. Sanchez, Joshua T. Morgan 

%Lab: TIME lab, PI:Dr. Joshua Morgan, Bioengineering Department 

%Institution: Univerisity of California, Riverside 

  

% Most Recent Edit: 202110801 

  

% requires bioformats toolbox 

    % https://docs.openmicroscopy.org/bio-formats/6.1.0/index.html 

  

%description: shell script to quantify thickness of confocal images 

  

%% 

clearvars  

close all 

clc 

%% set file feeder location 

strData = 'D:\Martina\3D HSE_HEE_VHSE analysis\VHSE epidermal analysis\'; 

FileList = dir([strData, '*.lif']); 

%% general save directory 

outdir1 = 'D:\Martina\3D HSE_HEE_VHSE analysis\VHSE epidermal 

analysis\EpidermalIntensityQuant\'; 

% cd('D:\Martina\3D HSE_HEE_VHSE analysis\VHSE epidermal analysis') 

dataLoc = [outdir1 'QuantData\generated_' date '\'];%where to store all of the 

mean intensities in one lcation 

if ~isdir(sprintf('%s\\',dataLoc)) 

    mkdir(sprintf('%s\\',dataLoc)) 

end 

%% all variable mass cell  

varCell = cell(size(FileList,1),1); 

volThickness = cell(size(FileList,1),1); 

%% Select File to open 

%Filename you want to open % change this location to where your image file 

%is located 

for h = 1: length(FileList) 

clearvars -except keepVariables allFiles h strData FileList outdir1 varCell... 

    varNum dataLoc volThickness 

close all 

clc 

IM_FILE = FileList(h).name; 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%% Open File (takes time) 

%Using the Bioformats Toolbox, we can extract most life sciences formats 

%into a consistant structure 

 tic;A = bfopen(IM_FILE);toc; %prompts to choose file in computer window 

 fprintf('finished opening file'); 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%% Save Directory 

% change location based on where you want your images to be saved 

BaseFileName = sprintf('M%s', IM_FILE(1:end-4)); 

varCell{h,1} = BaseFileName; 

volThickness{h,1} = BaseFileName; 
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%% Define file names appropriate for File 

fprintf('\n file name is'); IM_FILE 

  

%% prep output folder for file 

outdir2 = sprintf('Output %s\\%s\\',date,BaseFileName); 

  

folderLoc = [outdir1 outdir2]; 

if ~isdir(sprintf('%s',folderLoc)) 

    mkdir(sprintf('%s',folderLoc)) 

end 

  

outdir3 = 'thickness'; 

folderLocA = [outdir1 outdir2 outdir3]; 

if ~isdir(sprintf('%s',folderLocA)) 

    mkdir(sprintf('%s',folderLocA)) 

end 

%% use this section to generate all images for every series 

%%%use bioformats toolbox functions 

lengthA = length(A(:,1)); 

  

%Open the OME metadata to access information about the image, such as 

%number of slices, channels, and pixel size 

reader = bfGetReader(IM_FILE); %the reader variable is a pointer to the file 

omeMeta = reader.getMetadataStore(); %pull OME metadata 

nS = reader.getSeriesCount(); %number of series 

Sname = cell(nS,1); 

%% use image prop 2 files for each loaded lif file. 

%check epidermal lif file key to know series numbers 

%-define series needed as sery 

%-define channels per file 

  

T1 = contains(IM_FILE,['20191204_1']); 

if T1 

    sery = 10:18; %imgprop2 

  

FirstCh = 'Fil'%sprintf ('%s',p2); 

SecndCh = 'Inv';%sprintf ('%s',p3); 

ThirdCh = 'D7'%sprintf ('%s',p4); 

FourthCh = 'Ref';%sprintf ('%s',p5); 

  

end 

% ___________________________ 

T2 = contains(IM_FILE,['20191204_2']); 

if T2 

    sery = 10:18; %imgprop2 

FirstCh = 'Fil'%sprintf ('%s',p2); 

SecndCh = 'Inv';%sprintf ('%s',p3); 

ThirdCh = 'D7'%sprintf ('%s',p4); 

FourthCh = 'Ref';%sprintf ('%s',p5); 

%     sery = 11:20; %imagprop1 

%     idCP = 0; %control sample 

end 

% ___________________________  

T3 = contains(IM_FILE,['20191204_3']); 

if T3 

    sery = 10:18; %imgprop2 

FirstCh = 'CK10'%sprintf ('%s',p2); 

SecndCh = 'CK10';%sprintf ('%s',p3); 

ThirdCh = 'D7'%sprintf ('%s',p4); 
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FourthCh = 'Ref';%sprintf ('%s',p5); 

%     sery = 1:10; %imagprop1 

%     idCP = 0; %control sample 

end 

  

sCorrect = 1; 

for n = sery 

   series=n-1 

   series_1=n 

     

    %% OME metadata opening (need bioformats toolbox files) 

  

%Note: the below format looks a little odd because the OME metadata is a JAVA 

%object, and the syntax reflects that 

%the zero index refers to what is known as a "series" and this particular 

%image has 2 series. Since JAVA is zero-indexed (0...m) rather than 

%one-indexed (1...n) as MATLAB is, we refer to Series #1 as 0 and Series #2 

%as 1 

SX = omeMeta.getPixelsSizeX(series).getValue(); % image width, pixels 

SY = omeMeta.getPixelsSizeY(series).getValue(); % image height, pixels 

SZ = omeMeta.getPixelsSizeZ(series).getValue(); % number of Z slices 

nC = omeMeta.getChannelCount(series); %number of channels 

nP = omeMeta.getPlaneCount(series); %number of planes 

PX = omeMeta.getPixelsPhysicalSizeX(series).value().doubleValue(); %physical 

pixel X dim, um 

PY = omeMeta.getPixelsPhysicalSizeY(series).value().doubleValue();%physical 

pixel Y dim, um 

PZ = omeMeta.getPixelsPhysicalSizeZ(series).value().doubleValue(); %physical 

pixel Z dim, um 

imgClass=class(A{series_1,1}{1,1}); 

Sname{sCorrect} = char(omeMeta.getImageName(n-1)); %image name 

    

  

Ob = 20; %objective 

  

%% quantify average intensity of each epidermal stain 

idCP = 0; 

  

%% quantify thickness of epidermis 

epidermal_ThicknessDetect_CORE_MMS_publication 

  

%% 

if sCorrect == 1 

save([sprintf('%sMetaData_%s_s%d.mat',dataLoc,BaseFileName,sCorrect)],... 

    'PX','PY','PZ','SX','SY','SZ','imgClass','nC','nP');  

end 

%% 

sCorrect = sCorrect +1; %counts what number within the imgProp2 images we are 

on (1:10) 

  

end 

  

end 

  

save([sprintf('%sThicknessVolValues.mat',dataLoc)],... 

    'volThickness');  

  

close all 

disp('OPERATION Completed'); beep 
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Confocal Thickness detection CORE Script and functions 
 

%% thickness of epidermis VOLUME and max projection 

% (CORE script) 

%Authors: Martina M. Sanchez, Joshua T. Morgan 

%Lab: TIME lab, PI:Dr. Joshua Morgan, Bioengineering Department 

%Institution: Univerisity of California, Riverside 

  

% last edit date: 20210801 

  

%description: uses confocal lif files to detect thickness over volume 

%must optimize image adjustment and thresholds for data sets 

%% find code dependencies 

[fList,pList] = 

matlab.codetools.requiredFilesAndProducts('epidermal_ThicknessDetect_CORE_MMS_p

ublication.m'); 

fList = fList'; 

  

%% clear variables 

clear K P D R disky j Km1 Pm1 Dm1 Km2 Pm2 Dm2 Dm2a Km3 Pm3 Dm3 KBW PBW DBW... 

    disky1 obj KBWc PBWc DBWc KBWcO PBWcO DBWcO BWsum FiltSum FiltSq 

FiltOriented... 

    SumSq SumOriented SumOL vertSum vertSumAvg_Pix vertSumAvg_mum PS2 

nameStr... 

    VolAvg_mum VolAvg_pix BWsumVol sphD 

  

%% Filter plane by plane to preserve thickness edges 

disp('thickness calcs started') 

close all 

tic 

if nC ==4 %if there are 4 channels 

%use Original images 

   K = cat(3,A{series_1,1}{1:nC:end-3,1}); %CK10; channel 1 

   P = cat(3,A{series_1,1}{2:nC:end-2,1}); %Inv 

   D = cat(3,A{series_1,1}{3:nC:end-1,1}); %D7 

   R = cat(3,A{series_1,1}{4:nC:end,1}); %ref; channel 4 

elseif nC ==3 

%use original images 

   K = cat(3,A{series_1,1}{1:nC:end-2,1}); %CK10 

   P = cat(3,A{series_1,1}{2:nC:end-1,1}); %Inv 

   D = cat(3,A{series_1,1}{3:nC:end,1}); %D7 

end 

  

disky = strel('disk',20); %set structuring element  

  

%median filter plane by plane to avoid changing thickness 

   for j = 1: size(K,3)    

   Km1 (:,:,j) = medfilt2(K(:,:,j),[5 5]); 

   Pm1 (:,:,j) = medfilt2(P(:,:,j),[5 5]); 

   Dm1 (:,:,j) = medfilt2(D(:,:,j),[3 3]); 

   end 

  

%adjust images 

imgC = contains(imgClass,['uint8']); %this would have been accidental. should 

be uint16 

  



163 

 

if ~imgC %uint16 images (this is what they should be) 

%adjust the whole volume at once 

   Km2 = imadjustn(Km1,[150/65535; 4000/65535]); 

   Pm2 = imadjustn(Pm1,[180/65535; 4500/65535]); 

   Dm2 = imadjustn(Dm1,[150/65535; 4000/65535]); 

else %in case the images are uint8 

   Km2 = imadjustn(Km1,[5/255; 60/255]); 

   Pm2 = imadjustn(Pm1,[10/255; 255/255]); 

   Dm2 = imadjustn(Dm1,[30/255; 200/255]); 

  

end 

    

%smooth or use rolling ball filter 

   for j = 1: size(K,3)  

   Dm2a(:,:,j) = imgaussfilt(Dm2(:,:,j),3);     

   Km3(:,:,j) = imtophat(Km2(:,:,j),disky); 

   Pm3(:,:,j) = imtophat(Pm2(:,:,j),disky); 

   Dm3(:,:,j) = imtophat(Dm2a(:,:,j),disky); 

   end 

    

       if ~imgC %imgglass is uint16 

   KBW = hysteresis3draw(Km3,3000,65000,18); %2000,6000,18 

   PBW = hysteresis3draw(Pm3,3000,62000,26); %6000,20000,26 

   DBW = hysteresis3draw(Dm3,1150,64000,26); %35000,80000,26 

       else 

           % just in case imgclass is uint8 

           KBW = hysteresis3draw(Km3,5,254,26); %2000,6000,18 

           PBW = hysteresis3draw(Pm3,7,254,26); %6000,20000,26 

           DBW = hysteresis3draw(Dm3,10,255,26); %35000,80000,26 

  

       end 

  

%set structuring elements 

   disky1 = strel('disk',10);% for morphological closing 

   sphD = strel('sphere',8); %for morphological closing 

   obj = 35; %define object size for morphological opening 

    

   for j = 1: size(K,3)  

   %swell features a little bit, plane by plane 

   KBWc(:,:,j) = imclose(KBW(:,:,j),disky1); 

   PBWc(:,:,j) = imclose(PBW(:,:,j),disky1); 

   end 

    

   DBWc = imclose(DBW,sphD); 

    

    for j = 1: size(K,3)  

   %remove small objects 

   KBWcO(:,:,j) = bwareaopen(KBWc(:,:,j),obj); 

   PBWcO(:,:,j) = bwareaopen(PBWc(:,:,j),obj); 

   DBWcO(:,:,j) = bwareaopen(DBWc(:,:,j),obj); 

   end 

    

%specific to our data set:  

%remove artifact that comes with confocal 633 laser line 

DBWcO(245:305,235:295,:) = 0;  

  

%% sum binaries 

for j = 1: size(K,3) 

BWsum(:,:,j) = KBWcO(:,:,j) + PBWcO(:,:,j) + DBWcO(:,:,j); 

FiltSum(:,:,j) = Km3(:,:,j) + Pm3(:,:,j) + Dm3(:,:,j); 
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end 

  

%% sum all volumetrically 

for j = 1:size(BWsum,1); 

    for q = 1:size(BWsum,2); 

    BWsumVol(j,q) = sum(BWsum(j,q,:),'all'); 

    end 

end 

  

VolAvg_pix = mean(BWsumVol,'all'); 

VolAvg_mum = VolAvg_pix*PZ; 

%% orthogonal max projection and thickness calc 

%show orthogonals just as an indication. thickness calculations are 

%volumetric 

FiltSq = squeeze(max(FiltSum(:,:,:),[],1));  

FiltOriented = flipud(permute(FiltSq  ,[2 1 3]));  

  

SumSq = squeeze(max(BWsum(:,:,:),[],1));  

SumOriented = flipud(permute(SumSq  ,[2 1 3]));  

SumOL = logical(SumOriented); 

  

for j = 1: size(SumOL,2)  

vertSum(j) = sum(SumOL(:,j),'all'); 

end 

vertSumAvg_Pix = mean(vertSum); 

vertSumAvg_mum = vertSumAvg_Pix*PZ; 

%% save thickness variables 

save([sprintf('%s\\ThicknessValues_iprop2series%d.mat',folderLocA,sCorrect)],..

. 

    

'vertSumAvg_Pix','vertSumAvg_mum','VolAvg_pix','VolAvg_mum','idCP','BaseFileNam

e'); 

  

save([sprintf('%s\\%s__iprop2series%d.mat',dataLoc,BaseFileName,sCorrect)],... 

    

'vertSumAvg_Pix','vertSumAvg_mum','VolAvg_pix','VolAvg_mum','idCP','BaseFileNam

e'); %idCP is identifier for control (0) or photoaged(1) 

%% put saving variables into a cell  

varCell{h,2}{sCorrect,6} = vertSumAvg_Pix; 

varCell{h,2}{sCorrect,7} = vertSumAvg_mum; 

  

volThickness{h,2}{sCorrect,1} = VolAvg_mum; 

volThickness{h,2}{sCorrect,2} = VolAvg_pix; 

  

  

%% Output figures of thickness 

close all 

PS2 = (150/SY)*(PZ/PY); 

PS2=[6 PS2*5]; 

nameStr = replace(BaseFileName,'_',' '); 

figure; set(gcf,'units','inches','position',[1 1 PS2],'Color','w',... 

    'PaperUnits','inches','PaperSize',PS2,'PaperPosition',[0 0 PS2]) 

  

%display the image plane and clear off the axis and tick marks 

subplot(2,1,1);imagesc(FiltOriented);  

title(sprintf('%s Series%d, sCorrect%d',nameStr, series_1,sCorrect)); 

  

subplot(2,1,2);imagesc(SumOL); 

title(sprintf('thickness is %d Pix & %d 

micron',vertSumAvg_Pix,vertSumAvg_mum)); 
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print(sprintf('%s\\Thickness_OrthMAX_iprop2series%d' , ... 

   folderLocA,sCorrect),'-dpng'); 

%% visualize filter changes 

%    zp = 35; 

%    close all 

% figure; 

% subplot(3,3,1);imagesc(K(:,:,zp));title('k'); 

% subplot(3,3,2);imagesc(P(:,:,zp));title('p'); 

% subplot(3,3,3);imagesc(D(:,:,zp));title('d'); 

% subplot(3,3,4);imagesc(Km1(:,:,zp));title('km1'); 

% subplot(3,3,5);imagesc(Pm1(:,:,zp));title('pm1'); 

% subplot(3,3,6);imagesc(Dm1(:,:,zp));title('dm1'); 

% subplot(3,3,7);imagesc(Km2(:,:,zp));title('km2'); 

% subplot(3,3,8);imagesc(Pm2(:,:,zp));title('pm2'); 

% subplot(3,3,9);imagesc(Dm2(:,:,zp));title('dm2'); 

%  

% figure; 

% subplot(3,3,1);imagesc(Km3(:,:,zp));title('km3'); 

% subplot(3,3,2);imagesc(Pm3(:,:,zp));title('pm3'); 

% subplot(3,3,3);imagesc(Dm3(:,:,zp));title('dm3'); 

% subplot(3,3,4);imagesc(KBW(:,:,zp));title('kbw'); 

% subplot(3,3,5);imagesc(PBW(:,:,zp));title('pbw'); 

% subplot(3,3,6);imagesc(DBW(:,:,zp));title('dbw'); 

% subplot(3,3,7);imagesc(KBWc(:,:,zp));title('kclose'); 

% subplot(3,3,8);imagesc(PBWc(:,:,zp));title('pclose'); 

% subplot(3,3,9);imagesc(DBWc(:,:,zp));title('close'); 

%  

% figure; 

% subplot(3,3,1);imagesc(KBWcO(:,:,zp));title('kbwco'); 

% subplot(3,3,2);imagesc(PBWcO(:,:,zp));title('pbwco'); 

% subplot(3,3,3);imagesc(DBWcO(:,:,zp));title('dbwco'); 

% subplot(3,3,4);imagesc(BWsum(:,:,zp));title('BWsum'); 

% subplot(3,3,5);imagesc(FiltSum(:,:,zp));title('fs'); 

%% functions ******************************************************** 

  

%% hysteresis3draw 

function [tri,hys]=hysteresis3draw(img,t1,t2,conn) 

% function [tri,hys]=HYSTERESIS3D(img,t1,t2,conn) 

% 

% Hysteresis3d is a simple function that performs trinarisation and 

% hysteresis for 2D and 3D images. Hysteresis3d was inspired by Peter 

% Kovesi's 2D hysteresis function 

% (http://www.csse.uwa.edu.au/~pk/research/matlabfns/). This 3D function 

% takes advantage of the 3D connectivities of imfill instead of the 2D 

% connectivities of bwselect. 

% 

% Usage:        [tri,hys]=HYSTERESIS3D(img,t1,t2,conn) 

% 

% Arguments:    img - image for hysteresis (assumed to be non-negative) 

%               t1 - lower threshold value (fraction b/w 0-1, e.g.: 0.1) 

%               t2 - upper threshold value (fraction b/w 0-1, e.g.: 0.9) 

%                   (t1/t2 can be entered in any order, larger one will be  

%                   set as the upper threshold) 

%               conn - number of connectivities (4 or 8 for 2D) 

%                                               (6, 18, or 26 for 3D)        

% Returns: 

%               tri - the trinarisation image (values are 0, 1, or 2) 

%               hys - the hysteresis image (logical mask image) 

%  
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% Examples:     [tri,hys]=HYSTERESIS3D(img,0.25,0.8,26) 

% 

% 2012/07/10: written by Luke Xie  

% 2013/12/09: defaults added  

% 

% To see an example of hysteresis used to segment a kidney region, please  

% refer to supplement in QSM of Kidney, NMR Biomed, 2013 Dec;26(12):1853-63  

% (http://onlinelibrary.wiley.com/doi/10.1002/nbm.3039/abstract). 

% Supplemental material is also available on our CIVMspace:  

% http://www.civm.duhs.duke.edu/lx201204/ 

  

%% arguments 

if nargin<3 

    disp('function needs at least 3 inputs') 

    return; 

elseif nargin==3 

    disp('inputs=3') 

    if numel(size(img))==2; 

        disp('img=2D') 

        disp('conn set at 4 connectivies (number of neighbors)') 

        conn=4; 

    end 

    if numel(size(img))==3;  

        disp('img=3D') 

        disp('conn set at 6 connectivies (number of neighbors)') 

        conn=6; 

    end 

end 

  

%% DO NOT scale t1 & t2 based on image intensity range 

if t1>t2    % swap values if t1>t2  

    tmp=t1; 

    t1=t2;  

    t2=tmp; 

end 

t1v=t1; 

t2v=t2; 

  

%% trinarisation 

tri=zeros(size(img)); 

tri(img>=t1v)=1; 

tri(img>=t2v)=2; 

  

%% hysteresis 

abovet1=img>t1v;                                     % points above lower 

threshold 

seed_indices=sub2ind(size(abovet1),find(img>t2v));   % indices of points above 

upper threshold 

hys=imfill(~abovet1,seed_indices,conn);              % obtain all connected 

regions in abovet1 that include points with values above t2 

hys=hys & abovet1; 
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Chapter 4: Vascular quantification scripts and functions 

Vascular quantification script  
%% Vascular quantification script 

% Author: Martina M. Sanchez and incorporation of functions from Joshua T. 

% Morgan, Peter Kovesi, and Tim Jerman. 

  

%Info: Script written to analyze vascular networks in 3D culture. Works on 

%uncleared and cleared structures, but uncleared structures may require 

%more filter optimization. This particular analysis works of staining form 

%vessels, adipose, and nuclei. The adipose and nuclei stains are used to 

%determine planes of noise that interfere with the vascular network. 3D and 

%3D renderings are generated to compare computational network formation to 

%actual images. Catching vasculature and eliminating noise is a delicate 

%balance and this should be optimized through filtering.  

  

%it is advised to begin by running image sets through just the vesselness3D 

%filter (line 466). Vesselness 3D by Tim Jerman is a pre-segmentation 

%function. It works well by itself but our data sets required more 

%de-noising so more filters were added before vesselness3D 

  

%% requires these to run 

[fList,pList] = 

matlab.codetools.requiredFilesAndProducts('vesselness3D_20x_AVHSEclearedVasc_MMS_publicat

ion.m'); 

fList = fList'; 

  

%-image analysis toolbox 

%-parallel computing toolbox 

  

% requires bioformats toolbox 

    % https://docs.openmicroscopy.org/bio-formats/6.1.0/index.html 

  

  

%% 

clear all 

close all 

clc 

%% all files 

tic 

strData = 'D:\Martina\3D HSE_HEE_VHSE analysis\AVHSE 202102 cleared\'; 

FileList = dir([strData, '*.lif']); 

  

for h = 1:length(FileList) 

clearvars -except keepVariables allFiles h strData FileList 

close all 

clc 

  

  

%% Filename you want to open 

IM_FILE = FileList(h).name; 

%% Open File (takes time) 

%Using the Bioformats Toolbox, we can extract most life sciences formats 

%into a consistant structure 

 tic;A = bfopen(IM_FILE);toc;  

 fprintf('finished opening file'); 

%% Save Directory 

outdir1 = 'D:\Martina\3D HSE_HEE_VHSE analysis\AVHSE 202102 cleared\Vesselness'; 

  

BaseFileName = sprintf('M%s', IM_FILE(1:end-4),'_VascQuant'); 

  

outdir2 = BaseFileName; 

    if ~isdir(outdir2) 

        mkdir(outdir2) 

    end 

  

outdir3 = [date 'VascQuant']; 
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folderLoc=fullfile(outdir1,outdir2,outdir3); 

    %is there a folder? If not, make one 

    if ~isfolder(folderLoc)  

        mkdir(folderLoc);  

    end 

  

%% change per image set if needed 

sphere = strel('sphere',10); 

isovalue = 0.1; 

Overlap = 0.8; 

AnalysisDepth = 350;%runs to a z depth of 350 or the whole volume 

  

lowZcatch = 5; %eliminate planes before z plane 5 because of noise from glass 

highZcatch = 40; %if plane elimination starts at z plane 40 then re-evaluate 

  

DlowThresh = 18000; %for nuclei 

RlowThresh = 8000; %for adipose 

  

SZvolFrac = 2; 

StartCushion = 2; 

  

erodeStr = 2; 

dilateStr = (2*erodeStr); 

  

preFrangiBWvol = (1.05); 

postFrangiBWvol = 1.05; 

  

  

  

%% Begin Vesselness Sequence 

fprintf('\n BEGIN vesselness sequence \n'); 

  

lengthA = length(A(:,1)); 

for n=3:lengthA-2;  

    %^^^change depending on how many tilescan positions you want to analyze 

    %or how many series are in the file 

  

sing = tic 

    series=n-1 

    series_1=n 

    strSeries = sprintf('series%d',series_1); 

     

    fprintf(sprintf('\n starting series %d \n',series_1)); 

%% OME metadata opening using bioformats toolbox functions 

reader = bfGetReader(IM_FILE); %the reader variable is a pointer to the file 

omeMeta = reader.getMetadataStore(); %pull OME metadata 

  

SX = omeMeta.getPixelsSizeX(series).getValue(); % image width, pixels 

SY = omeMeta.getPixelsSizeY(series).getValue(); % image height, pixels 

SZ = omeMeta.getPixelsSizeZ(series).getValue(); % number of Z slices 

nC = omeMeta.getChannelCount(series); %number of channels 

nP = omeMeta.getPlaneCount(series); %number of planes 

PX = omeMeta.getPixelsPhysicalSizeX(series).value().doubleValue(); %physical pixel X dim, 

um 

PY = omeMeta.getPixelsPhysicalSizeY(series).value().doubleValue();%physical pixel Y dim, 

um 

PZ = omeMeta.getPixelsPhysicalSizeZ(series).value().doubleValue(); %physical pixel Z dim, 

um 

%% Define channels based on channels present in file 

if nC==1 

    K = cat(3,A{series_1,1}{1:nC:nP,1});  %1st Channel 

     

elseif nC==2 

    K = cat(3,A{series_1,1}{1:nC:nP-1,1});  %1st Channel 

    D = cat(3,A{series_1,1}{2:nC:nP,1}); %2nd Channel 
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elseif nC==3 

  

    P = cat(3,A{series_1,1}{1:nC:nP-2,1});  %1st Channel 

    K = cat(3,A{series_1,1}{2:nC:nP-1,1}); %2nd Channel 

    D = cat(3,A{series_1,1}{3:nC:nP, 1}); %3rd Channel 

      

elseif nC==4 %assuming DRAQ7 is on 3rd channel 

    P = cat(3,A{series_1,1}{1:nC:nP-3,1});  %1st Channel(Bodipy) 

    K = cat(3,A{series_1,1}{2:nC:nP-2,1}); %2nd channel (COlIV) 

    D = cat(3,A{series_1,1}{3:nC:nP-1,1}); %third Channel 

    R = cat(3,A{series_1,1}{4:nC:nP, 1}); %4th Channel 

end 

  

%% begin filtering 

fprintf('\n begin filtering \n') 

  

%filter vasculature,median filter 

Km1 = medfilt3(K,[5 5 5]); 

  

%filter nuclei: median and tophat 

Dm1 = medfilt3(D, [3 3 3]); 

Dm2 = imtophat(Dm1,sphere); 

  

%% adjust by volume  

Dm3 = imadjustn(Dm2); 

Km2 = imadjustn(Km1,[0.002 0.035]); 

  

%tophat filter by plane 

for i= 1:SZ 

   [Km3(:,:,i)] = imtophat(Km2(:,:,i),strel('disk',20)); 

end 

  

%Kuwahara filter (edge preservation) 

for q = 1: size(Km3,3) 

    KmKuw(:,:,q) = KuwaharaFast(Km3(:,:,q),2); 

end 

  

%% View initial segmentation success: Vasculature (2nd ch) 

% close all 

% for i = 1:SZ  %size(G, 3) %z stacks 

%     figure(50);image(K(:,:,i), 'CDataMapping', 'scaled'); movegui('southwest');%OG 

medfilt image 

%     figure(5); image(Km2(:,:,i), 'CDataMapping', 'scaled'); title(['Km2, frame ' 

num2str(i) '/' num2str(size(K, 3))]); movegui('northeast'); 

%     figure(6); image(Km3(:,:,i),'CDataMapping', 'scaled'); title(['Km3, frame ' 

num2str(i) '/' num2str(size(K, 3))]); movegui('southeast');             

%     figure(7); image(KmKuw(:,:,i),'CDataMapping', 'scaled'); title(['KmKuw, frame ' 

num2str(i) '/' num2str(size(K, 3))]); movegui('southeast');             

% end 

%% medfilt volume 

Km6 = medfilt3(KmKuw); 

Dm6 = medfilt3(Dm3); 

  

%% Noise comp 3D (phase preserving denoising [Peter Kovesi 1999; adapted for 3D by Joshua 

T. Morgan] 

SF=PZ/PX; 

Km6NC2 = noisecomp3D(Km6,2,7,3,1,SF,false);%changed 0 to 1 before SF 

toc; 

  

%% homomorphic filtering (a frequency domain transform function) [Peter Kovesi] 

for i = 1:SZ; 

[Km6hmp(:,:,i)] = homomorphic(Km6NC2(:,:,i),3,.5,2,80,2); %H  very good 

end 

%% View initial segmentation success: Vasculature (2nd ch) 

% close all 

% for i = 1:SZ  %size(G, 3) %z stacks 

%  
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%     figure(50);image(Km6(:,:,i), 'CDataMapping', 'scaled'); movegui('southwest');%OG 

medfilt image 

%     figure(5); image(Km6NC2(:,:,i), 'CDataMapping', 'scaled'); title(['Km6NC2 frame ' 

num2str(i) '/' num2str(size(K, 3))]); movegui('northeast'); 

%     figure(6); image(Km6hmp(:,:,i),'CDataMapping', 'scaled'); title(['Km6hmp, frame ' 

num2str(i) '/' num2str(size(K, 3))]); movegui('southeast');             

%     figure(7); image(Dm6(:,:,i),'CDataMapping', 'scaled'); title(['Dm6, frame ' 

num2str(i) '/' num2str(size(K, 3))]); movegui('northwest');             

% end 

  

%% imocbr  

for i = 1:SZ 

[Km7(:,:,i)] = imocbr(Km6hmp(:,:,i),strel('disk',6)); 

end 

%% Threshold using hysteresis 

%% remove homomorphic filter artifacts 

[Km6Hyst] = hysteresis3draw(Km6,3400,60000); 

  

%%% compare binary images, eliminate objects that 'appear' from homomorphic filtering 

Ks = uint8(Km6Hyst)+uint8(Km7); 

[Ks1] = hysteresis3draw(Ks,1.9,2.9,26); 

  

%% Use a long rectangle structuring element to enhance 'stripe' noise 

Ks2 = imclose(Ks1, strel('rectangle',[3 20])); 

  

%%  Sum row for each Z frame and find where there are more than __objects in one line 

% this finds long horizonntal lines and makes their whole row positive  

% so that it can increase the area of the object and then can be easily 

% removed; this is specific to noise created in these images 

  

for i = 1:SZ 

    for j = 1:512 

        [tmp(j,i)]=sum(Ks2(j,:,i)); 

    end 

end 

[ind1,ind2]= find(tmp>260);  

  

dum= ones(1,512); 

for t = 1: length(ind1) 

Ks2(ind1(t),:,ind2(t)) = dum; 

end 

Ks2 = logical(Ks2); 

  

% %% erode in case large objects catch tiny spines of vasc 

for t = 1:SZ 

Ks2erode(:,:,t) = imerode(Ks2(:,:,t),strel('disk',7)); 

end 

%% Use bwareafilt to remove super large objects in the shape of rectangles 

for i = 1:SZ 

    [Ks3(:,:,i)] = bwareafilt(Ks2(:,:,i),[1 14500]);% 14500 

    [Ks1t(:,:,i)] = bwareaopen((Ks1(:,:,i)),150); 

end 

%% remove large objects that don't correspond with vasculature 

Ks4 = uint8(Ks1)+uint8(Ks1t.*2) +uint8(Ks3)+uint8(Ks2erode); 

Ks5 = Ks4>=2; 

  

%% if a few frames of vascular have a gap in the z-direction, this fixes it 

Ks6= imclose(Ks5, strel('sphere',4)); 

%% imclose--try to preserve thin spiny vasculature (could be optimized a lot) 

      nhoody1 = strel('line', 10, 45) 

      nhoody2 = strel('line', 10, 90) 

      nhoody3 = strel('line', 10, 180) 

      nhoody4 = strel('line', 10, 225) 

   

for i = 1:SZ 

Km8(:,:,i) = imclose(Ks6(:,:,i),strel(nhoody1)); 

end 
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for i = 1:SZ 

Km8(:,:,i) = imclose(Km8(:,:,i),strel(nhoody2)); 

end 

for i = 1:SZ 

Km8(:,:,i) = imclose(Km8(:,:,i),strel(nhoody3)); 

end 

for i = 1:SZ 

Km8(:,:,i) = imclose(Km8(:,:,i),strel(nhoody4)); 

end 

Km7Bin = Km8; 

%% adjust by volume & homomorphic filtering 

  

Km9 = Km8.*Km6; 

Km9hyst= imadjustn(Km9); 

  

clear Km9hmp 

for i = 1:SZ; 

[Km9hmp(:,:,i)] = homomorphic(Km9(:,:,i),1,.25,2,1); %H  very good 

end 

  

Km9Bin = Km9hmp>0.15; 

  

%% bwareaopen 

objVolKmBW = 12; 

clear Km7BW 

for i = 1:SZ 

Km7BW(:,:,i) =  bwareaopen((Km9Bin(:,:,i)),objVolKmBW); 

end 

%% threshold nuclei/adipose using hystersis 

[~,Dm7Bin] = hysteresis3draw(Dm6,DlowThresh,60000,18); %threshold DRAQ7 channel 

    Pm3 = imadjustn(P); %bodipy 

    Pm4 = medfilt3(Pm3,[5 5 5]); 

[~,Pm7Bin] = hysteresis3draw(Pm4, RlowThresh,60000,18); 

  

CommonD = imclose(Dm7Bin,strel('disk',60)); 

CommonR = imclose(Pm7Bin, strel('disk',60)); 

        

for i = 1:SZ 

        %count all nonzero elements per z position 

        Com_D(i) = nnz((CommonD(:,:,i)==1)); %count all nonzero elements pre z position 

        Com_R(i) = nnz((CommonR(:,:,i)==1));   

    end 

CommyD(1,:) = Com_D./nnz(ones(512,512)); %find ratio of D7 coverage 

CommyR(1,:) = Com_R./nnz(ones(512,512)); %find ratio of D7 coverage 

  

%% Use bwareafilt to remove super large objects in the shape of rectangles 

%filters out the stripe noise specific to these images 

obj = [10 15000]; 

for i = 1:SZ 

    [Km7BW1(:,:,i)] = bwareafilt(Km7BW(:,:,i),obj); 

end 

  

% median filter the bwareaopen 

KBWmed = medfilt3(Km7BW1, [3 3 3]); 

  

%% Detect & remove Glass/ planes of noise 

fprintf('\n Detecting Glass \n') 

if nC==3 |nC==4 

    fprintf('running on nC = 3 or 4') 

  

    %swell  binary images to find common coverage areas 

    CommonK = imclose (KBWmed,strel('disk',60)); %30 works for this data set at 20x 

  

    for i = 1:SZ 

        Com_K(i)= nnz((CommonK(:,:,i)==1)); %count all nonzero elements per z position 

    end 

    %find fractions of coverage 
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        ComDiv(1,:) = Com_K./Com_R; 

        ComDiv(2,:) = Com_K./Com_D;%%% 

        ComDiv(3,:) = Com_D./Com_R;%%%% 

         

  

else 

    %if nC ~=4 or 4 

    fprintf('running on fraction of K/D'); 

    CommonK = imclose (KBWmed,strel('disk',60)); %30 works for this data set at 20x 

    CommonD = imclose(Dm7Bin,strel('disk',60)); 

    for i = 1:SZ 

        Com_K(i)= nnz((CommonK(:,:,i)==1)); %count all nonzero elements per z position 

        Com_D(i) = nnz((CommonD(:,:,i)==1)); %count all nonzero elements pre z position 

    end 

    ComDiv(2,:) = Com_K./Com_D; 

    ComDiv(3,:) = Com_D./Com_R; 

end 

  

  

SZfrac= round((SZ-1)/SZvolFrac) %% 

ComDiv(4,:) = abs(ComDiv(1,:)-ComDiv(3,:)); 

diff4=diff(ComDiv(4,1:SZfrac)); 

  

figure;subplot(2,1,1);picSIZE=[8 6];PS = [6 6]; 

 set(gcf,'units','inches','position',[1 1 picSIZE],'Color','w',... 

    'PaperUnits','inches','PaperSize',PS,'PaperPosition',[0 0 picSIZE]); 

  

plot((ComDiv(4,1:SZfrac))) 

hold on 

plot(diff4) 

legend('difference of k/r and d/r','differentiation of diff') 

title('difference between k/r and d/r fractions within SZfrac volume'); 

  

subplot(2,1,2); 

plot((ComDiv(1,:))) 

hold on 

plot((ComDiv(2,:))); 

plot((ComDiv(3,:))); 

legend ('k/r','k/d','d/r'); 

hold off 

ylabel('overlay percent') 

xlabel('Z position'); 

title('fractions'); 

  

Sfile=sprintf('%s\\%s_ZregionPlot.fig',folderLoc,strSeries); 

Pfile=sprintf('%s\\%s_ZregionPlot',folderLoc,strSeries); 

  

print(Pfile,'-dpng'); 

savefig(Sfile); 

clear Sfile Pfile 

  

foundSim1 = diff4 <0.08; 

foundSim2 = diff4>(-0.08); %%%(0.04 is strict)changed from VHSE 

        % (more leniancy allowed since binary map of vessels is way better) 

foundSimy = foundSim1.*foundSim2; 

conseqLOW1 = find(foundSimy ==0); 

  

%setting limits for detection of first z frame 

conseqLOW = conseqLOW1(conseqLOW1>8); %knock off planes below  

conseqLOW = conseqLOW(conseqLOW<205); 

  

j0 =(diff(conseqLOW))%-1)); 

  

[u,ind]= min(j0); 

j=conseqLOW(ind); 

startingZ =j; 
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%%%catch and change really low starting Z's (usually first few zplanes are 

%%%noise or glass, or just no signal 

    if startingZ <= lowZcatch   %first catch.  

        j = conseqLOW(ind+1) 

        startingZ = j; 

        disp('first catch completed'); 

         

        if startingZ<=lowZcatch %2nd catch if necessary 

             j = conseqLOW(ind+2) 

            startingZ = j; 

            disp('Second catch completed'); 

        end 

    end        

  

%%% catch and change really high startingZ's. sometimes algorithm starts too 

%%% high in the z-stack, 40 is a good catch because sometimes several 

%%% low planes have nothing but noise but we also don't want to miss 

%%% vessels that might be there. optimize if needed 

    if startingZ >= highZcatch 

        startingZ = startingZ-10; 

        disp('caught a high starting Z (over 40)') %40 is high for a cleared data set 

    end 

  

Depth = round(AnalysisDepth/round(PZ)); %Choose what depth to analyze to (set at top) 

endingZ = startingZ+Depth; 

if endingZ > SZ 

    Zcorrect = endingZ-SZ 

    startingZ = startingZ-Zcorrect; 

    endingZ = startingZ + Depth; 

end 

depthRep = 0; 

  

%correct plane corrections so that indexing is not starting at 0 or higher 

%than whole z stack 

if startingZ < 0 

    Zcorrect = abs(startingZ)+1; 

    startingZ = startingZ + Zcorrect; 

    endingZ = endingZ + Zcorrect; 

   if endingZ > SZ 

    Zcorrect = endingZ-SZ 

    endingZ = endingZ-Zcorrect; 

    if endingZ >SZ 

    depthRep = 1; 

    disp('analysis depth not possible; quantifying whole stack'); 

    end 

   end 

end 

  

Zframes= startingZ:endingZ; 

fprintf('\n starting Z is %d \n',startingZ); 

fprintf('\n ending Z is %d \n',endingZ); 

%% 

%% View initial segmentation success vascular 

for i = Zframes  %size(G, 3) %z stacks 

    figure(5); image(KBWmed(:,:,i), 'CDataMapping', 'scaled'); title(['KBWmed, frame ' 

num2str(i) '/' num2str(size(K, 3))]); movegui('northeast'); 

    figure(6); image(Km6(:,:,i),'CDataMapping', 'scaled'); title(['Km6, frame ' 

num2str(i) '/' num2str(size(K, 3))]); movegui('southeast'); 

% trace boundaries 

    figure(7); image(Km6(:,:,i), 'CDataMapping', 'scaled'); title(['Km6 w binary map, 

frame ' num2str(i) '/' num2str(size(K, 3))]); movegui('northwest'); 

       RBound = bwboundaries(KBWmed(:,:,i), 8, 'noholes'); hold on 

            for j = 1:length(RBound) 

                plot(RBound{j}(:,2), RBound{j}(:,1), 'r', 'LineWidth', 1); 

            end           

       hold off 

                hi = figure(7); 
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                frame = getframe(hi); 

                im = frame2im(frame); 

                [imind,cm] = rgb2ind(im,256); 

% Write to the GIF File 

                name = sprintf('%s\\%s_VascInitialsegB4frangi.gif',folderLoc, strSeries); 

                if i == startingZ 

                 imwrite(imind,cm,name,'gif', 'Loopcount',inf); 

                else 

                 imwrite(imind,cm,name,'gif','WriteMode','append'); 

                end        

end 

  

%% Use KBWmed as a mask onto a non-binary image since frangi works on non-binary images 

Kmasked = zeros(size(KBWmed)); 

Kmasked = (double(KmKuw)).*(double(KBWmed)); 

  

%% Frangi filter w. vesselness function [Jerman enhancement filter: hessian based Frangi] 

% compute enhancement for two different tau values 

V = vesselness3D(Kmasked, 1:4, [1;1;1], 0.5, true); 

  

%%%vesselness itself is a pre-segmentation filter. Can start from here and 

%%%see how vesselness works then add more pre-segmentation filters as above 

  

%% Add bwareaopen after vesselness frangi filter  

V1 = logical(V); %bc regionprops needs a logical image, V is a double 

V2 = V1(:,:,Zframes); 

%% remove small objectss again 

objVolV=20000;  

Vasc =  bwareaopen(V2,objVolV,26);  

Vasc = medfilt3(Vasc,[9 9 9]); 

  

%% View Post Frangi & bwareaopen segmentation success 

fprintf('\n begin view of post frangi segmentation \n') 

  

for i = 1:size(Vasc,3)  

starty = i+startingZ; 

if starty>SZ 

    starty = SZ; 

end 

    figure(5); image(Vasc(:,:,i), 'CDataMapping', 'scaled'); title(['Vasc, frame ' 

num2str(i) '/' num2str(size(Vasc,3))]); movegui('northeast'); 

    figure(6); image(Km6(:,:,(starty)),'CDataMapping', 'scaled'); title(['Km6, frame ' 

num2str(i) '/' num2str(size(Vasc,3))]); movegui('southeast'); 

    figure(7); image(KBWmed(:,:,(starty)),'CDataMapping', 'scaled'); title(['KBWmed, 

frame ' num2str(i) '/' num2str(size(KBWmed,3))]); movegui('southwest'); 

  

    % trace boundaries 

    figure(8); image(Km6(:,:,(starty)), 'CDataMapping', 'scaled'); title(['Km6 w Frangi 

Seg Map, frame ' num2str(i) '/' num2str(size(Vasc,3))]); movegui('northwest'); 

       RBound = bwboundaries(Vasc(:,:,i), 8, 'noholes'); hold on 

            for j = 1:length(RBound) 

                plot(RBound{j}(:,2), RBound{j}(:,1), 'r', 'LineWidth', 1); 

            end          

       hold off 

                hi = figure(8); 

                frame = getframe(hi); 

                im = frame2im(frame); 

                [imind,cm] = rgb2ind(im,256); 

% Write to the GIF File 

                name = sprintf('%s\\%s_VascSegPostFrangi.gif',folderLoc, strSeries); 

                if i == 1 

                 imwrite(imind,cm,name,'gif', 'Loopcount',inf); 

                else 

                 imwrite(imind,cm,name,'gif','WriteMode','append'); 

                end 

                 

end 
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fprintf('\n vascular segmentation post frangi gif saved \n'); 

close all 

  

%% View 3D rendering after frangi filter & bwareaopen, save fig 

tic; 

fprintf('begin 3D render \n'); 

  

%pad array to account for edge objects 

G4 = padarray(Vasc(:,:,1:length(Zframes)), [1 1 1], 0); 

  

%isosurfaces (isosurface takes a long time) 

Giso = isosurface(G4, isovalue,'verbose'); 

  

Giso.vertices = Giso.vertices*[PX 0 0;0 PY 0;0 0 PZ]; 

  

%% Only vasculature-3D rendering 

figure 

PS = [8 6]; 

set(gcf,'units','inches','position',[2 2 PS],'Color','w', 

'PaperUnits','inches','PaperSize',PS,'PaperPosition',[0 0 PS]) 

patch(Giso,'facecolor',[0 1 1],'facealpha',0.4,'edgecolor','none'); hold on 

  

set(gca,'Xcolor','k','Ycolor','k','Zcolor','k','linewidth',2) 

set(gca,'Fontsize',14,'fontweight','bold') 

set(gca,'Xgrid','on','Ygrid','on','Zgrid','on') 

set(gca,'Xgrid','on','Ygrid','on','Zgrid','on') 

zlabel('Depth, \mum') 

text(200,-80,0,'Length 

(\mum)','Fontsize',14,'Fontweight','bold','rotation',19.5,'horizontalalignment','center')

; 

text(-80,200,0,'Width (\mum)','Fontsize',14,'Fontweight','bold','rotation',-

43,'horizontalalignment','center'); 

  

%setting the camera position and angle 

view([-31.5000 35.2000]) 

  

%setting illumination 

camlight 

  

%flatten the Z aspect a little with confocal images 

daspect([1 1 1.5]) 

  

toc; fprintf('save file'); 

  

Sfile=sprintf('%s\\%s_SEG_3Drender.fig',folderLoc,strSeries); 

Pfile=sprintf('%s\\%s_SEG_3Drender',folderLoc,strSeries); 

print(Pfile,'-dpng'); 

savefig(Sfile); 

  

%% save variables 

fprintf('Vesselness Frangi 3D generation complete'); 

close all 

  

save([sprintf('%s\\%s_SKELDATA.mat',folderLoc, strSeries)],... 

    'startingZ','Overlap','Vasc','Zframes','PY','PX','PZ','SZ','SX','SY','depthRep'); 

  

%%  Volume distance transform [adapted from Joshua T. Morgan] 

  

% can shrink volumes if necessary 

  

Stic = tic; fprintf(1,'\n Start volume distance transform...\n')     

v2t_dist = bwdistsc(Vasc,[PY PX PZ]); %distance from vessel to tissue location 

  

t2v_dist = bwdistsc(~Vasc,[PY PX PZ]); %distance from tissue to vessel location 

  

Stoc = toc(Stic); fprintf(1,'Volume distance transform took %f seconds.\n',Stoc); 
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%% loop over #objects then put into skeletonization one object at a time [adapted from 

Joshua T. Morgan] 

%find connected components in vessel map 

connComps = bwconncomp(t2v_dist,26); 

labelCC = labelmatrix(connComps); 

  

%feed objects into skeletonization, a single object at a time 

Stic = tic; 

  

SkelPool = parpool(4); 

parfor (i = 1:connComps.NumObjects,4) %4 is number of workers 

    fprintf(1,'Working on object %d of %d\n',i,connComps.NumObjects) 

    Vt = false(size(t2v_dist)); 

    Vt(connComps.PixelIdxList{i}) = true; 

    tic;[Skeleton{i},SkeLength{i}] = skel_fm(Vt,2,true);toc 

end 

  

delete(SkelPool); 

Stoc = toc(Stic); 

  

fprintf(1,'Skeletonization took %f seconds. \n',Stoc) 

save([sprintf('%s\\%s_SKELDATA.mat',folderLoc, strSeries)],... 

    'v2t_dist','t2v_dist','connComps','labelCC','Skeleton','SkeLength','-append'); 

  

  

%% skel prep 

Sm = false(size(t2v_dist)); 

for i = 1:length(Skeleton) 

    for j = 1:length(Skeleton{i}) 

        Sm(Skeleton{i}{j}) = true; 

end 

end 

%% Skeleton Revision 

fprintf(1,'Revise skeletonization \n'); 

    Stic = tic; 

Skel3D = Skeleton3D(Sm); 

    Stoc = toc(Stic);   fprintf(1,'Revision took %f seconds.\n',Stoc) 

  

save([sprintf('%s\\%s_SKELDATA.mat',folderLoc, strSeries)],... 

    'Overlap','Zframes','Sm','Skel3D','-append'); 

fprintf(1,'Skeletonization Done!\n') 

  

  

  

%% Make a 3D rendering of the skeleton overlayed onto a map of vessel 

  

sphere = strel('sphere',6); 

isovalue = 0.1; 

Z= length(Zframes); 

  

%pad array to account for edge objects 

tic; 

fprintf('\n begin 3D render \n'); 

G4 = (padarray(Skel3D, [1 1 1], 0)); 

R4 = (padarray(t2v_dist, [1 1 1], 0)); 

  

%isosurfaces 

Giso = isosurface(G4, isovalue,'verbose'); 

Riso = isosurface(R4, 0.5); 

  

Giso.vertices = Giso.vertices*[PX 0 0;0 PY 0;0 0 PZ]; 

Riso.vertices = Riso.vertices*[PX 0 0;0 PY 0;0 0 PZ]; 

figure 

PS = [8 6]; 

set(gcf,'units','inches','position',[2 2 PS],'Color','w', 

'PaperUnits','inches','PaperSize',PS,'PaperPosition',[0 0 PS]) 



177 

 

  

patch(Giso,'facecolor',[1 0 1],'facealpha',0.6,'edgecolor','none'); hold on 

patch(Riso,'facecolor',[0 1 1],'facealpha',0.3,'edgecolor','none'); hold on 

  

set(gca,'Xcolor','k','Ycolor','k','Zcolor','k','linewidth',2) 

set(gca,'Fontsize',14,'fontweight','bold') 

set(gca,'Xgrid','on','Ygrid','on','Zgrid','on') 

  

zlabel('Depth, \mum') 

text(200,-80,0,'Length 

(\mum)','Fontsize',14,'Fontweight','bold','rotation',19.5,'horizontalalignment','center')

; 

text(-80,200,0,'Width (\mum)','Fontsize',14,'Fontweight','bold','rotation',-

43,'horizontalalignment','center'); 

  

%setting the camera position and angle 

view([-31.5000 35.2000]) 

  

%setting illumination 

camlight 

  

%flatten the Z aspect a little with confocal images 

daspect([1 1 1.5]) 

  

toc; fprintf('save file'); 

  

Sfile=sprintf('%s\\%s_VascSkel_OVERLAY3D.fig',folderLoc,strSeries); 

Pfile=sprintf('%s\\%s_VascSkel_OVERLAY3D',folderLoc,strSeries); 

  

print(Pfile,'-dpng'); 

savefig(Sfile); 

close all 

  

%% Begin Analysis of network  

Stic = tic;fprintf(1,'\n Beginning analysis, will always overwrite existing data!\n') 

  

[~,node1,link1]= Skel2Graph3D(Skel3D,4); %Grab data from skeletonization 

     

Stoc = toc(Stic); fprintf(1,'\n section took %f seconds.\n',Stoc); 

save([sprintf('%s\\%s_SKELDATA.mat',folderLoc, strSeries)],'node1','link1','-append'); 

  

%% 

Slblb = zeros(size(Skel3D)); %pre-allocate 

SP = zeros(1,length(link1)); %pre-allocate 

EP = zeros(1,length(link1)); %pre-allocate 

SegChord = zeros(1,length(link1)); %pre-allocate 

SegLength = zeros(1,length(link1)); %pre-allocate 

  

for i = 1:length(link1) 

    SP(i) = link1(i).point(1);  

    EP(i) = link1(i).point(end); 

    Slblb(link1(i).point) = i; 

end 

  

Slbln = zeros(size(Skel3D)); %pre-allocate 

for i = 1:length(node1) 

    Slbln(node1(i).idx) = i; 

end 

  

Slblm = Slblb;  

Slblm(Slbln>0) = 0; 

  

%% Segment chord, diameter, length, and tortuosity 

SegPool = parpool(4); 

Stic = tic; 

parfor (i = 1:length(link1),4) 

    TEMPs = false(size(Skel3D)); 
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    TEMPs(link1(i).point) = true; 

    TEMPm = bwdistgeodesic(TEMPs,SP(i),'quasi') 

    SegLength(i) = TEMPm(EP(i)); 

    [tempX,tempY,tempZ] = ind2sub(size(Skel3D),link1(i).point([1,end])); 

    SegChord(i) = sqrt(range(tempX).^2+range(tempY).^2+range(tempZ).^2); 

end;toc(Stic) 

  

s = regionprops(Slblb,t2v_dist,'MeanIntensity'); 

  

SegMeanDia = [s.MeanIntensity]; %radius value 

SegMeanDia = (SegMeanDia.*2); 

SegTort = SegLength./SegChord; 

delete(SegPool); 

  

%% volume fraction (does not require skeletonization) 

VF = sum(Vasc(:))/numel(Vasc(:)); 

  

%% coverage of tissue 

KTC = v2t_dist; KTC = KTC(:); 

[f,x] = ecdf(KTC); 

x = x*PX; 

  

%% connectivity 

tic 

CC = bwconncomp(Vasc); 

L = labelmatrix(CC); 

  

Nvol = regionprops(L,'Area'); %volume of connected network chunks 

Nvol = [Nvol.Area]; %reformat of above 

Nvoltot = sum(Nvol); %total vol of connected network 

Nvol3 = Nvol/Nvoltot; %normalized to largest vol 

  

L = double(L); 

for i = 1:length(Nvol3); L(L==i) = Nvol3(i); end %recreate label matrix with connected% 

of each chunk 

H2 = L(:); H2(H2==0) = []; %create pool of values, weight each by volume 

[ConnHistValues,ConnHistEdges] = histcounts(H2,[0:.1:1]);toc 

ConnHistValues = ConnHistValues/numel(H2); %normalize 

  

%% assess nodes 

node_conn = zeros(length(node1),1); 

node_ep = false(length(node1),1);%if node is an endpoint (ep) =1; 0 otherwise 

for i = 1:length(node1) 

    node_conn(i) = length(node1(i).links); 

    node_ep(i) = node1(i).ep; 

end 

  

node_conn(node_ep) = []; 

node_ep(node_ep) = []; 

  

if ~isfile(sprintf('%s\\%s_OUTPUT.mat',folderLoc, strSeries)); 

save([sprintf('%s\\%s_OUTPUT.mat',folderLoc, 

strSeries)],'v2t_dist','t2v_dist','SegTort','SegMeanDia','SegLength','SegChord',... 

    'VF','f','x','ConnHistEdges','ConnHistValues',... 

    'node_conn','node_ep'); 

else 

    save([sprintf('%s\\%s_OUTPUT.mat',folderLoc, 

strSeries)],'SegTort','SegMeanDia','SegLength','SegChord',... 

    'VF','f','x','ConnHistEdges','ConnHistValues',... 

    'node_conn','node_ep','-append'); 

end 

fprintf('series complete, outputs saved'); 

% - conn            List of destinations of links of this node 

% - ep              1 if node is endpoint (degree 1), 0 otherwise 

%% series time 

singSerTime = toc(sing); 

fprintf(sprintf('\n time for single series took %s \n',singSerTime)); 
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save([sprintf('%s\\%s_seriesTime.mat',folderLoc, strSeries)],'singSerTime'); 

% 

%% clear vars 

clearvars -except keepVariables h allFiles strData FileList A IM_FILE outdir1... 

    BaseFileName outdir2 outdir3... 

    folderLoc n lengthA sphere isovalue  Overlap AnalysisDepth ... 

    DlowThresh RlowThresh SZvolFrac StartCushion ... 

    erodeStr dilateStr strSeries strSeries preFrangiBWvol postFrangiBWvol 

end 

  

%% Save generation variables 

save([sprintf('%s\\%s_GenerationVars.mat',folderLoc, strSeries)],'DlowThresh',... 

    'RlowThresh', 'SZvolFrac', 'StartCushion', 'AnalysisDepth','preFrangiBWvol', 

'postFrangiBWvol','erodeStr','dilateStr'); 

%% 

end %end allfile vesselness generation 

  

clearvars -except keepVariables h allFiles strData FileList IM_File 

fprintf('\n All files quantified \n'); 

toc 

%%% end vesslness3D_20x... 

 

Vascular quantification functions 
FillEulerLUT 
%function FillEulerLUT 

function LUT = FillEulerLUT 

  

LUT(1)  =  1; 

LUT(3)  = -1; 

LUT(5)  = -1; 

LUT(7)  =  1; 

LUT(9)  = -3; 

LUT(11) = -1; 

LUT(13) = -1; 

LUT(15) =  1; 

LUT(17) = -1; 

LUT(19) =  1; 

LUT(21) =  1; 

LUT(23) = -1; 

LUT(25) =  3; 

LUT(27) =  1; 

LUT(29) =  1; 

LUT(31) = -1; 

LUT(33) = -3; 

LUT(35) = -1; 

LUT(37) =  3; 

LUT(39) =  1; 

LUT(41) =  1; 

LUT(43) = -1; 

LUT(45) =  3; 

LUT(47) =  1; 

LUT(49) = -1; 

LUT(51) =  1; 

  

LUT(53) =  1; 

LUT(55) = -1; 

LUT(57) =  3; 

LUT(59) =  1; 

LUT(61) =  1; 

LUT(63) = -1; 

LUT(65) = -3; 

LUT(67) =  3; 

LUT(69) = -1; 

LUT(71) =  1; 

LUT(73) =  1; 
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LUT(75) =  3; 

LUT(77) = -1; 

LUT(79) =  1; 

LUT(81) = -1; 

LUT(83) =  1; 

LUT(85) =  1; 

LUT(87) = -1; 

LUT(89) =  3; 

LUT(91) =  1; 

LUT(93) =  1; 

LUT(95) = -1; 

LUT(97) =  1; 

LUT(99) =  3; 

LUT(101) =  3; 

LUT(103) =  1; 

  

LUT(105) =  5; 

LUT(107) =  3; 

LUT(109) =  3; 

LUT(111) =  1; 

LUT(113) = -1; 

LUT(115) =  1; 

LUT(117) =  1; 

LUT(119) = -1; 

LUT(121) =  3; 

LUT(123) =  1; 

LUT(125) =  1; 

LUT(127) = -1; 

LUT(129) = -7; 

LUT(131) = -1; 

LUT(133) = -1; 

LUT(135) =  1; 

LUT(137) = -3; 

LUT(139) = -1; 

LUT(141) = -1; 

LUT(143) =  1; 

LUT(145) = -1; 

LUT(147) =  1; 

LUT(149) =  1; 

LUT(151) = -1; 

LUT(153) =  3; 

LUT(155) =  1; 

  

LUT(157) =  1; 

LUT(159) = -1; 

LUT(161) = -3; 

LUT(163) = -1; 

LUT(165) =  3; 

LUT(167) =  1; 

LUT(169) =  1; 

LUT(171) = -1; 

LUT(173) =  3; 

LUT(175) =  1; 

LUT(177) = -1; 

LUT(179) =  1; 

LUT(181) =  1; 

LUT(183) = -1; 

LUT(185) =  3; 

LUT(187) =  1; 

LUT(189) =  1; 

LUT(191) = -1; 

LUT(193) = -3; 

LUT(195) =  3; 

LUT(197) = -1; 

LUT(199) =  1; 

LUT(201) =  1; 

LUT(203) =  3; 
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LUT(205) = -1; 

LUT(207) =  1; 

  

LUT(209) = -1; 

LUT(211) =  1; 

LUT(213) =  1; 

LUT(215) = -1; 

LUT(217) =  3; 

LUT(219) =  1; 

LUT(221) =  1; 

LUT(223) = -1; 

LUT(225) =  1; 

LUT(227) =  3; 

LUT(229) =  3; 

LUT(231) =  1; 

LUT(233) =  5; 

LUT(235) =  3; 

LUT(237) =  3; 

LUT(239) =  1; 

LUT(241) = -1; 

LUT(243) =  1; 

LUT(245) =  1; 

LUT(247) = -1; 

LUT(249) =  3; 

LUT(251) =  1; 

LUT(253) =  1; 

LUT(255) = -1; 

%%end function FillEulerLUT 

 

 

KuwaharaFast 
 

function d = KuwaharaFast(image_in, L) 

% Kuwahara filter implementation. Smoothing and edge preserving filter 

% 

%INPUTS: 

% image_in->    input data - square array. Must be double or integer precision  

% L ->          kernel creation integer =1,2,3,4,5...  

%               kernel_size -> k = 4*L +1 

%               kuwahara subwindow (regions 1-4) size R = 3,5,7,9.... 

%               Window size J=K= 2R-1;                J = 5,9,13,17...... 

% 

%OUTPUTS: 

% d->           double precision output array the same size as image_in. If image_in  

%               is an integer array, it will be converted to the double precision 

% 

% The Kuwahara filter work as follows: 

% The sliding window size [K,K]is divided into 4 overlapping sub-windows size [R,R] such 

that  

% central pixel in [K,K] is included in every sub-window {R,R] (pixel abcd).  

% 

%    ( a  a  ab   b  b) 

%    ( a  a  ab   b  b) 

%    (ac ac abcd bd bd) 

%    ( c  c  cd   d  d) 

%    ( c  c  cd   d  d) 

% 

% In each sub-window, the mean and variance are computed. The output value at the 

position of    

% central pixel set to the mean of the subwindow with the smallest variance.  

% Then window [K,K] moved to the next pixel. 

% 

% References: 

% http://www.ph.tn.tudelft.nl/DIPlib/docs/FIP.pdf van Vliet "Fundamentals of Image 

% Processing"   

% http://www.incx.nec.co.jp/imap-vision/library/wouter/kuwahara.html 
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% 

% Other m-files required: ARRAY_PADD that can be downloaded from FEX: 

% 

http://www.mathworks.com/matlabcentral/fileexchange/loadFile.do?objectId=7720&objectType=

FILE 

  

% Subfunctions: none 

% MAT-files required: none 

  

%---------------------------------------------------| 

%   Sergei Koptenko, Resonant Medical, Montreal, Qc.| 

% ph: 514.985.2442 ext265, www.resonantmedical.com  | 

%      sergei.koptenko@resonantmedical.com          | 

%---------------Aug/12/2006-------------------------| 

  

if isinteger(image_in), image_in = double(image_in); end 

  

if nargin <2, L =1; end  % Rank of the Kuwahara kernel 

R = 2*L+1;      % size of the 1/4 sub-window in Kuwahara kernel 

[d, indd] = array_padd(image_in, [L,L], 0, 'both', 'replicate'); 

% [d, indd] = padarray(image_in, [L,L], 0, 'both', 'replicate'); 

  

MeanArray =  colfilt(d,[R,R],'sliding',@mean); 

VarArray =  colfilt(d,[R,R],'sliding',@var); 

  

LL1= (indd(3):1:indd(4))-L; 

LL2= (indd(3):1:indd(4))+L; 

ccol = size(image_in,2); 

vccol = 1:1:ccol; 

  

d = zeros(size(d,1),ccol); 

  

for ii = indd(1): 1:indd(2),        % Going through rows 

        curr_mean = [MeanArray(ii-L, LL1);  MeanArray(ii-L, LL2);  MeanArray(ii+L, LL2);  

MeanArray(ii+L, LL1)]; 

        curr_std = [VarArray(ii-L, LL1);  VarArray(ii-L, LL2);  VarArray(ii+L, LL2);  

VarArray(ii+L, LL1);]; 

        [tmp, iind] = min(curr_std); 

        IND = sub2ind([4,ccol], iind, vccol); 

        d(ii,:) = curr_mean(IND); 

end 

d = d(indd(1): 1:indd(2), :); % recover the original size 

  

end 

  

function [data_out, indd] = array_padd(data_in, padsize, paddvalue, direction, paddmode) 

  

% function to pad data array with various border conditions 

% INPUTS:    

%   DATA_IN - input data array  

%   PADSIZE - same as in padarray.m, [rowpad, colpad] number of samples to 

%             pad in row and in column direction 

%   PADDVALUE - numerical value used to pad (ignored within some pad modes) 

%   DIRECTION - same as in padarray.m {'both' 'post' and 'pre'} 

%   PADDMODE  - 'circular', 'replicate' and 'symmetric' are the  same as in  

%             padarray.m.  New options are: 

%    'barthannwin', 'bartlett', 'blackman','blackmanharris', 'bohmanwin',  

%    'flattopwin','gausswin','hamming' ,'hann', 'nuttallwin','parzenwin', 'triang' 

%     In it, 'symmetric' padded values are multiplied by the 1/2 of corresponding  

%     window to taper off the values to zero. Symmetrical padding option in 

%     it can be replaced by 'replicate' by uncommenting line 70 and 

%     commenting line 71 in function body. With these windowing options, 

%     direction and paddvalue is ignored (but must be present for consistency)  

%     and internaly 'symmetric' and  'both' are used 

% 

%                          

% OUTPUTS:  DATA_OUT    - output padded data array 
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%           INDD        - indeces of padded array used to recover the original array 

% 

%EXAMPLES: 

%       data_in = [1 1 1 1 1; 1 2 3 2 1; 1 2 3 2 1; 1 1 1 1 1] 

%       [data_out, indd] = array_padd(data_in, [3, 5]) 

%       [data_out, indd] = array_padd(data_in, [3, 5], 5) 

%       [data_out, indd] = array_padd(data_in, [3, 5], 0, 'both') 

%       [data_out, indd] = array_padd(data_in, [3, 5], 0, 'both', 'replicate') 

%       [data_out, indd] = array_padd(data_in, [3, 5], 0, 'both', 'symmetric') 

%       [data_out, indd] = array_padd(data_in, [3, 5], 0, 'both', 'hamming') 

%       imagesc(data_out); colorbar 

% original array size and position within padded array can be recovered as  

%       data_out = data_out(indd(1):indd(2),indd(3):indd(4)); 

  

% Other m-files required: none 

% Subfunctions: none 

% MAT-files required:  

% window.m and padarray.m from Signal and Image Processing Toolboxes 

  

%____________________________________________ 

%   Sergei Koptenko, Resonant Medical Inc.,  

%           Montreal, Qc., Canada 

%   sergei.koptenko@resonantmedical.com  

%   Website: http://www.resonantmedical.com 

%____________Feb/30/2005_____________________ 

  

if nargin <2,  

    disp('Not enough arguments') 

    elseif  nargin <3, paddvalue =0; direction = 'both'; paddmode = 'simple';  

        elseif  nargin <4, direction = 'both'; paddmode = 'simple';  

            elseif nargin <5, paddmode = 'simple';     

end 

  

[rrow,ccol] = size(data_in); 

%Find indices of the original array within the padded array 

switch direction 

    case {'both','pre' } 

       indd = [padsize(1)+1,(padsize(1)+rrow), padsize(2)+1,(padsize(2)+ccol)]; 

    case 'post' 

        indd = [1,rrow, 1,ccol];  

end 

  

% Create the padded array 

switch paddmode 

    case 'simple' 

          data_out = padarray(data_in, padsize, paddvalue, direction); 

           

   case {'circular', 'replicate' , 'symmetric' } 

        data_out = padarray(data_in,padsize, paddmode, direction); 

        

    case  {'barthannwin', 'bartlett', 'blackman', 'blackmanharris',... 

            'bohmanwin', 'flattopwin','gausswin', 'hann' , 'nuttallwin',... 

            'parzenwin' , 'triang','hamming'} % This option forces direction == 'both' 

        eval(['rowwind =window(@' paddmode ', ' num2str(2*padsize(1)) ');']); 

        eval(['colwind =window(@' paddmode ', ' num2str(2*padsize(2)) ');']);    

         

%       data_out = padarray(data_in, padsize, 'replicate', 'both'); 

        data_out = padarray(data_in, padsize, 'symmetric', 'both'); 

        [mrow, mcol] = size(data_out);    

%________Create a Column mask______________ 

        tc =ones(mrow,1); % single column mask 

        tc(1:indd(1)-1) = tc(1:indd(1)-1) .* rowwind(1:padsize(1));  % mask for the row 

start 

        tc(indd(2)+1:end) = tc(indd(2)+1:end) .* rowwind(padsize(1)+1:end);%mask for the 

row end 

        mc = repmat(tc, 1, mcol); %column mask array 

%________Create a ROW mask______________ 
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        tr =ones(1, mcol); % single ROW mask 

        tr(1:indd(3)-1) = tr(1:indd(3)-1) .* colwind(1:padsize(2))';    % mask for the 

col start 

        tr(indd(4)+1:end) = tr(indd(4)+1:end) .* colwind(padsize(2)+1:end)'; % mask for 

the col end 

        mr = repmat(tr, mrow, 1); %  row mask array 

%________Create FULL mask______________ 

        data_out = data_out .*  mr .* mc;     

        

   otherwise 

      disp('Unknown method.') 

end 

end 

function d = KuwaharaFast(image_in, L) 

% Kuwahara filter implementation. Smoothing and edge preserving filter 

% 

%INPUTS: 

% image_in->    input data - square array. Must be double or integer precision  

% L ->          kernel creation integer =1,2,3,4,5...  

%               kernel_size -> k = 4*L +1 

%               kuwahara subwindow (regions 1-4) size R = 3,5,7,9.... 

%               Window size J=K= 2R-1;                J = 5,9,13,17...... 

% 

%OUTPUTS: 

% d->           double precision output array the same size as image_in. If image_in  

%               is an integer array, it will be converted to the double precision 

% 

% The Kuwahara filter work as follows: 

% The sliding window size [K,K]is divided into 4 overlapping sub-windows size [R,R] such 

that  

% central pixel in [K,K] is included in every sub-window {R,R] (pixel abcd).  

% 

%    ( a  a  ab   b  b) 

%    ( a  a  ab   b  b) 

%    (ac ac abcd bd bd) 

%    ( c  c  cd   d  d) 

%    ( c  c  cd   d  d) 

% 

% In each sub-window, the mean and variance are computed. The output value at the 

position of    

% central pixel set to the mean of the subwindow with the smallest variance.  

% Then window [K,K] moved to the next pixel. 

% 

% References: 

% http://www.ph.tn.tudelft.nl/DIPlib/docs/FIP.pdf van Vliet "Fundamentals of Image 

% Processing"   

% http://www.incx.nec.co.jp/imap-vision/library/wouter/kuwahara.html 

% 

% Other m-files required: ARRAY_PADD that can be downloaded from FEX: 

% 

http://www.mathworks.com/matlabcentral/fileexchange/loadFile.do?objectId=7720&objectType=

FILE 

  

% Subfunctions: none 

% MAT-files required: none 

  

%---------------------------------------------------| 

%   Sergei Koptenko, Resonant Medical, Montreal, Qc.| 

% ph: 514.985.2442 ext265, www.resonantmedical.com  | 

%      sergei.koptenko@resonantmedical.com          | 

%---------------Aug/12/2006-------------------------| 

  

if isinteger(image_in), image_in = double(image_in); end 

  

if nargin <2, L =1; end  % Rank of the Kuwahara kernel 

R = 2*L+1;      % size of the 1/4 sub-window in Kuwahara kernel 

[d, indd] = array_padd(image_in, [L,L], 0, 'both', 'replicate'); 
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% [d, indd] = padarray(image_in, [L,L], 0, 'both', 'replicate'); 

  

MeanArray =  colfilt(d,[R,R],'sliding',@mean); 

VarArray =  colfilt(d,[R,R],'sliding',@var); 

  

LL1= (indd(3):1:indd(4))-L; 

LL2= (indd(3):1:indd(4))+L; 

ccol = size(image_in,2); 

vccol = 1:1:ccol; 

  

d = zeros(size(d,1),ccol); 

  

for ii = indd(1): 1:indd(2),        % Going through rows 

        curr_mean = [MeanArray(ii-L, LL1);  MeanArray(ii-L, LL2);  MeanArray(ii+L, LL2);  

MeanArray(ii+L, LL1)]; 

        curr_std = [VarArray(ii-L, LL1);  VarArray(ii-L, LL2);  VarArray(ii+L, LL2);  

VarArray(ii+L, LL1);]; 

        [tmp, iind] = min(curr_std); 

        IND = sub2ind([4,ccol], iind, vccol); 

        d(ii,:) = curr_mean(IND); 

end 

d = d(indd(1): 1:indd(2), :); % recover the original size 

  

end 

  

function [data_out, indd] = array_padd(data_in, padsize, paddvalue, direction, paddmode) 

  

% function to pad data array with various border conditions 

% INPUTS:    

%   DATA_IN - input data array  

%   PADSIZE - same as in padarray.m, [rowpad, colpad] number of samples to 

%             pad in row and in column direction 

%   PADDVALUE - numerical value used to pad (ignored within some pad modes) 

%   DIRECTION - same as in padarray.m {'both' 'post' and 'pre'} 

%   PADDMODE  - 'circular', 'replicate' and 'symmetric' are the  same as in  

%             padarray.m.  New options are: 

%    'barthannwin', 'bartlett', 'blackman','blackmanharris', 'bohmanwin',  

%    'flattopwin','gausswin','hamming' ,'hann', 'nuttallwin','parzenwin', 'triang' 

%     In it, 'symmetric' padded values are multiplied by the 1/2 of corresponding  

%     window to taper off the values to zero. Symmetrical padding option in 

%     it can be replaced by 'replicate' by uncommenting line 70 and 

%     commenting line 71 in function body. With these windowing options, 

%     direction and paddvalue is ignored (but must be present for consistency)  

%     and internaly 'symmetric' and  'both' are used 

% 

%                          

% OUTPUTS:  DATA_OUT    - output padded data array 

%           INDD        - indeces of padded array used to recover the original array 

% 

%EXAMPLES: 

%       data_in = [1 1 1 1 1; 1 2 3 2 1; 1 2 3 2 1; 1 1 1 1 1] 

%       [data_out, indd] = array_padd(data_in, [3, 5]) 

%       [data_out, indd] = array_padd(data_in, [3, 5], 5) 

%       [data_out, indd] = array_padd(data_in, [3, 5], 0, 'both') 

%       [data_out, indd] = array_padd(data_in, [3, 5], 0, 'both', 'replicate') 

%       [data_out, indd] = array_padd(data_in, [3, 5], 0, 'both', 'symmetric') 

%       [data_out, indd] = array_padd(data_in, [3, 5], 0, 'both', 'hamming') 

%       imagesc(data_out); colorbar 

% original array size and position within padded array can be recovered as  

%       data_out = data_out(indd(1):indd(2),indd(3):indd(4)); 

  

% Other m-files required: none 

% Subfunctions: none 

% MAT-files required:  

% window.m and padarray.m from Signal and Image Processing Toolboxes 

  

%____________________________________________ 
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%   Sergei Koptenko, Resonant Medical Inc.,  

%           Montreal, Qc., Canada 

%   sergei.koptenko@resonantmedical.com  

%   Website: http://www.resonantmedical.com 

%____________Feb/30/2005_____________________ 

  

if nargin <2,  

    disp('Not enough arguments') 

    elseif  nargin <3, paddvalue =0; direction = 'both'; paddmode = 'simple';  

        elseif  nargin <4, direction = 'both'; paddmode = 'simple';  

            elseif nargin <5, paddmode = 'simple';     

end 

  

[rrow,ccol] = size(data_in); 

%Find indices of the original array within the padded array 

switch direction 

    case {'both','pre' } 

       indd = [padsize(1)+1,(padsize(1)+rrow), padsize(2)+1,(padsize(2)+ccol)]; 

    case 'post' 

        indd = [1,rrow, 1,ccol];  

end 

  

% Create the padded array 

switch paddmode 

    case 'simple' 

          data_out = padarray(data_in, padsize, paddvalue, direction); 

           

   case {'circular', 'replicate' , 'symmetric' } 

        data_out = padarray(data_in,padsize, paddmode, direction); 

        

    case  {'barthannwin', 'bartlett', 'blackman', 'blackmanharris',... 

            'bohmanwin', 'flattopwin','gausswin', 'hann' , 'nuttallwin',... 

            'parzenwin' , 'triang','hamming'} % This option forces direction == 'both' 

        eval(['rowwind =window(@' paddmode ', ' num2str(2*padsize(1)) ');']); 

        eval(['colwind =window(@' paddmode ', ' num2str(2*padsize(2)) ');']);    

         

%       data_out = padarray(data_in, padsize, 'replicate', 'both'); 

        data_out = padarray(data_in, padsize, 'symmetric', 'both'); 

        [mrow, mcol] = size(data_out);    

%________Create a Column mask______________ 

        tc =ones(mrow,1); % single column mask 

        tc(1:indd(1)-1) = tc(1:indd(1)-1) .* rowwind(1:padsize(1));  % mask for the row 

start 

        tc(indd(2)+1:end) = tc(indd(2)+1:end) .* rowwind(padsize(1)+1:end);%mask for the 

row end 

        mc = repmat(tc, 1, mcol); %column mask array 

%________Create a ROW mask______________ 

        tr =ones(1, mcol); % single ROW mask 

        tr(1:indd(3)-1) = tr(1:indd(3)-1) .* colwind(1:padsize(2))';    % mask for the 

col start 

        tr(indd(4)+1:end) = tr(indd(4)+1:end) .* colwind(padsize(2)+1:end)'; % mask for 

the col end 

        mr = repmat(tr, mrow, 1); %  row mask array 

%________Create FULL mask______________ 

        data_out = data_out .*  mr .* mc;     

        

   otherwise 

      disp('Unknown method.') 

end 

end 

%%end KuwaharaFast 

  

Skel2Graph3D 
 

function [A,node,link] = Skel2Graph3D(skel,THR) 

% SKEL2GRAPH3D Calculate the network graph of a 3D voxel skeleton 
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% 

% [A,node,link] = SKEL2GRAPH3D(skel,THR) 

% 

% where "skel" is the input 3D binary image, and "THR" is a threshold for  

% the minimum length of branches. A is the adjacency matrix, and node/link 

% are structures describing node and link properties 

% 

% Philip Kollmannsberger (philipk@gmx.net) 

% 

% For more information, see <a 

% href="matlab:web('http://uk.mathworks.com/matlabcentral/fileexchange/43527-skel2graph-

3d')">Skel2Graph3D</a> at the MATLAB File Exchange. 

% This function converts a 3D binary voxel skeleton into a network graph described by 

nodes and edges. 

%  

% The input is a 3D binary image containing a one-dimensional voxel skeleton, generated 

e.g. using the "Skeleton3D" thinning function available on MFEX. The output is the 

adjacency matrix of the graph, and the nodes and links of the network as MATLAB 

structure. 

%  

% Usage: 

%  

% [A,node,link] = Skel2Graph(skel,THR), 

%  

% where "skel" is the input 3D binary image, and "THR" is a threshold for the minimum 

length of branches, to filter out skeletonization artifacts. 

%  

% A is the adjacency matrix with the length of the links as matrix entries, and node/link 

are the structures describing node and link properties. 

%  

% A node has the following properties: 

%  

% - idx             List of voxel indices of this node 

% - links           List of links connected to this node 

% - conn            List of destinations of links of this node 

% - comX,comY,comZ  Center of mass of all voxels of this node 

% - ep              1 if node is endpoint (degree 1), 0 otherwise 

%  

% A link has the following properties: 

%  

% - n1      Node where link starts 

% - n2      Node where link ends 

% - point   List of voxel indices of this link 

%  

% A second function, "Graph2Skel3D.m", converts the network graph back into a cleaned-up 

voxel skeleton image. 

%  

% An example of how to use these functions is given in the script "Test_Skel2Graph3D.m", 

including a test image. In this example, it is also demonstrated how to iteratively 

combine both conversion functions in order to obtain a completely cleaned skeleton graph. 

%  

% Any comments, corrections or suggestions are highly welcome. If you include this in 

your own work, please cite our original publicaton [1]. 

%  

% Philip Kollmannsberger 09/2013, 01/2016 

% philipk@gmx.net 

%  

% [1] Kerschnitzki, Kollmannsberger et al., 

% "Architecture of the osteocyte network correl 

  

  

% pad volume with zeros 

skel=padarray(skel,[1 1 1]); 

  

% image dimensions 

w=size(skel,1); 

l=size(skel,2); 
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h=size(skel,3); 

  

% need this for labeling nodes etc. 

skel2 = uint16(skel); 

  

% all foreground voxels 

list_canal=find(skel); 

  

% 26-nh of all canal voxels 

nh = logical(pk_get_nh(skel,list_canal)); 

  

% 26-nh indices of all canal voxels 

nhi = pk_get_nh_idx(skel,list_canal); 

  

% # of 26-nb of each skel voxel + 1 

sum_nh = sum(logical(nh),2); 

  

% all canal voxels with >2 nb are nodes 

nodes = list_canal(sum_nh>3); 

  

% all canal voxels with exactly one nb are end nodes 

ep = list_canal(sum_nh==2); 

  

% all canal voxels with exactly 2 nb 

cans = list_canal(sum_nh==3); 

  

% Nx3 matrix with the 2 nb of each canal voxel 

can_nh_idx = pk_get_nh_idx(skel,cans); 

can_nh = pk_get_nh(skel,cans); 

  

% remove center of 3x3 cube 

can_nh_idx(:,14)=[]; 

can_nh(:,14)=[]; 

  

% keep only the two existing foreground voxels 

can_nb = sort(logical(can_nh).*can_nh_idx,2); 

  

% remove zeros 

can_nb(:,1:end-2) = []; 

  

% add neighbours to canalicular voxel list (this might include nodes) 

cans = [cans can_nb]; 

  

% group clusters of node voxels to nodes 

node=[]; 

link=[]; 

  

tmp=false(w,l,h); 

tmp(nodes)=1; 

cc2=bwconncomp(tmp); % number of unique nodes 

num_realnodes = cc2.NumObjects; 

  

% create node structure 

for i=1:cc2.NumObjects 

    node(i).idx = cc2.PixelIdxList{i}; 

    node(i).links = []; 

    node(i).conn = []; 

    [x,y,z]=ind2sub([w l h],node(i).idx); 

    node(i).comx = mean(x); 

    node(i).comy = mean(y); 

    node(i).comz = mean(z); 

    node(i).ep = 0; 

     

    % assign index to node voxels 

    skel2(node(i).idx) = i+1; 

end; 
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tmp=false(w,l,h); 

tmp(ep)=1; 

cc3=bwconncomp(tmp); % number of unique nodes 

  

% create node structure 

for i=1:cc3.NumObjects 

    ni = num_realnodes+i; 

    node(ni).idx = cc3.PixelIdxList{i}; 

    node(ni).links = []; 

    node(ni).conn = []; 

    [x,y,z]=ind2sub([w l h],node(ni).idx); 

    node(ni).comx = mean(x); 

    node(ni).comy = mean(y); 

    node(ni).comz = mean(z); 

    node(ni).ep = 1; 

     

    % assign index to node voxels 

    skel2(node(ni).idx) = ni+1; 

end; 

  

l_idx = 1; 

  

c2n=zeros(w*l*h,1); 

c2n(cans(:,1))=1:length(cans); 

  

s2n=zeros(w*l*h,1); 

s2n(nhi(:,14))=1:length(nhi); 

  

% visit all nodes 

for i=1:num_realnodes 

  

    % find all canal vox in nb of all node idx 

    link_idx = s2n(node(i).idx); 

     

    for j=1:length(link_idx) 

        % visit all voxels of this node 

         

        % all potential unvisited links emanating from this voxel 

        link_cands = nhi(link_idx(j),nh(link_idx(j),:)==1); 

        link_cands = link_cands(skel2(link_cands)==1); 

         

        for k=1:length(link_cands) 

            [vox,n_idx,ep] = pk_follow_link(skel2,node,i,j,link_cands(k),cans,c2n); 

            skel2(vox(2:end-1))=0; 

            if((ep && length(vox)>THR) || (~ep && i~=n_idx)) 

                link(l_idx).n1 = i; 

                link(l_idx).n2 = n_idx; % node number 

                link(l_idx).point = vox; 

                node(i).links = [node(i).links, l_idx]; 

                node(i).conn = [int16(node(i).conn), int16(n_idx)]; 

                node(n_idx).links = [node(n_idx).links, l_idx]; 

                node(n_idx).conn = [int16(node(n_idx).conn), int16(i)]; 

                l_idx = l_idx + 1; 

            end; 

        end; 

    end; 

         

end; 

  

% mark all 1-nodes as end points 

ep_idx = find(cellfun('length',{node.links})==1); 

for i=1:length(ep_idx) 

    node(ep_idx(i)).ep = 1;     

end; 

  

% number of nodes 

n_nodes = length(node); 
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% initialize matrix 

A = zeros(n_nodes); 

  

% for all nodes, make according entries into matrix for all its links 

for i=1:n_nodes 

    idx1=find(node(i).conn>0); 

    idx2=find(node(i).links>0); 

    idx=intersect(idx1,idx2); 

    for j=1:length(idx) % for all its links 

        if(i==link(node(i).links(idx(j))).n1) % if we are the starting point 

            

A(i,link(node(i).links(idx(j))).n2)=length(link(node(i).links(idx(j))).point); 

            

A(link(node(i).links(idx(j))).n2,i)=length(link(node(i).links(idx(j))).point); 

        end; 

        if(i==link(node(i).links(idx(j))).n2) % if we are the end point 

            

A(i,link(node(i).links(idx(j))).n1)=length(link(node(i).links(idx(j))).point); 

            

A(link(node(i).links(idx(j))).n1,i)=length(link(node(i).links(idx(j))).point); 

        end; 

    end; 

end; 

  

% convert to sparse 

A = sparse(A); 

  

% transform all voxel and position indices back to non-padded coordinates 

for i=1:length(node) 

    [x,y,z] = ind2sub([w,l,h],node(i).idx); 

    node(i).idx = sub2ind([w-2,l-2,h-2],x-1,y-1,z-1); 

    node(i).comx = node(i).comx - 1; 

    node(i).comy = node(i).comy - 1; 

    node(i).comz = node(i).comz - 1; 

end; 

  

% transform all link voxel indices back to non-padded coordinates 

for i=1:length(link) 

    [x,y,z] = ind2sub([w,l,h],link(i).point); 

    link(i).point = sub2ind([w-2,l-2,h-2],x-1,y-1,z-1); 

end; 

%%%end Skel2Graph3D 

 

Skeleton3D 
 

function skel = Skeleton3D(img,spare) 

% SKELETON3D Calculate the 3D skeleton of an arbitrary binary volume using parallel 

medial axis thinning. 

% 

% skel = SKELETON3D(img) returns the skeleton of the binary volume 'img' 

% skel = SKELETON3D(img,mask) preserves foreground voxels in 'mask' 

% 

% MATLAB vectorized implementation of the algorithm by Lee, Kashyap and Chu 

% "Building skeleton models via 3-D medial surface/axis thinning algorithms." 

% Computer Vision, Graphics, and Image Processing, 56(6):462–478, 1994. 

% 

% Inspired by the ITK implementation by Hanno Homann 

% http://hdl.handle.net/1926/1292 

% and the Fiji/ImageJ plugin by Ignacio Arganda-Carreras 

% http://fiji.sc/wiki/index.php/Skeletonize3D 

% 

% Philip Kollmannsberger (philipk@gmx.net) 

% 

% For more information, see <a 
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% href="matlab:web('http://www.mathworks.com/matlabcentral/fileexchange/43400-

skeleton3d')">Skeleton3D</a> at the MATLAB File Exchange. 

  

% pad volume with zeros to avoid edge effects 

skel=padarray(img,[1 1 1]); 

  

if(nargin==2) 

    spare=padarray(spare,[1 1 1]); 

end; 

  

% fill lookup table 

eulerLUT = FillEulerLUT; 

  

width = size(skel,1); 

height = size(skel,2); 

depth = size(skel,3); 

  

unchangedBorders = 0; 

  

while( unchangedBorders < 6 )  % loop until no change for all six border types 

    unchangedBorders = 0; 

    for currentBorder=1:6 % loop over all 6 directions 

        cands=zeros(width,height,depth); 

        switch currentBorder 

            case 4, 

                x=2:size(skel,1); % identify border voxels as candidates 

                cands(x,:,:)=skel(x,:,:) - skel(x-1,:,:); 

            case 3, 

                x=1:size(skel,1)-1; 

                cands(x,:,:)=skel(x,:,:) - skel(x+1,:,:); 

            case 1, 

                y=2:size(skel,2); 

                cands(:,y,:)=skel(:,y,:) - skel(:,y-1,:); 

            case 2, 

                y=1:size(skel,2)-1; 

                cands(:,y,:)=skel(:,y,:) - skel(:,y+1,:); 

            case 6, 

                z=2:size(skel,3); 

                cands(:,:,z)=skel(:,:,z) - skel(:,:,z-1); 

            case 5, 

                z=1:size(skel,3)-1; 

                cands(:,:,z)=skel(:,:,z) - skel(:,:,z+1); 

        end; 

         

        % if excluded voxels were passed, remove them from candidates 

        if(nargin==2) 

            cands = cands.*~spare; 

        end; 

         

        % make sure all candidates are indeed foreground voxels 

        cands = intersect(find(cands(:)==1),find(skel(:)==1)); 

         

        noChange = true; 

                     

        if(~isempty(cands)) 

            % get subscript indices of candidates 

            [x,y,z]=ind2sub([width height depth],cands); 

             

            % get 26-neighbourhood of candidates in volume 

            nhood = logical(pk_get_nh(skel,cands)); 

             

            % remove all endpoints (exactly one nb) from list 

            di1 = find(sum(nhood,2)==2); 

            nhood(di1,:)=[]; 

            cands(di1)=[]; 

            x(di1)=[]; 

            y(di1)=[]; 
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            z(di1)=[]; 

             

            % remove all non-Euler-invariant points from list 

            di2 = find(~p_EulerInv(nhood, eulerLUT')); 

            nhood(di2,:)=[]; 

            cands(di2)=[]; 

            x(di2)=[]; 

            y(di2)=[]; 

            z(di2)=[]; 

             

            % remove all non-simple points from list 

            di3 = find(~p_is_simple(nhood)); 

            nhood(di3,:)=[]; 

            cands(di3)=[]; 

            x(di3)=[]; 

            y(di3)=[]; 

            z(di3)=[]; 

             

             

            % if any candidates left: divide into 8 independent subvolumes 

            if(~isempty(x)) 

                x1 = find(mod(x,2)); 

                x2 = find(~mod(x,2)); 

                y1 = find(mod(y,2)); 

                y2 = find(~mod(y,2)); 

                z1 = find(mod(z,2)); 

                z2 = find(~mod(z,2)); 

                ilst(1).l = intersect(x1,intersect(y1,z1)); 

                ilst(2).l = intersect(x2,intersect(y1,z1)); 

                ilst(3).l = intersect(x1,intersect(y2,z1)); 

                ilst(4).l = intersect(x2,intersect(y2,z1)); 

                ilst(5).l = intersect(x1,intersect(y1,z2)); 

                ilst(6).l = intersect(x2,intersect(y1,z2)); 

                ilst(7).l = intersect(x1,intersect(y2,z2)); 

                ilst(8).l = intersect(x2,intersect(y2,z2)); 

                 

                idx = []; 

                 

                % do parallel re-checking for all points in each subvolume 

                for i = 1:8                     

                    if(~isempty(ilst(i).l)) 

                        idx = ilst(i).l; 

                        li = sub2ind([width height depth],x(idx),y(idx),z(idx)); 

                        skel(li)=0; % remove points 

                        nh = logical(pk_get_nh(skel,li)); 

                        di_rc = find(~p_is_simple(nh)); 

                        if(~isempty(di_rc)) % if topology changed: revert 

                            skel(li(di_rc))=1; 

                        else 

                            noChange = false; % at least one voxel removed 

                        end; 

                    end; 

                end; 

            end; 

        end; 

         

        if( noChange ) 

            unchangedBorders = unchangedBorders + 1; 

        end; 

         

    end; 

end; 

  

% get rid of padded zeros 

skel = skel(2:end-1,2:end-1,2:end-1); 

%%%end Skeleton3D 
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bwdistsc 
 

function D=bwdistsc(bw,aspect) 

% D=BWDISTSC(BW,ASPECT) 

% BWDISTSC computes Euclidean distance transform of a binary 3D image BW.  

% Distance transform assigns to each pixel in BW a number that is the  

% distance from that pixel to the nearest nonzero pixel in BW. BWDISTSC 

% can accept a regular 2D image, a 3D array, and a cell array of 2D slices.  

% ASPECT is a 3-component vector defining the voxel-aspect-ratio for BW.  

% If ASPECT is not given, [1 1 1] isotropic aspect ratio is assumed. 

% 

% BWDISTSC uses fast optimized scan algorithm and cell-arrays to  

% represent internal data, and is less demanding to physical memory as  

% well as in many cases up to 10 times faster than MATLAB's native bwdist. 

% 

% Example: 

% bw=zeros(100,100,100); 

% bw(40:60,40:60,40:60)=1; 

% tic;D=bwdist(bw);toc 

% tic;D=bwdistsc(bw);toc 

% 

% BWDISTSC tries to use MATLAB bwdist from image processing toolbox for 2D  

% scans if possible, which is faster, otherwise BWDISTSC will use its own  

% algorithm to also perform 2D scans. Own algorithm is also used if x- and 

% y-anisotropy scales are not equal; therefore, if your data has only one 

% axis that is anisotropic, it is always advantageous to feed it to 

% BWDISTSC so that the anisotropic axis is z. 

% 

%(c) Yuriy Mishchenko HHMI JFRC Chklovskii Lab JUL 2007 

% Updated Yuriy Mishchenko (Toros University) SEP 2013 

  

% This implementation uses optimized forward-backward scan version of the  

% algorithm of the original bwdistsc (2007), which substantially improves 

% its speed and simplifies the code. The improvement is described in the  

% part on the selection initial point in the SIVP paper below. The original 

% implementation is still used in bwdistsc1, since forward-backward scan 

% does not allow limiting computation to a fixed distance value MAXVAL. 

  

% This code is free for use or modifications, just please give credit  

% where appropriate. And if you modify code or fix bugs, please drop  

% me a message at gmyuriy@hotmail.com. 

  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% Scan algorithms below use following Lema:                     % 

% LEMA: let F(X,z) be lower envelope of a family of parabola:   % 

% F(X,z)=min_{i} [G_i(X)+(z-k_i)^2];                            % 

% and let H_k(X,z)=A(X)+(z-k)^2 be a parabola.                  % 

% Then for H_k(X,z)==F(X,z) at each X there exist at most       % 

% two solutions k1<k2 such that H_k12(X,z)=F(X,z), and          % 

% H_k(X,z)<F(X,z) is restricted to at most k1<k2.               % 

% Here X is any-dimensional coordinate.                         % 

%                                                               % 

% Thus, simply scan away from any z such that H_k(X,z)<F(X,z)   % 

% in either direction as long as H_k(X,z)<F(X,z) and update     % 

% F(X,z). Note that need to properly choose starting point;     % 

% starting point is any z such that H_k(X,z)<F(X,z); z==k is    % 

% usually, but not always the starting point!!!                 % 

% usually, but not always the starting point!                   % 

%                                                               % 

% Citation:                                                     % 

% Mishchenko Y. (2013) A function for fastcomputation of large  % 

% discrete Euclidean distance transforms in three or more       % 

% dimensions in Matlab. Signal, Image and Video Processing      % 

% DOI: 10.1007/s11760-012-0419-9.                               % 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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% parse inputs 

if(nargin<2 || isempty(aspect)) aspect=[1 1 1]; end 

  

% determine geometry of the data 

if(iscell(bw)) shape=[size(bw{1}),length(bw)]; else shape=size(bw); end 

  

% correct this for 2D data 

if(length(shape)==2) shape=[shape,1]; end 

if(length(aspect)==2) aspect=[aspect,1]; end 

     

% allocate internal memory 

D=cell(1,shape(3)); for k=1:shape(3) D{k}=zeros(shape(1:2)); end 

  

  

%%%%%%%%%%%%% scan along XY %%%%%%%%%%%%%%%% 

for k=1:shape(3)     

    if(iscell(bw)) bwXY=bw{k}; else bwXY=bw(:,:,k); end 

         

    % initialize arrays 

    DXY=zeros(shape(1:2)); 

    D1=zeros(shape(1:2)); 

  

    % if can, use 2D bwdist from image processing toolbox     

    if(exist('bwdist') && aspect(1)==aspect(2)) 

        D1=aspect(1)^2*bwdist(bwXY).^2; 

    else    % if not, use full XY-scan 

        %%%%%%%%%%%%%%% X-SCAN %%%%%%%%%%%%%%%         

        % reference for nearest "on"-pixel in bw in x direction down 

         

        %  scan bottow-up (for all y), copy x-reference from previous row  

        %  unless there is "on"-pixel in that point in current row, then  

        %  that's the nearest pixel now 

        xlower=repmat(Inf,shape(1:2));  

         

        xlower(1,find(bwXY(1,:)))=1;    % fill in first row 

        for i=2:shape(1) 

            xlower(i,:)=xlower(i-1,:);  % copy previous row 

            xlower(i,find(bwXY(i,:)))=i;% unless there is pixel 

        end 

         

        % reference for nearest "on"-pixel in bw in x direction up 

        xupper=repmat(Inf,shape(1:2)); 

         

        xupper(end,find(bwXY(end,:)))=shape(1); 

        for i=shape(1)-1:-1:1 

            xupper(i,:)=xupper(i+1,:); 

            xupper(i,find(bwXY(i,:)))=i; 

        end 

                 

        % build (X,Y) for points for which distance needs to be calculated 

        idx=find(~bwXY); [x,y]=ind2sub(shape(1:2),idx); 

         

        % update distances as shortest to "on" pixels up/down in the above 

        DXY(idx)= aspect(1)^2*min((x-xlower(idx)).^2,(x-xupper(idx)).^2); 

         

        %%%%%%%%%%%%%%% Y-SCAN %%%%%%%%%%%%%%% 

        % this will be the envelop of parabolas at different y 

        D1=repmat(Inf,shape(1:2)); 

         

        p=shape(2); 

        for i=1:shape(2) 

            % some auxiliary datasets 

            d0=DXY(:,i); 

             

            % selecting starting point for x: 

            % * if parabolas are incremented in increasing order of y,  

            %   then all below-envelop intervals are necessarily right- 
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            %   open, which means starting point can always be chosen  

            %   at the right end of y-axis 

            % * if starting point exists it should be below existing 

            %   current envelop at the right end of y-axis 

            dtmp=d0+aspect(2)^2*(p-i)^2; 

            L=D1(:,p)>dtmp; 

            idx=find(L);             

            D1(idx,p)=dtmp(L); 

           

  

            % these will keep track along which X should  

            % keep updating distances             

            map_lower=L; 

            idx_lower=idx; 

             

            % scan from starting points down in increments of 1 

            for ii=p-1:-1:1 

                % new values for D 

                dtmp=d0(idx_lower)+aspect(2)^2*(ii-i)^2; 

                 

                % these pixels are to be updated 

                L=D1(idx_lower,ii)>dtmp; 

                D1(idx_lower(L),ii)=dtmp(L); 

                 

                % other pixels are removed from scan 

                map_lower(idx_lower)=L;                 

                idx_lower=idx_lower(L); 

                 

                if(isempty(idx_lower)) break; end 

            end 

        end 

    end 

    D{k}=D1;  

end 

  

  

%%%%%%%%%%%%% scan along Z %%%%%%%%%%%%%%%% 

D1=cell(size(D)); 

for k=1:shape(3)  

  D1{k}=repmat(Inf,shape(1:2));  

end 

  

% start building the envelope  

p=shape(3); 

for k=1:shape(3) 

    % if there are no objects in this slice, nothing to do 

    if(isinf(D{k}(1,1))) 

      continue; 

    end 

     

    % selecting starting point for (x,y): 

    % * if parabolas are incremented in increasing order of k, then all  

    %   intersections are necessarily at the right end of the envelop,  

    %   and so the starting point can be always chosen as the right end 

    %   of the axis 

     

    % check which points are valid starting points, & update the envelope 

    dtmp=D{k}+aspect(3)^2*(p-k)^2; 

    L=D1{p}>dtmp;  

    D1{p}(L)=dtmp(L);     

     

    % map_lower keeps track of which pixels can be yet updated with the  

    % new distance, i.e. all such XY that had been under the envelop for 

    % all Deltak up to now, for Deltak<0 

    map_lower=L; 

         

    % these are maintained to keep fast track of whether map is empty 
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    idx_lower=find(map_lower); 

     

    % scan away from the starting points in increments of -1 

    for kk=p-1:-1:1 

        % new values for D 

        dtmp=D{k}(idx_lower)+aspect(3)^2*(kk-k)^2; 

                     

        % these pixels are to be updated 

        L=D1{kk}(idx_lower)>dtmp; 

        map_lower(idx_lower)=L; 

        D1{kk}(idx_lower(L))=dtmp(L); 

                     

        % other pixels are removed from scan 

        idx_lower=idx_lower(L); 

         

        if(isempty(idx_lower)) break; end 

    end 

end 

  

  

% prepare the answer 

if(iscell(bw)) 

    D=cell(size(bw)); 

    for k=1:shape(3) D{k}=sqrt(D1{k}); end 

else 

    D=zeros(shape); 

    for k=1:shape(3) D(:,:,k)=sqrt(D1{k}); end 

end 

  

end 

%%%end bwdistsc 

 

filtergrid 
% FILTERGRID Generates grid for constructing frequency domain filters 

% 

% Usage:  [radius, u1, u2] = filtergrid(rows, cols) 

%         [radius, u1, u2] = filtergrid([rows, cols]) 

% 

% Arguments:  rows, cols - Size of image/filter 

% 

% Returns:        radius - Grid of size [rows cols] containing normalised 

%                          radius values from 0 to 0.5.  Grid is quadrant 

%                          shifted so that 0 frequency is at radius(1,1) 

%                 u1, u2 - Grids containing normalised frequency values 

%                          ranging from -0.5 to 0.5 in x and y directions 

%                          respectively. u1 and u2 are quadrant shifted. 

% 

% Used by PHASECONGMONO, PHASECONG3 etc etc 

% 

% See also: WAVENUMBERGRID 

  

% Copyright (c) 1996-2017 Peter Kovesi 

% Centre for Exploration Targeting 

% The University of Western Australia 

% peter.kovesi at uwa edu au 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

% 

% May 2013 
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% September 2017 Correction to setting up matrices of frequency values for 

%                odd sized images. 

  

function [radius, u1, u2] = filtergrid(rows, cols) 

  

    % Handle case where rows, cols has been supplied as a 2-vector 

    if nargin == 1 & length(rows) == 2   

        tmp = rows; 

        rows = tmp(1); 

        cols = tmp(2); 

    end 

     

    % Set up X and Y spatial frequency matrices, u1 and u2 The following code 

    % adjusts things appropriately for odd and even values of rows and columns 

    % so that the 0 frequency point is placed appropriately.  See 

    % https://blogs.uoregon.edu/seis/wiki/unpacking-the-matlab-fft/ 

    if mod(cols,2) 

        u1range = [-(cols-1)/2:(cols-1)/2]/cols; 

    else 

        u1range = [-cols/2:(cols/2-1)]/cols;  

    end 

     

    if mod(rows,2) 

        u2range = [-(rows-1)/2:(rows-1)/2]/rows; 

    else 

        u2range = [-rows/2:(rows/2-1)]/rows;  

    end 

     

    [u1,u2] = meshgrid(u1range, u2range); 

     

    % Quadrant shift so that filters are constructed with 0 frequency at 

    % the corners 

    u1 = ifftshift(u1); 

    u2 = ifftshift(u2); 

     

    % Construct spatial frequency values in terms of normalised radius from 

    % centre.  

    radius = sqrt(u1.^2 + u2.^2);                 

%%%end filtergrid 

 

highboostfilter 
 

% HIGHBOOSTFILTER - Constructs a high-boost Butterworth filter. 

% 

% usage: f = highboostfilter(sze, cutoff, n, boost) 

%  

% where: sze    is a two element vector specifying the size of filter  

%               to construct [rows cols]. 

%        cutoff is the cutoff frequency of the filter 0 - 0.5. 

%        n      is the order of the filter, the higher n is the sharper 

%               the transition is. (n must be an integer >= 1). 

%        boost  is the ratio that high frequency values are boosted 

%               relative to the low frequency values.  If boost is less 

%               than one then a 'lowboost' filter is generated 

% 

% 

% The frequency origin of the returned filter is at the corners. 

% 

% See also: LOWPASSFILTER, HIGHPASSFILTER, BANDPASSFILTER 

% 

  

% Copyright (c) 1999-2001 Peter Kovesi 

% School of Computer Science & Software Engineering 

% The University of Western Australia 

% http://www.csse.uwa.edu.au/ 

%  
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% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% October 1999 

% November 2001 modified so that filter is specified in terms of high to 

%               low boost rather than a zero frequency offset. 

  

  

function f = highboostfilter(sze, cutoff, n, boost) 

         

    if cutoff < 0 | cutoff > 0.5 

    error('cutoff frequency must be between 0 and 0.5'); 

    end 

     

    if rem(n,1) ~= 0 | n < 1 

    error('n must be an integer >= 1'); 

    end 

  

    if boost >= 1     % high-boost filter 

    f = (1-1/boost)*highpassfilter(sze, cutoff, n) + 1/boost; 

    else              % low-boost filter 

    f = (1-boost)*lowpassfilter(sze, cutoff, n) + boost; 

    end 

%%% end highboostfilter 

 

highpassfilter 
 

% HIGHPASSFILTER  - Constructs a high-pass butterworth filter. 

% 

% usage: f = highpassfilter(sze, cutoff, n) 

%  

% where: sze    is a two element vector specifying the size of filter  

%               to construct [rows cols]. 

%        cutoff is the cutoff frequency of the filter 0 - 0.5 

%        n      is the order of the filter, the higher n is the sharper 

%               the transition is. (n must be an integer >= 1). 

% 

% The frequency origin of the returned filter is at the corners. 

% 

% See also: LOWPASSFILTER, HIGHBOOSTFILTER, BANDPASSFILTER 

  

% Copyright (c) 1999 Peter Kovesi 

% www.peterkovesi.com/matlabfns 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% October 1999 

  

function f = highpassfilter(sze, cutoff, n) 

     

    if cutoff < 0 | cutoff > 0.5 

    error('cutoff frequency must be between 0 and 0.5'); 

    end 
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    if rem(n,1) ~= 0 | n < 1 

    error('n must be an integer >= 1'); 

    end 

     

    f = 1.0 - lowpassfilter(sze, cutoff, n); 

    %%%end highpassfilter 

histtruncate    
 

%%function Histtruncate 

 

% HISTTRUNCATE - Truncates ends of an image histogram. 

% 

% Function truncates a specified percentage of the lower and 

% upper ends of an image histogram. 

% 

% This operation allows grey levels to be distributed across 

% the primary part of the histogram.  This solves the problem 

% when one has, say, a few very bright values in the image which 

% have the overall effect of darkening the rest of the image after 

% rescaling. 

% 

% Usage:  

%    [newim, sortv] = histtruncate(im, lHistCut, uHistCut) 

%    [newim, sortv] = histtruncate(im, lHistCut, uHistCut, sortv) 

% 

% Arguments: 

%    im          -  Image to be processed 

%    lHistCut    -  Percentage of the lower end of the histogram 

%                   to saturate. 

%    uHistCut    -  Percentage of the upper end of the histogram 

%                   to saturate.  If omitted or empty defaults to the value 

%                   for lHistCut. 

%    sortv       -  Optional array of sorted image pixel values obtained 

%                   from a previous call to histtruncate.  Supplying this 

%                   data speeds the operation of histtruncate when one is 

%                   repeatedly varying lHistCut and uHistCut. 

% 

% Returns: 

%    newim       -  Image with values clipped at the specified histogram 

%                   fraction values.  If the input image was colour the 

%                   lightness values are clipped and stretched to the range 

%                   0-1.  If the input image is greyscale no stretching is 

%                   applied. You may want to use NORMAALISE to achieve this 

%    sortv       -  Sorted image values for reuse in subsequent calls to 

%                   histruncate. 

% 

% See also: NORMALISE 

  

% Copyright (c) 2001-2014 Peter Kovesi 

% Centre for Exploration Targeting 

% The University of Western Australia 

% http://www.cet.edu.au/ 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% July      2001 - Original version 

% February  2012 - Added handling of NaN values in image 

% February  2014 - Code cleanup 
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% September 2014 - Default for uHistCut + cleanup 

  

function [newim, sortv] = histtruncate(im, lHistCut, uHistCut, sortv) 

     

    if ~exist('uHistCut', 'var') || isempty(uHistCut), uHistCut = lHistCut; end 

  

    if lHistCut < 0 | lHistCut > 100 | uHistCut < 0 | uHistCut > 100 

    error('Histogram truncation values must be between 0 and 100'); 

    end 

     

    if ~exist('sortv', 'var'), sortv = []; end 

  

    if ndims(im) == 3  % Assume colour image in RGB 

    hsv = rgb2hsv(im);     % Convert to HSV  

        % Apply histogram truncation just to intensity component 

        [hsv(:,:,3), sortv] = Ihisttruncate(hsv(:,:,3), lHistCut, uHistCut, sortv); 

  

        % Stretch intensity component to 0-1 

        hsv(:,:,3) = normalise(hsv(:,:,3)); 

    newim = hsv2rgb(hsv);  % Convert back to RGB 

     

    else 

        [newim, sortv] = Ihisttruncate(im, lHistCut, uHistCut, sortv); 

    end 

     

     

%----------------------------------------------------------------------- 

% Internal function that does the work 

%----------------------------------------------------------------------- 

     

function [im, sortv] = Ihisttruncate(im, lHistCut, uHistCut, sortv) 

     

    if ndims(im) > 2 

    error('HISTTRUNCATE only defined for grey value images'); 

    end 

     

    % Generate a sorted array of pixel values or use supplied values 

    if isempty(sortv) 

        sortv = sort(im(:)); 

    end 

     

    % Any NaN values end up at the end of the sorted list. We need to 

    % eliminate these 

    sortv = sortv(~isnan(sortv)); 

    N = length(sortv(:)); 

     

    % Compute indicies corresponding to specified upper and lower fractions 

    % of the histogram. 

    lind = floor(1 + N*lHistCut/100); 

    hind =  ceil(N - N*uHistCut/100); 

  

    low_in  = sortv(lind); 

    high_in = sortv(hind); 

  

    % Adjust image 

    im(im < low_in) = low_in; 

    im(im > high_in) = high_in; 

     

    % Normalise?  normalise with NaNs? 

    %%%end histtruncate 

homomorphic  
 

 

%%homomorphic filter 

% HOMOMORPHIC - Performs homomorphic filtering on an image. 

% 
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% Function performs homomorphic filtering on an image. This form of 

% filtering sharpens features and flattens lighting variantions in an image. 

% It usually is very effective on images which have large variations in 

% lighting, for example when a subject appears against strong backlighting. 

% 

% 

% Usage: newim = 

% homomorphic(inimage,boost,CutOff,order,lhistogram_cut,uhistogram_cut, hndl) 

% homomorphic(inimage,boost,CutOff,order,lhistogram_cut,uhistogram_cut) 

% homomorphic(inimage,boost,CutOff,order,hndl) 

% homomorphic(inimage,boost,CutOff,order) 

% 

% Parameters:  (suggested values are in brackets) 

%         boost    - The ratio that high frequency values are boosted 

%                    relative to the low frequency values (2). 

%         CutOff   - Cutoff frequency of the filter (0 - 0.5) 

%         order    - Order of the modified Butterworth style filter that 

%                    is used, this must be an integer > 1 (2) 

%         lhistogram_cut - Percentage of the lower end of the filtered image's 

%                          histogram to be truncated, this eliminates extreme 

%                          values in the image from distorting the final result. (0) 

%         uhistogram_cut - Percentage of upper end of histogram to truncate. (5) 

%         hndl           - Optional handle to text box for updating 

%                          messages to be sent to a GUI interface. 

% 

%  If lhistogram_cut and uhistogram_cut are not specified no histogram truncation will be 

%  applied. 

% 

% 

% Suggested values: newim = homomorphic(im, 2, .25, 2, 0, 5); 

% 

  

% homomorphic called with no arguments invokes GUI interface. 

% 

% or simply   homomorphic  to invoke the GUI   - GUI version does not work! 

  

% Copyright (c) 1999-2001 Peter Kovesi 

% School of Computer Science & Software Engineering 

% The University of Western Australia 

% http://www.csse.uwa.edu.au/ 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% June 1999 

% December 2001 cleaned up and modified to work with colour images 

  

function him = homomorphic(im, boost, CutOff, order, varargin) 

     

  

%    if nargin == 0             % invoke GUI if it exists 

%   if exist('homomorphicGUI.m'); 

%       homomorphicGUI; 

%       return; 

%   else 

%       error('homomorphicGUI does not exist'); 

%   end 

%     

%    else 

     

    if ndims(im) == 2  % Greyscale image 
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        him = Ihomomorphic(im, boost, CutOff, order, varargin); 

         

    else               % Assume colour image in RGB format 

        hsv = rgb2hsv(im);   % Convert to HSV and apply homomorphic 

                 % filtering to just the intensity component. 

            hsv(:,:,3) = Ihomomorphic(hsv(:,:,3), boost, CutOff, order, varargin); 

        him = hsv2rgb(hsv);  % Convert back to RGB 

    end 

     

%    end 

     

%------------------------------------------------------------------------ 

% Internal function that does the real work 

%------------------------------------------------------------------------     

     

function him = Ihomomorphic(im, boost, CutOff, order, varargin) 

  

    % The possible elements in varargin are: 

    % {lhistogram_cut, uhistogram_cut, hndl} 

  

    varargin = varargin{:}; 

     

    if nargin == 5 

    nopparams  = length(varargin); 

    end 

     

    if (nopparams == 3) 

    dispStatus = 1; 

    truncate = 1; 

    lhistogram_cut = varargin{1}; 

    uhistogram_cut = varargin{2};    

    hndl = varargin{3};      

    elseif (nopparams == 2) 

    dispStatus = 0; 

    truncate = 1; 

    lhistogram_cut = varargin{1}; 

    uhistogram_cut = varargin{2};    

    elseif (nopparams == 1) 

    dispStatus = 1; 

    truncate = 0; 

    hndl = varargin{1};          

    elseif (nopparams == 0) 

    dispStatus = 0; 

    truncate = 0; 

    else 

    disp('Usage: newim = 

homomorphic(inimage,LowGain,HighGain,CutOff,order,lhistogram_cut,uhistogram_cut)'); 

    error('or    newim = homomorphic(inimage,LowGain,HighGain,CutOff,order)'); 

    end 

     

    [rows,cols] = size(im); 

     

    im = normalise(im);                        % Rescale values 0-1 (and cast 

                           % to `double' if needed). 

    FFTlogIm = fft2(log(im+.01));              % Take FFT of log (with offset 

                                               % to avoid log of 0). 

    h = highboostfilter([rows cols], CutOff, order, boost); 

    him = exp(real(ifft2(FFTlogIm.*h)));       % Apply the filter, invert 

                           % fft, and invert the log. 

  

    if truncate 

                            

    % Problem: 

    % The extreme bright values in the image are exaggerated by the filtering.   

    % These (now very) bright values have the overall effect of darkening the 

    % whole image when we rescale values to 0-255. 

    % 
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    % Solution: 

    % Construct a histogram of the image.  Find the level below which a high 

    % percentage of the image lies (say 95%).  Saturate the grey levels in 

    % the image to this level. 

  

    %{ 

    if dispStatus 

        set(hndl,'String','Calculating histogram and truncating...'); 

        drawnow; 

    else 

        disp('Calculating histogram and truncating...'); 

    end 

    %} 

         

    him = histtruncate(him, lhistogram_cut, uhistogram_cut); 

  

    else 

    him = normalise(him);  % No truncation, but fix range 0-1 

    end 

     

%end homomorphic 

  

hysteresis3draw 
 

%%hysteresis3d 

function [tri,hys]=hysteresis3draw(img,t1,t2,conn) 

% function [tri,hys]=HYSTERESIS3D(img,t1,t2,conn) 

% 

% Hysteresis3d is a simple function that performs trinarisation and 

% hysteresis for 2D and 3D images. Hysteresis3d was inspired by Peter 

% Kovesi's 2D hysteresis function 

% (http://www.csse.uwa.edu.au/~pk/research/matlabfns/). This 3D function 

% takes advantage of the 3D connectivities of imfill instead of the 2D 

% connectivities of bwselect. 

% 

% Usage:        [tri,hys]=HYSTERESIS3D(img,t1,t2,conn) 

% 

% Arguments:    img - image for hysteresis (assumed to be non-negative) 

%               t1 - lower threshold value (fraction b/w 0-1, e.g.: 0.1) 

%               t2 - upper threshold value (fraction b/w 0-1, e.g.: 0.9) 

%                   (t1/t2 can be entered in any order, larger one will be  

%                   set as the upper threshold) 

%               conn - number of connectivities (4 or 8 for 2D) 

%                                               (6, 18, or 26 for 3D)        

% Returns: 

%               tri - the trinarisation image (values are 0, 1, or 2) 

%               hys - the hysteresis image (logical mask image) 

%  

% Examples:     [tri,hys]=HYSTERESIS3D(img,0.25,0.8,26) 

% 

% 2012/07/10: written by Luke Xie  

% 2013/12/09: defaults added  

% 

% To see an example of hysteresis used to segment a kidney region, please  

% refer to supplement in QSM of Kidney, NMR Biomed, 2013 Dec;26(12):1853-63  

% (http://onlinelibrary.wiley.com/doi/10.1002/nbm.3039/abstract). 

% Supplemental material is also available on our CIVMspace:  

% http://www.civm.duhs.duke.edu/lx201204/ 

  

%% arguments 

if nargin<3 

    disp('function needs at least 3 inputs') 

    return; 

elseif nargin==3 

    disp('inputs=3') 

    if numel(size(img))==2; 
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        disp('img=2D') 

        disp('conn set at 4 connectivies (number of neighbors)') 

        conn=4; 

    end 

    if numel(size(img))==3;  

        disp('img=3D') 

        disp('conn set at 6 connectivies (number of neighbors)') 

        conn=6; 

    end 

end 

  

%% DO NOT scale t1 & t2 based on image intensity range 

if t1>t2    % swap values if t1>t2  

    tmp=t1; 

    t1=t2;  

    t2=tmp; 

end 

t1v=t1; 

t2v=t2; 

  

%% trinarisation 

tri=zeros(size(img)); 

tri(img>=t1v)=1; 

tri(img>=t2v)=2; 

  

%% hysteresis 

abovet1=img>t1v;                                     % points above lower threshold 

seed_indices=sub2ind(size(abovet1),find(img>t2v));   % indices of points above upper 

threshold 

hys=imfill(~abovet1,seed_indices,conn);              % obtain all connected regions in 

abovet1 that include points with values above t2 

hys=hys & abovet1; 

  

%%%end hysteresis3draw 

 

 

imocbr 
%%imocbr 

function [IM2] = imocbr(IM1,se) 

%%% author JT Morgan 

IM1e = imerode(IM1, se); 

IM1o = imreconstruct(IM1e, IM1); 

IM1od = imdilate(IM1o, se); 

IM2 = imcomplement(imreconstruct(imcomplement(IM1od), imcomplement(IM1o))); 

%%%end imocbr 

 

 

 

 

 

 

lowpassfilter 
%%lowpassfilter 

% LOWPASSFILTER - Constructs a low-pass butterworth filter. 

% 

% usage: f = lowpassfilter(sze, cutoff, n) 

%  

% where: sze    is a two element vector specifying the size of filter  

%               to construct [rows cols]. 

%        cutoff is the cutoff frequency of the filter 0 - 0.5 

%        n      is the order of the filter, the higher n is the sharper 

%               the transition is. (n must be an integer >= 1). 

%               Note that n is doubled so that it is always an even integer. 

% 

%                      1 

%      f =    -------------------- 
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%                              2n 

%              1.0 + (w/cutoff) 

% 

% The frequency origin of the returned filter is at the corners. 

% 

% See also: HIGHPASSFILTER, HIGHBOOSTFILTER, BANDPASSFILTER, FILTERGRID 

% 

  

% Copyright (c) 1999 Peter Kovesi 

% School of Computer Science & Software Engineering 

% The University of Western Australia 

% http://www.csse.uwa.edu.au/ 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% October 1999 

% August  2005 - Fixed up frequency ranges for odd and even sized filters 

%                (previous code was a bit approximate) 

% September 2017 - Changed to use filtergrid() 

  

function f = lowpassfilter(sze, cutoff, n) 

     

    if cutoff < 0 | cutoff > 0.5 

    error('cutoff frequency must be between 0 and 0.5'); 

    end 

     

    if rem(n,1) ~= 0 | n < 1 

    error('n must be an integer >= 1'); 

    end 

  

    if length(sze) == 1 

    rows = sze; cols = sze; 

    else 

    rows = sze(1); cols = sze(2); 

    end 

  

    [radius, u1, u2] = filtergrid(rows,cols); 

  

    f = 1.0 ./ (1.0 + (radius ./ cutoff).^(2*n));   % The filter 

     

%%%end lowpassfilter 

 

 

Lowpassfilter3d 
%%%lowpassfilter3D 

% LOWPASSFILTER - Constructs a low-pass butterworth filter. 

% 

% usage: f = lowpassfilter(sze, cutoff, n) 

%  

% where: sze    is a two element vector specifying the size of filter  

%               to construct [rows cols]. 

%        cutoff is the cutoff frequency of the filter 0 - 0.5 

%        n      is the order of the filter, the higher n is the sharper 

%               the transition is. (n must be an integer >= 1). 

%               Note that n is doubled so that it is always an even integer. 

% 

%                      1 

%      f =    -------------------- 

%                              2n 
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%              1.0 + (w/cutoff) 

% 

% The frequency origin of the returned filter is at the corners. 

% 

% See also: HIGHPASSFILTER, HIGHBOOSTFILTER, BANDPASSFILTER 

% 

  

% Copyright (c) 1999 Peter Kovesi 

% School of Computer Science & Software Engineering 

% The University of Western Australia 

% http://www.csse.uwa.edu.au/ 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% October 1999 

% August  2005 - Fixed up frequency ranges for odd and even sized filters 

%                (previous code was a bit approximate) 

  

function f = lowpassfilter3D(sze, cutoff, n, SF) 

     

    if cutoff < 0 | cutoff > 0.5 

    error('cutoff frequency must be between 0 and 0.5'); 

    end 

     

    if rem(n,1) ~= 0 | n < 1 

    error('n must be an integer >= 1'); 

    end 

  

    if length(sze) == 1 

    rows = sze; cols = sze; slices = sze; 

    else 

    rows = sze(1); cols = sze(2);  slices = sze(3); 

    end 

  

    % Set up X and Y matrices with ranges normalised to +/- 0.5 

    % The following code adjusts things appropriately for odd and even values 

    % of rows and columns. 

     

    if mod(cols,2) 

        xrange = [-(cols-1)/2:(cols-1)/2]/(cols-1); 

    else 

        xrange = [-cols/2:(cols/2-1)]/cols;      

    end 

     

    if mod(rows,2) 

        yrange = [-(rows-1)/2:(rows-1)/2]/(rows-1); 

    else 

        yrange = [-rows/2:(rows/2-1)]/rows;      

    end 

     

    if mod(slices,2) 

        zrange = [-(slices-1)/2:(slices-1)/2]/(slices-1); 

    else 

        zrange = [-slices/2:(slices/2-1)]/slices;      

    end 

         

    [x,y,z] = meshgrid(xrange, yrange, zrange); 

    radius = sqrt(x.^2 + y.^2 + (z*SF).^2);        % A matrix with every pixel = radius 

relative to centre. 

    f = ifftshift( 1.0 ./ (1.0 + (radius ./ cutoff).^(2*n)) );   % The filter 
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%%%end lowpassfilter3D 

 

Noisecomp3d 
%%% noisecomp3d 

% NOISECOMP - Function for denoising an image 

% 

% function cleanimage = noisecomp(image, k, nscale, mult, norient, softness) 

% 

% Parameters: 

%              k - No of standard deviations of noise to reject 2-3 

%              nscale - No of filter scales to use (5-7) - the more scales used 

%                       the more low frequencies are covered 

%              mult   - multiplying factor between scales  (2.5-3) 

%              norient - No of orientations to use (6) 

%              softness - degree of soft thresholding (0-hard  1-soft) 

% 

% The convolutions are done via the FFT.  Many of the parameters relate  

% to the specification of the filters in the frequency plane.   

% The parameters are set within the file rather than being specified as  

% arguments because they rarely need to be changed - nor are they very  

% critical. 

% 

% Reference: 

% Peter Kovesi, "Phase Preserving Denoising of Images".  

% The Australian Pattern Recognition Society Conference: DICTA'99.  

% December 1999. Perth WA. pp 212-217 

% http://www.cs.uwa.edu.au/pub/robvis/papers/pk/denoise.ps.gz.  

% 

  

% Copyright (c) 1998-2000 Peter Kovesi 

% School of Computer Science & Software Engineering 

% The University of Western Australia 

% http://www.csse.uwa.edu.au/ 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% September 1998 - original version 

% May 1999       -  

% May 2000       - modified to allow arbitrary size images 

          

  

function cleanimage = noisecomp3D(im, k, nscale, mult, softness,SF,Verbose) 

  

%nscale          = 6;    % Number of wavelet scales. 

minWaveLength   = 2;     % Wavelength of smallest scale filter. 

%mult            = 2;    % Scaling factor between successive filters. 

sigmaOnf        = 0.55;  % Ratio of the standard deviation of the Gaussian  

                         % describing the log Gabor filter's transfer function  

                         % in the frequency domain to the filter center frequency. 

epsilon         = .00001;% Used to prevent division by zero. 

  

imagefft = perfft3(im);                 % Fourier transform of image 

[rows,cols,slices] = size(imagefft); 

  

% Create two matrices, x and y. All elements of x have a value equal to its  

% x coordinate relative to the centre, elements of y have values equal to  

% their y coordinate relative to the centre. 
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if mod(cols,2) 

    xrange = [-(cols-1)/2:(cols-1)/2]/(cols-1)*2; 

else 

    xrange = [-cols/2:(cols/2-1)]/cols*2; 

end 

  

if mod(rows,2) 

    yrange = [-(rows-1)/2:(rows-1)/2]/(rows-1)*2; 

else 

    yrange = [-rows/2:(rows/2-1)]/rows*2; 

end 

  

if mod(slices,2) 

    zrange = [-(slices-1)/2:(slices-1)/2]/(slices-1)*2; 

else 

    zrange = [-slices/2:(slices/2-1)]/slices*2; 

end 

  

[x,y,z] = meshgrid(xrange, yrange, zrange); 

  

x = ifftshift(x);   % Quadrant shift to put 0 frequency at the corners 

y = ifftshift(y); 

z = ifftshift(z); 

     

radius = sqrt(x.^2 + y.^2 + z.^2);      % Matrix values contain normalised radius from 

centre. 

  

% Get rid of the 0 radius value in the middle (at top left corner after 

% fftshifting) so that taking the log of the radius, or dividing by the 

% radius, will not cause trouble. 

radius(1,1,1) = 1; 

  

% Construct the monogenic filters in the frequency domain.  The two 

% filters would normally be constructed as follows 

%    H1 = i*x./radius; 

%    H2 = i*y./radius; 

% However the two filters can be packed together as a complex valued 

% matrix, one in the real part and one in the imaginary part.  Do this by 

% multiplying H2 by i and then adding it to H1 (note the subtraction 

% because i*i = -1).  When the convolution is performed via the fft the 

% real part of the result will correspond to the convolution with H1 and 

% the imaginary part with H2.  This allows the two convolutions to be 

% done as one in the frequency domain, saving time and memory. 

H1 = i*x./radius; 

H2 = i*y./radius; 

H3 = i*z./radius; 

  

% The two monogenic filters H1 and H2 are not selective in terms of the 

% magnitudes of the frequencies.  The code below generates bandpass 

% log-Gabor filters which are point-wise multiplied by IM to produce 

% different bandpass versions of the image before being convolved with H1 

% and H2 

  

% First construct a low-pass filter that is as large as possible, yet falls 

% away to zero at the boundaries.  All filters are multiplied by 

% this to ensure no extra frequencies at the 'corners' of the FFT are 

% incorporated as this can upset the normalisation process when 

% calculating phase congruency 

lp = lowpassfilter3D([rows,cols,slices],.45,15,SF);    % Radius .4, 'sharpness' 15 

  

sig = []; 

estMeanEn = []; 

aMean = []; 

aSig = []; 

  

totalEnergy = zeros(rows,cols,slices);               % response at each orientation. 
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for s = 1:nscale                 % For each scale. 

     

    wavelength = minWaveLength*mult^(s-1); 

     

    fo = 1.0/wavelength;                  % Centre frequency of filter. 

    logGabor = exp((-(log(radius/fo)).^2) / (2 * log(sigmaOnf)^2)); 

    logGabor = logGabor.*lp;              % Apply low-pass filter 

    logGabor(1,1) = 0;                    % Set the value at the 0 frequency point of the 

    % filter back to zero (undo the radius fudge). 

  

    EOfft = imagefft.*logGabor;    % Bandpassed image in the frequency domain 

    EO = ifftn(EOfft);  % Bandpassed image in spatial domain 

    aEO = abs(EO); 

     

    h1 = real(ifftn(EOfft.*H1));     % Bandpassed monogenic filtering 

    h2 = real(ifftn(EOfft.*H2));     % Bandpassed monogenic filtering 

    h3 = real(ifftn(EOfft.*H3));     % Bandpassed monogenic filtering 

     

    An = sqrt(real(EO).^2 + h1.^2 + h2.^2+ h3.^2); % Amplitude of this scale component. 

     

    if s == 1 

        % Estimate the mean and variance in the amplitude response of the smallest scale 

        % filter pair at this orientation. 

        % If the noise is Gaussian the amplitude response will have a Rayleigh 

distribution. 

        % We calculate the median amplitude response as this is a robust statistic. 

        % From this we estimate the mean and variance of the Rayleigh distribution 

         

        medianEn =  median(An(:)); 

        meanEn = medianEn*.5*sqrt(-pi/log(0.5)); 

         

        RayVar = (4-pi)*(meanEn.^2)/pi; 

        RayMean = meanEn; 

         

        estMeanEn = [estMeanEn meanEn]; 

        sig = [sig sqrt(RayVar)]; 

         

        %% May want to look at actual distribution on special images 

        % hist(reshape(aEO,1,rows*cols),100); 

        % pause(1); 

    end 

     

    % Now apply soft thresholding 

    T = (RayMean + k*sqrt(RayVar))/(mult^(s-1));  % Noise effect inversely proportional 

to 

    % bandwidth/centre frequency. 

     

    validEO = An > T;                   % Find where magnitude of energy exceeds noise. 

    V = softness*T*EO./(An + epsilon);  % Calculate array of noise vectors to subtract. 

    V = ~validEO.*EO + validEO.*V;       % Adjust noise vectors so that EO values will 

    % not be negated 

    EO = EO-V;                           % Subtract noise vector. 

     

    totalEnergy = totalEnergy + EO; 

end 

  

if Verbose 

    disp('Estimated mean noise in each orientation') 

    disp(estMeanEn); 

end 

  

cleanimage = real(totalEnergy); 

  

%%% end noisecomp3d 
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Normalize 
% NORMALISE - Normalises image values to 0-1, or to desired mean and variance 

% 

% Usage: 

%             n = normalise(im) 

% 

% Offsets and rescales image so that the minimum value is 0 

% and the maximum value is 1.  Result is returned in n.  If the image is 

% colour the image is converted to HSV and the value/intensity component 

% is normalised to 0-1 before being converted back to RGB. 

% 

% 

%             n = normalise(im, reqmean, reqvar) 

% 

% Arguments:  im      - A grey-level input image. 

%             reqmean - The required mean value of the image. 

%             reqvar  - The required variance of the image. 

% 

% Offsets and rescales image so that it has mean reqmean and variance 

% reqvar.  Colour images cannot be normalised in this manner. 

  

% Copyright (c) 1996-2005 Peter Kovesi 

% School of Computer Science & Software Engineering 

% The University of Western Australia 

% http://www.csse.uwa.edu.au/ 

%  

% Permission is hereby granted, free of charge, to any person obtaining a copy 

% of this software and associated documentation files (the "Software"), to deal 

% in the Software without restriction, subject to the following conditions: 

%  

% The above copyright notice and this permission notice shall be included in  

% all copies or substantial portions of the Software. 

% 

% The Software is provided "as is", without warranty of any kind. 

  

% January 2005 - modified to allow desired mean and variance 

  

  

function n = normalise(im, reqmean, reqvar) 

  

    if ~(nargin == 1 | nargin == 3) 

       error('No of arguments must be 1 or 3'); 

    end 

     

    if nargin == 1   % Normalise 0 - 1 

    if ndims(im) == 3         % Assume colour image  

        hsv = rgb2hsv(im); 

        v = hsv(:,:,3); 

        v = v - min(v(:));    % Just normalise value component 

        v = v/max(v(:)); 

        hsv(:,:,3) = v; 

        n = hsv2rgb(hsv); 

    else                      % Assume greyscale  

        if ~isa(im,'double'), im = double(im); end 

        n = im - min(im(:)); 

        n = n/max(n(:)); 

    end 

     

    else  % Normalise to desired mean and variance 

     

    if ndims(im) == 3         % colour image? 

        error('cannot normalise colour image to desired mean and variance'); 

    end 

  

    if ~isa(im,'double'), im = double(im); end   
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    im = im - mean(im(:));     

    im = im/std(im(:));      % Zero mean, unit std dev 

  

    n = reqmean + im*sqrt(reqvar); 

    end 

    %%%normalise 

 

 

P_EulerInv 
function EulerInv =  p_EulerInv(img,LUT) 

  

% Calculate Euler characteristic for each octant and sum up 

eulerChar = zeros(size(img,1),1); 

% Octant SWU 

n = ones(size(img,1),1); 

n(img(:,25)==1) = bitor(n(img(:,25)==1),128); 

n(img(:,26)==1) = bitor(n(img(:,26)==1),64); 

n(img(:,16)==1) = bitor(n(img(:,16)==1),32); 

n(img(:,17)==1) = bitor(n(img(:,17)==1),16); 

n(img(:,22)==1) = bitor(n(img(:,22)==1),8); 

n(img(:,23)==1) = bitor(n(img(:,23)==1),4); 

n(img(:,13)==1) = bitor(n(img(:,13)==1),2); 

eulerChar = eulerChar + LUT(n); 

% Octant SEU 

n = ones(size(img,1),1); 

n(img(:,27)==1) = bitor(n(img(:,27)==1),128); 

n(img(:,24)==1) = bitor(n(img(:,24)==1),64); 

n(img(:,18)==1) = bitor(n(img(:,18)==1),32); 

n(img(:,15)==1) = bitor(n(img(:,15)==1),16); 

n(img(:,26)==1) = bitor(n(img(:,26)==1),8); 

n(img(:,23)==1) = bitor(n(img(:,23)==1),4); 

n(img(:,17)==1) = bitor(n(img(:,17)==1),2); 

eulerChar = eulerChar + LUT(n); 

% Octant NWU 

n = ones(size(img,1),1); 

n(img(:,19)==1) = bitor(n(img(:,19)==1),128); 

n(img(:,22)==1) = bitor(n(img(:,22)==1),64); 

n(img(:,10)==1) = bitor(n(img(:,10)==1),32); 

n(img(:,13)==1) = bitor(n(img(:,13)==1),16); 

n(img(:,20)==1) = bitor(n(img(:,20)==1),8); 

n(img(:,23)==1) = bitor(n(img(:,23)==1),4); 

n(img(:,11)==1) = bitor(n(img(:,11)==1),2); 

eulerChar = eulerChar + LUT(n); 

% Octant NEU 

n = ones(size(img,1),1); 

n(img(:,21)==1) = bitor(n(img(:,21)==1),128); 

n(img(:,24)==1) = bitor(n(img(:,24)==1),64); 

n(img(:,20)==1) = bitor(n(img(:,20)==1),32); 

n(img(:,23)==1) = bitor(n(img(:,23)==1),16); 

n(img(:,12)==1) = bitor(n(img(:,12)==1),8); 

n(img(:,15)==1) = bitor(n(img(:,15)==1),4); 

n(img(:,11)==1) = bitor(n(img(:,11)==1),2); 

eulerChar = eulerChar + LUT(n); 

% Octant SWB 

n = ones(size(img,1),1); 

n(img(:,7)==1) = bitor(n(img(:,7)==1),128); 

n(img(:,16)==1) = bitor(n(img(:,16)==1),64); 

n(img(:,8)==1) = bitor(n(img(:,8)==1),32); 

n(img(:,17)==1) = bitor(n(img(:,17)==1),16); 

n(img(:,4)==1) = bitor(n(img(:,4)==1),8); 

n(img(:,13)==1) = bitor(n(img(:,13)==1),4); 

n(img(:,5)==1) = bitor(n(img(:,5)==1),2); 

eulerChar = eulerChar + LUT(n); 

% Octant SEB 

n = ones(size(img,1),1); 

n(img(:,9)==1) = bitor(n(img(:,9)==1),128); 
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n(img(:,8)==1) = bitor(n(img(:,8)==1),64); 

n(img(:,18)==1) = bitor(n(img(:,18)==1),32); 

n(img(:,17)==1) = bitor(n(img(:,17)==1),16); 

n(img(:,6)==1) = bitor(n(img(:,6)==1),8); 

n(img(:,5)==1) = bitor(n(img(:,5)==1),4); 

n(img(:,15)==1) = bitor(n(img(:,15)==1),2); 

eulerChar = eulerChar + LUT(n); 

% Octant NWB 

n = ones(size(img,1),1); 

n(img(:,1)==1) = bitor(n(img(:,1)==1),128); 

n(img(:,10)==1) = bitor(n(img(:,10)==1),64); 

n(img(:,4)==1) = bitor(n(img(:,4)==1),32); 

n(img(:,13)==1) = bitor(n(img(:,13)==1),16); 

n(img(:,2)==1) = bitor(n(img(:,2)==1),8); 

n(img(:,11)==1) = bitor(n(img(:,11)==1),4); 

n(img(:,5)==1) = bitor(n(img(:,5)==1),2); 

eulerChar = eulerChar + LUT(n); 

% Octant NEB 

n = ones(size(img,1),1); 

n(img(:,3)==1) = bitor(n(img(:,3)==1),128); 

n(img(:,2)==1) = bitor(n(img(:,2)==1),64); 

n(img(:,12)==1) = bitor(n(img(:,12)==1),32); 

n(img(:,11)==1) = bitor(n(img(:,11)==1),16); 

n(img(:,6)==1) = bitor(n(img(:,6)==1),8); 

n(img(:,5)==1) = bitor(n(img(:,5)==1),4); 

n(img(:,15)==1) = bitor(n(img(:,15)==1),2); 

eulerChar = eulerChar + LUT(n); 

  

EulerInv(eulerChar==0) = true; 

%%% end p_EulerInv 

 

 

P_is_simple 
function p_is_simple = p_is_simple(N) 

  

% copy neighbors for labeling 

n_p = size(N,1); 

p_is_simple = ones(1,n_p); 

  

cube = zeros(26,n_p); 

cube(1:13,:)=N(:,1:13)'; 

cube(14:26,:)=N(:,15:27)'; 

  

label = 2*ones(1,n_p); 

  

% for all points in the neighborhood 

for i=1:26 

     

    idx_1 = find(cube(i,:)==1); 

    idx_2 = find(p_is_simple); 

    idx = intersect(idx_1,idx_2); 

     

    if(~isempty(idx)) 

         

        % start recursion with any octant that contains the point i 

        switch( i ) 

             

            case {1,2,4,5,10,11,13} 

                cube(:,idx) = p_oct_label(1, label, cube(:,idx) ); 

            case {3,6,12,14} 

                cube(:,idx) = p_oct_label(2, label, cube(:,idx) ); 

            case {7,8,15,16} 

                cube(:,idx) = p_oct_label(3, label, cube(:,idx) ); 

            case {9,17} 

                cube(:,idx) = p_oct_label(4, label, cube(:,idx) ); 
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            case {18,19,21,22} 

                cube(:,idx) = p_oct_label(5, label, cube(:,idx) ); 

            case {20,23} 

                cube(:,idx) = p_oct_label(6, label, cube(:,idx) ); 

            case {24,25} 

                cube(:,idx) = p_oct_label(7, label, cube(:,idx) ); 

            case 26, 

                cube(:,idx) = p_oct_label(8, label, cube(:,idx) ); 

        end; 

  

        label(idx) = label(idx)+1; 

        del_idx = find(label>=4); 

         

        if(~isempty(del_idx)) 

            p_is_simple(del_idx) = 0; 

        end; 

    end; 

end; 

  

%%%end p_is_simple 

 

P_oct_label 
%%p_oct_label 

function cube = p_oct_label(octant, label, cube) 

  

% check if there are points in the octant with value 1 

if( octant==1 ) 

     

    % set points in this octant to current label 

    % and recurseive labeling of adjacent octants 

    idx_1 = find(cube(1,:) == 1); 

    if(~isempty(idx_1)) 

        cube(1,idx_1) = label(idx_1); 

    end; 

     

    idx_2 = find(cube(2,:) == 1); 

    if(~isempty(idx_2)) 

        cube(2,idx_2) = label(idx_2); 

        cube(:,idx_2) = p_oct_label(2,label(idx_2),cube(:,idx_2)); 

    end; 

     

    idx_4 = find(cube(4,:) == 1); 

    if(~isempty(idx_4)) 

        cube(4,idx_4) = label(idx_4); 

        cube(:,idx_4) = p_oct_label(3,label(idx_4),cube(:,idx_4)); 

    end; 

     

    idx_5 = find(cube(5,:) == 1); 

    if(~isempty(idx_5)) 

        cube(5,idx_5) = label(idx_5); 

        cube(:,idx_5) = p_oct_label(2,label(idx_5),cube(:,idx_5)); 

        cube(:,idx_5) = p_oct_label(3,label(idx_5),cube(:,idx_5)); 

        cube(:,idx_5) = p_oct_label(4,label(idx_5),cube(:,idx_5)); 

    end; 

     

    idx_10 = find(cube(10,:) == 1); 

    if(~isempty(idx_10)) 

        cube(10,idx_10) = label(idx_10); 

        cube(:,idx_10) = p_oct_label(5,label(idx_10),cube(:,idx_10)); 

    end; 

     

    idx_11 = find(cube(11,:) == 1); 

    if(~isempty(idx_11)) 

        cube(11,idx_11) = label(idx_11); 

        cube(:,idx_11) = p_oct_label(2,label(idx_11),cube(:,idx_11)); 

        cube(:,idx_11) = p_oct_label(5,label(idx_11),cube(:,idx_11)); 
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        cube(:,idx_11) = p_oct_label(6,label(idx_11),cube(:,idx_11)); 

    end; 

     

    idx_13 = find(cube(13,:) == 1); 

    if(~isempty(idx_13)) 

        cube(13,idx_13) = label(idx_13); 

        cube(:,idx_13) = p_oct_label(3,label(idx_13),cube(:,idx_13)); 

        cube(:,idx_13) = p_oct_label(5,label(idx_13),cube(:,idx_13)); 

        cube(:,idx_13) = p_oct_label(7,label(idx_13),cube(:,idx_13)); 

    end; 

     

end; 

  

if( octant==2 ) 

     

    idx_2 = find(cube(2,:) == 1); 

    if(~isempty(idx_2)) 

        cube(2,idx_2) = label(idx_2); 

        cube(:,idx_2) = p_oct_label(1,label(idx_2),cube(:,idx_2)); 

    end; 

  

    idx_5 = find(cube(5,:) == 1); 

    if(~isempty(idx_5)) 

        cube(5,idx_5) = label(idx_5); 

        cube(:,idx_5) = p_oct_label(1,label(idx_5),cube(:,idx_5)); 

        cube(:,idx_5) = p_oct_label(3,label(idx_5),cube(:,idx_5)); 

        cube(:,idx_5) = p_oct_label(4,label(idx_5),cube(:,idx_5)); 

    end; 

  

    idx_11 = find(cube(11,:) == 1); 

    if(~isempty(idx_11)) 

        cube(11,idx_11) = label(idx_11); 

        cube(:,idx_11) = p_oct_label(1,label(idx_11),cube(:,idx_11)); 

        cube(:,idx_11) = p_oct_label(5,label(idx_11),cube(:,idx_11)); 

        cube(:,idx_11) = p_oct_label(6,label(idx_11),cube(:,idx_11)); 

    end; 

  

    idx_3 = find(cube(3,:) == 1); 

    if(~isempty(idx_3)) 

        cube(3,idx_3) = label(idx_3); 

    end; 

  

    idx_6 = find(cube(6,:) == 1); 

    if(~isempty(idx_6)) 

        cube(6,idx_6) = label(idx_6); 

        cube(:,idx_6) = p_oct_label(4,label(idx_6),cube(:,idx_6)); 

    end; 

     

    idx_12 = find(cube(12,:) == 1); 

    if(~isempty(idx_12)) 

        cube(12,idx_12) = label(idx_12); 

        cube(:,idx_12) = p_oct_label(6,label(idx_12),cube(:,idx_12)); 

    end; 

  

    idx_14 = find(cube(14,:) == 1); 

    if(~isempty(idx_14)) 

        cube(14,idx_14) = label(idx_14); 

        cube(:,idx_14) = p_oct_label(4,label(idx_14),cube(:,idx_14)); 

        cube(:,idx_14) = p_oct_label(6,label(idx_14),cube(:,idx_14)); 

        cube(:,idx_14) = p_oct_label(8,label(idx_14),cube(:,idx_14)); 

    end; 

  

end; 

  

if( octant==3 ) 

     

    idx_4 = find(cube(4,:) == 1); 
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    if(~isempty(idx_4)) 

        cube(4,idx_4) = label(idx_4); 

        cube(:,idx_4) = p_oct_label(1,label(idx_4),cube(:,idx_4)); 

    end; 

  

    idx_5 = find(cube(5,:) == 1); 

    if(~isempty(idx_5)) 

        cube(5,idx_5) = label(idx_5); 

        cube(:,idx_5) = p_oct_label(1,label(idx_5),cube(:,idx_5)); 

        cube(:,idx_5) = p_oct_label(2,label(idx_5),cube(:,idx_5)); 

        cube(:,idx_5) = p_oct_label(4,label(idx_5),cube(:,idx_5)); 

    end; 

  

    idx_13 = find(cube(13,:) == 1); 

    if(~isempty(idx_13)) 

        cube(13,idx_13) = label(idx_13); 

        cube(:,idx_13) = p_oct_label(1,label(idx_13),cube(:,idx_13)); 

        cube(:,idx_13) = p_oct_label(5,label(idx_13),cube(:,idx_13)); 

        cube(:,idx_13) = p_oct_label(7,label(idx_13),cube(:,idx_13)); 

    end; 

  

    idx_7 = find(cube(7,:) == 1); 

    if(~isempty(idx_7)) 

        cube(7,idx_7) = label(idx_7); 

    end; 

  

    idx_8 = find(cube(8,:) == 1); 

    if(~isempty(idx_8)) 

        cube(8,idx_8) = label(idx_8); 

        cube(:,idx_8) = p_oct_label(4,label(idx_8),cube(:,idx_8)); 

    end; 

     

    idx_15 = find(cube(15,:) == 1); 

    if(~isempty(idx_15)) 

        cube(15,idx_15) = label(idx_15); 

        cube(:,idx_15) = p_oct_label(7,label(idx_15),cube(:,idx_15)); 

    end; 

  

    idx_16 = find(cube(16,:) == 1); 

    if(~isempty(idx_13)) 

        cube(16,idx_16) = label(idx_16); 

        cube(:,idx_16) = p_oct_label(4,label(idx_16),cube(:,idx_16)); 

        cube(:,idx_16) = p_oct_label(7,label(idx_16),cube(:,idx_16)); 

        cube(:,idx_16) = p_oct_label(8,label(idx_16),cube(:,idx_16)); 

    end; 

     

end; 

  

if( octant==4 ) 

     

    idx_5 = find(cube(5,:) == 1); 

    if(~isempty(idx_5)) 

        cube(5,idx_5) = label(idx_5); 

        cube(:,idx_5) = p_oct_label(1,label(idx_5),cube(:,idx_5)); 

        cube(:,idx_5) = p_oct_label(2,label(idx_5),cube(:,idx_5)); 

        cube(:,idx_5) = p_oct_label(3,label(idx_5),cube(:,idx_5)); 

    end; 

  

    idx_6 = find(cube(6,:) == 1); 

    if(~isempty(idx_6)) 

        cube(6,idx_6) = label(idx_6); 

        cube(:,idx_6) = p_oct_label(2,label(idx_6),cube(:,idx_6)); 

    end; 

  

    idx_14 = find(cube(14,:) == 1); 

    if(~isempty(idx_14)) 

        cube(14,idx_14) = label(idx_14); 
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        cube(:,idx_14) = p_oct_label(2,label(idx_14),cube(:,idx_14)); 

        cube(:,idx_14) = p_oct_label(6,label(idx_14),cube(:,idx_14)); 

        cube(:,idx_14) = p_oct_label(8,label(idx_14),cube(:,idx_14)); 

    end; 

     

    idx_8 = find(cube(8,:) == 1); 

    if(~isempty(idx_8)) 

        cube(8,idx_8) = label(idx_8); 

        cube(:,idx_8) = p_oct_label(3,label(idx_8),cube(:,idx_8)); 

    end; 

  

    idx_16 = find(cube(16,:) == 1); 

    if(~isempty(idx_16)) 

        cube(16,idx_16) = label(idx_16); 

        cube(:,idx_16) = p_oct_label(3,label(idx_16),cube(:,idx_16)); 

        cube(:,idx_16) = p_oct_label(7,label(idx_16),cube(:,idx_16)); 

        cube(:,idx_16) = p_oct_label(8,label(idx_16),cube(:,idx_16)); 

    end; 

  

    idx_9 = find(cube(9,:) == 1); 

    if(~isempty(idx_9)) 

        cube(9,idx_9) = label(idx_9); 

    end; 

  

    idx_17 = find(cube(17,:) == 1); 

    if(~isempty(idx_17)) 

        cube(17,idx_17) = label(idx_17); 

        cube(:,idx_17) = p_oct_label(8,label(idx_17),cube(:,idx_17)); 

    end; 

  

end; 

  

if( octant==5 ) 

     

    idx_10 = find(cube(10,:) == 1); 

    if(~isempty(idx_10)) 

        cube(10,idx_10) = label(idx_10); 

        cube(:,idx_10) = p_oct_label(1,label(idx_10),cube(:,idx_10)); 

    end; 

  

    idx_11 = find(cube(11,:) == 1); 

    if(~isempty(idx_11)) 

        cube(11,idx_11) = label(idx_11); 

        cube(:,idx_11) = p_oct_label(1,label(idx_11),cube(:,idx_11)); 

        cube(:,idx_11) = p_oct_label(2,label(idx_11),cube(:,idx_11)); 

        cube(:,idx_11) = p_oct_label(6,label(idx_11),cube(:,idx_11)); 

    end; 

     

    idx_13 = find(cube(13,:) == 1); 

    if(~isempty(idx_13)) 

        cube(13,idx_13) = label(idx_13); 

        cube(:,idx_13) = p_oct_label(1,label(idx_13),cube(:,idx_13)); 

        cube(:,idx_13) = p_oct_label(3,label(idx_13),cube(:,idx_13)); 

        cube(:,idx_13) = p_oct_label(7,label(idx_13),cube(:,idx_13)); 

    end; 

  

    idx_18 = find(cube(18,:) == 1); 

    if(~isempty(idx_18)) 

        cube(18,idx_18) = label(idx_18); 

    end; 

  

    idx_19 = find(cube(19,:) == 1); 

    if(~isempty(idx_19)) 

        cube(19,idx_19) = label(idx_19); 

        cube(:,idx_19) = p_oct_label(6,label(idx_19),cube(:,idx_19)); 

    end; 
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    idx_21 = find(cube(21,:) == 1); 

    if(~isempty(idx_21)) 

        cube(21,idx_21) = label(idx_21); 

        cube(:,idx_21) = p_oct_label(7,label(idx_21),cube(:,idx_21)); 

    end; 

  

    idx_22 = find(cube(22,:) == 1); 

    if(~isempty(idx_22)) 

        cube(22,idx_22) = label(idx_22); 

        cube(:,idx_22) = p_oct_label(6,label(idx_22),cube(:,idx_22)); 

        cube(:,idx_22) = p_oct_label(7,label(idx_22),cube(:,idx_22)); 

        cube(:,idx_22) = p_oct_label(8,label(idx_22),cube(:,idx_22)); 

    end; 

  

end; 

  

if( octant==6 ) 

     

    idx_11 = find(cube(11,:) == 1); 

    if(~isempty(idx_11)) 

        cube(11,idx_11) = label(idx_11); 

        cube(:,idx_11) = p_oct_label(1,label(idx_11),cube(:,idx_11)); 

        cube(:,idx_11) = p_oct_label(2,label(idx_11),cube(:,idx_11)); 

        cube(:,idx_11) = p_oct_label(5,label(idx_11),cube(:,idx_11)); 

    end; 

  

    idx_12 = find(cube(12,:) == 1); 

    if(~isempty(idx_12)) 

        cube(12,idx_12) = label(idx_12); 

        cube(:,idx_12) = p_oct_label(2,label(idx_12),cube(:,idx_12)); 

    end; 

  

    idx_14 = find(cube(14,:) == 1); 

    if(~isempty(idx_14)) 

        cube(14,idx_14) = label(idx_14); 

        cube(:,idx_14) = p_oct_label(2,label(idx_14),cube(:,idx_14)); 

        cube(:,idx_14) = p_oct_label(4,label(idx_14),cube(:,idx_14)); 

        cube(:,idx_14) = p_oct_label(8,label(idx_14),cube(:,idx_14)); 

    end; 

     

    idx_19 = find(cube(19,:) == 1); 

    if(~isempty(idx_19)) 

        cube(19,idx_19) = label(idx_19); 

        cube(:,idx_19) = p_oct_label(5,label(idx_19),cube(:,idx_19)); 

    end; 

  

  

    idx_22 = find(cube(22,:) == 1); 

    if(~isempty(idx_22)) 

        cube(22,idx_22) = label(idx_22); 

        cube(:,idx_22) = p_oct_label(5,label(idx_22),cube(:,idx_22)); 

        cube(:,idx_22) = p_oct_label(7,label(idx_22),cube(:,idx_22)); 

        cube(:,idx_22) = p_oct_label(8,label(idx_22),cube(:,idx_22)); 

    end; 

     

    idx_20 = find(cube(20,:) == 1); 

    if(~isempty(idx_20)) 

        cube(20,idx_20) = label(idx_20); 

    end; 

  

    idx_23 = find(cube(23,:) == 1); 

    if(~isempty(idx_23)) 

        cube(23,idx_23) = label(idx_23); 

        cube(:,idx_23) = p_oct_label(8,label(idx_23),cube(:,idx_23)); 

    end; 

  

end; 
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if( octant==7 ) 

     

    idx_13 = find(cube(13,:) == 1); 

    if(~isempty(idx_13)) 

        cube(13,idx_13) = label(idx_13); 

        cube(:,idx_13) = p_oct_label(1,label(idx_13),cube(:,idx_13)); 

        cube(:,idx_13) = p_oct_label(3,label(idx_13),cube(:,idx_13)); 

        cube(:,idx_13) = p_oct_label(5,label(idx_13),cube(:,idx_13)); 

    end; 

  

    idx_15 = find(cube(15,:) == 1); 

    if(~isempty(idx_15)) 

        cube(15,idx_15) = label(idx_15); 

        cube(:,idx_15) = p_oct_label(3,label(idx_15),cube(:,idx_15)); 

    end; 

  

    idx_16 = find(cube(16,:) == 1); 

    if(~isempty(idx_16)) 

        cube(16,idx_16) = label(idx_16); 

        cube(:,idx_16) = p_oct_label(3,label(idx_16),cube(:,idx_16)); 

        cube(:,idx_16) = p_oct_label(4,label(idx_16),cube(:,idx_16)); 

        cube(:,idx_16) = p_oct_label(8,label(idx_16),cube(:,idx_16)); 

    end; 

  

    idx_21 = find(cube(21,:) == 1); 

    if(~isempty(idx_21)) 

        cube(21,idx_21) = label(idx_21); 

        cube(:,idx_21) = p_oct_label(5,label(idx_21),cube(:,idx_21)); 

    end; 

  

    idx_22 = find(cube(22,:) == 1); 

    if(~isempty(idx_22)) 

        cube(22,idx_22) = label(idx_22); 

        cube(:,idx_22) = p_oct_label(5,label(idx_22),cube(:,idx_22)); 

        cube(:,idx_22) = p_oct_label(6,label(idx_22),cube(:,idx_22)); 

        cube(:,idx_22) = p_oct_label(8,label(idx_22),cube(:,idx_22)); 

    end; 

  

    idx_24 = find(cube(24,:) == 1); 

    if(~isempty(idx_24)) 

        cube(24,idx_24) = label(idx_24); 

    end; 

     

    idx_25 = find(cube(25,:) == 1); 

    if(~isempty(idx_25)) 

        cube(25,idx_25) = label(idx_25); 

        cube(:,idx_25) = p_oct_label(8,label(idx_25),cube(:,idx_25)); 

    end; 

end; 

  

if( octant==8 ) 

     

    idx_14 = find(cube(14,:) == 1); 

    if(~isempty(idx_14)) 

        cube(14,idx_14) = label(idx_14); 

        cube(:,idx_14) = p_oct_label(2,label(idx_14),cube(:,idx_14)); 

        cube(:,idx_14) = p_oct_label(4,label(idx_14),cube(:,idx_14)); 

        cube(:,idx_14) = p_oct_label(6,label(idx_14),cube(:,idx_14)); 

    end; 

  

    idx_16 = find(cube(16,:) == 1); 

    if(~isempty(idx_16)) 

        cube(16,idx_16) = label(idx_16); 

        cube(:,idx_16) = p_oct_label(3,label(idx_16),cube(:,idx_16)); 

        cube(:,idx_16) = p_oct_label(4,label(idx_16),cube(:,idx_16)); 

        cube(:,idx_16) = p_oct_label(7,label(idx_16),cube(:,idx_16)); 
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    end; 

     

    idx_17 = find(cube(17,:) == 1); 

    if(~isempty(idx_17)) 

        cube(17,idx_17) = label(idx_17); 

        cube(:,idx_17) = p_oct_label(4,label(idx_17),cube(:,idx_17)); 

    end; 

     

    idx_22 = find(cube(22,:) == 1); 

    if(~isempty(idx_22)) 

        cube(22,idx_22) = label(idx_22); 

        cube(:,idx_22) = p_oct_label(5,label(idx_22),cube(:,idx_22)); 

        cube(:,idx_22) = p_oct_label(6,label(idx_22),cube(:,idx_22)); 

        cube(:,idx_22) = p_oct_label(7,label(idx_22),cube(:,idx_22)); 

    end; 

     

    idx_17 = find(cube(17,:) == 1); 

    if(~isempty(idx_17)) 

        cube(17,idx_17) = label(idx_17); 

        cube(:,idx_17) = p_oct_label(4,label(idx_17),cube(:,idx_17)); 

    end; 

     

    idx_23 = find(cube(23,:) == 1); 

    if(~isempty(idx_23)) 

        cube(23,idx_23) = label(idx_23); 

        cube(:,idx_23) = p_oct_label(6,label(idx_23),cube(:,idx_23)); 

    end; 

     

    idx_25 = find(cube(25,:) == 1); 

    if(~isempty(idx_25)) 

        cube(25,idx_25) = label(idx_25); 

        cube(:,idx_25) = p_oct_label(7,label(idx_25),cube(:,idx_25)); 

    end; 

     

    idx_26 = find(cube(26,:) == 1); 

    if(~isempty(idx_26)) 

        cube(26,idx_26) = label(idx_26); 

    end; 

end; 

%%% end p_oct_label 

 

Perfft3 
% PERFFT2  2D Fourier transform of Moisan's periodic image component 

% 

% Usage: [P, S, p, s] = perfft2(im) 

% 

% Argument:  im - Image to be transformed 

% Returns:    P - 2D fft of periodic image component 

%             S - 2D fft of smooth component 

%             p - Periodic component (spatial domain) 

%             s - Smooth component (spatial domain) 

% 

% Moisan's "Periodic plus Smooth Image Decomposition" decomposes an image  

% into two components 

%        im = p + s 

% where s is the 'smooth' component with mean 0 and p is the 'periodic' 

% component which has no sharp discontinuities when one moves cyclically across 

% the image boundaries.   

% 

% This wonderful decomposition is very useful when one wants to obtain an FFT of 

% an image with minimal artifacts introduced from the boundary discontinuities. 

% The image p gathers most of the image information but avoids periodization 

% artifacts. 

% 

% The typical use of this function is to obtain a 'periodic only' fft of an 
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% image  

%   >>  P = perfft2(im); 

% 

% Displaying the amplitude spectrum of P will yield a clean spectrum without the 

% typical vertical-horizontal 'cross' arising from the image boundaries that you 

% would normally see. 

% 

% Note if you are using the function to perform filtering in the frequency 

% domain you may want to retain s (the smooth component in the spatial domain) 

% and add it back to the filtered result at the end.   

% 

% The computational cost of obtaining the 'periodic only' FFT involves taking an 

% additional FFT. 

% 

% 

% Reference:  

% This code is adapted from Lionel Moisan's Scilab function 'perdecomp.sci'  

% "Periodic plus Smooth Image Decomposition" 07/2012 available at 

% 

%   http://www.mi.parisdescartes.fr/~moisan/p+s 

% 

% Paper: 

% L. Moisan, "Periodic plus Smooth Image Decomposition", Journal of 

% Mathematical Imaging and Vision, vol 39:2, pp. 161-179, 2011. 

  

% Peter Kovesi 

% Centre for Exploration Targeting 

% The University of Western Australia 

% peter.kovesi at uwa edu au 

% September 2012 

  

function [P, S, p, s] = perfft3(im) 

     

    if ~isa(im, 'double'), im = double(im); end 

    [rows,cols,slices] = size(im); 

     

    % Compute the boundary image which is equal to the image discontinuity 

    % values across the boundaries at the edges and is 0 elsewhere 

    s = zeros(size(im)); 

    s(1,:,:)   = im(1,:,:) - im(end,:,:); 

    s(end,:,:) = -s(1,:,:); 

    s(:,1,:)   = s(:,1,:)   + im(:,1,:) - im(:,end,:); 

    s(:,end,:) = s(:,end,:) - im(:,1,:) + im(:,end,:); 

    s(:,:,1)   = s(:,:,1)   + im(:,:,1) - im(:,:,end); 

    s(:,:,end) = s(:,:,end) - im(:,:,1) + im(:,:,end); 

     

    % Generate grid upon which to compute the filter for the boundary image in 

    % the frequency domain.  Note that cos() is cyclic hence the grid values can 

    % range from 0 .. 2*pi rather than 0 .. pi and then pi .. 0 

    [cx, cy, cz] = meshgrid(2*pi*[0:cols-1]/cols, 2*pi*[0:rows-1]/rows, 2*pi*[0:slices-

1]/slices);     

     

    % Generate FFT of smooth component 

    S = fftn(s)./(2*(3 - cos(cx) - cos(cy) - cos(cz))); %MAYBE CHANGE 2 TO 3? 

     

    % The (1,1) element of the filter will be 0 so S(1,1) may be Inf or NaN 

    S(1,1,1) = 0;          % Enforce 0 mean  

  

    P = fftn(im) - S;    % FFT of periodic component 

  

    if nargout > 2       % Generate spatial domain results  

        s = real(ifftn(S));  

        p = im - s;          

    end 

    %%% end perfft3 
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Pk_follow_link 
%%% pk_follow_link 

function [vox,n_idx,ep] = pk_follow_link(skel,node,k,j,idx,cans,c2n) 

  

vox = []; 

n_idx = []; 

ep = 0; 

  

% assign start node to first voxel 

vox(1) = node(k).idx(j); 

  

i=1; 

isdone = false; 

while(~isdone) % while no node reached 

    i=i+1; % next voxel 

    next_cand = c2n(idx); 

        cand = cans(next_cand,2); 

        if(cand==vox(i-1)) % switch direction 

            cand = cans(next_cand,3); 

        end; 

        if(skel(cand)>1) % node found 

            vox(i) = idx; 

            vox(i+1) = cand; % first node 

            n_idx = skel(cand)-1; % node # 

            if(node(n_idx).ep) 

                ep=1; 

            end; 

            isdone = 1; 

        else % next voxel 

            vox(i) = idx; 

            idx = cand; 

        end; 

end; 

%%% end pk_follow_link 

 

 

Pk_get_nh 
%%% pk_get_nh 

function nhood = pk_get_nh(img,i) 

  

width = size(img,1); 

height = size(img,2); 

depth = size(img,3); 

  

[x,y,z]=ind2sub([width height depth],i); 

  

nhood = false(length(i),27); 

  

for xx=1:3 

    for yy=1:3 

        for zz=1:3 

            w=sub2ind([3 3 3],xx,yy,zz); 

            idx = sub2ind([width height depth],x+xx-2,y+yy-2,z+zz-2); 

            nhood(:,w)=img(idx); 

        end; 

    end; 

end; 

%%% end pk_get_nh 

 

Pk_get_nh_idx 
%%% pk_get_nh_idx 

function nhood = pk_get_nh_idx(img,i) 
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width = size(img,1); 

height = size(img,2); 

depth = size(img,3); 

  

[x,y,z]=ind2sub([width height depth],i); 

  

nhood = zeros(length(i),27); 

  

for xx=1:3 

    for yy=1:3 

        for zz=1:3 

            w=sub2ind([3 3 3],xx,yy,zz); 

            nhood(:,w) = sub2ind([width height depth],x+xx-2,y+yy-2,z+zz-2); 

        end; 

    end; 

end; 

%%% end pk_get_nh_idx 

 

Skel_fm 
%%% skel_fm 

function [S,SLeng] = skel_fm(I,thrsh,verbose) 

% This function Skeleton will calculate an accurate skeleton (centerlines)  

% of an object represented by an binary image / volume using the fastmarching  

% distance transform. 

% 

% S=skeleton(I,verbose) 

% 

% inputs, 

%   I : A 2D or 3D binary image 

%   verbose : Boolean, set to true (default) for debug information 

%   thrsh = default set to 1; lower if missing branches; higher if skeleton starts to 

gety 'spiky'  

  

% outputs 

%   S : Cell array with the indices of the skeleton branches 

% This code has been chopped up by Joshua Morgan based loosely on the code 

% of others. 

  

if(nargin<3), verbose=true; end 

  

% Distance to vessel boundary 

BoundaryDistance = double(bwdist(~I,'euclidean')); 

if(verbose) 

    disp('Distance Map Constructed'); 

end 

     

% Get maximum distance value, which is used as starting point of the 

% first skeleton branch 

[maxD,SourceInd] = max(BoundaryDistance(:)); 

  

%in the case of a 1 voxel thick object, return the object 

if maxD==1 

    fprintf(1,'Warning, object is already a skeleton!\n') 

     

    TEST = convn(uint8(I),ones(3,3,3),'same'); 

    TEST(~I) = 0; 

    endpts = find(ismember(TEST,[1 2])); 

    if isempty(endpts) %occasionally the minima hunt method results in zero endpoints 

        fprintf(1,'Warning, no endpoints found...using SourceInd...\n') 

        endpts = SourceInd(1); 

        GDD = bwdistgeodesic(I,endpts(1),'quasi-euclidean'); 

        linelength = max(GDD(:))-min(GDD(:)); 

    else 

        GDD = bwdistgeodesic(I,endpts(1),'quasi-euclidean'); 
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        if numel(endpts) == 2 

            linelength = GDD(endpts(2)); 

        else 

            sprintf('Warning, number of endpoints not equal to two, using maxima...\n') 

            linelength = max(GDD(:)); 

        end 

         

    end 

     

    %create outputs 

    S = {SourceInd}; 

    SLeng = {linelength}; 

     

    return 

end 

  

% Make a fastmarching speed image from the distance image 

Cost = (BoundaryDistance./maxD).^-1; Cost(BoundaryDistance==0) = Inf; 

  

% Skeleton segments found by fastmarching 

SkeletonSegments=cell(1,1000); 

SLeng = cell(1,1000); 

  

% Number of skeleton iterations 

itt=0; 

  

while(true) 

    Tcycle = tic; 

    if(verbose) 

        disp(['Find Branches Iterations : ' num2str(itt)]); 

    end 

     

    % Create a distance map from the source point 

    B = I; 

    Y = bwdistgeodesic(B,SourceInd,'quasi-euclidean'); 

    Y(~I) = 0; 

    [~,StartInd] = max(Y(:)); 

  

    % Do fast marching using the maximum distance value in the image 

    % and the points describing all found branches are sourcepoints. 

    GD1 = graydist(Cost,SourceInd,'quasi-euclidean'); 

    GD2 = graydist(Cost,StartInd,'quasi-euclidean'); 

     

    GDm = GD1+GD2; 

    S = GDm<(min(GDm(:))+.01); 

    ShortestLine = find(S(:)); 

     

    % Calculate the length of the new skeleton segment 

    % This assumes only 2 endpoints 

    % In rare cases of symmetry, this may not be the case 

    TEST = convn(uint8(S),ones(3,3,3),'same'); 

    TEST(~S) = 0; 

    endpts = find(ismember(TEST,[1 2])); 

    if isempty(endpts) %occasionally the minima hunt method results in zero endpoints 

        fprintf(1,'Warning, no endpoints found...using StartInd...\n') 

        endpts = StartInd; 

    end 

    GDD = bwdistgeodesic(I,endpts(1),'quasi-euclidean'); 

    if numel(endpts) == 2 

        linelength = GDD(endpts(2)); 

    else 

        sprintf('Warning, number of endpoints not equal to two, using maxima...\n') 

        linelength = max(GDD(:)); 

    end 

     

    % Stop finding branches, if the length of the new branch is smaller 

    % then the diameter of the largest vessel 
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    if(linelength<maxD*thrsh), break; end; 

     

     

    % Store the found branch skeleton 

    itt=itt+1; 

    SkeletonSegments{itt}=ShortestLine; 

    SLeng{itt} = linelength; 

    if(verbose) 

        fprintf(1,'Branch Length %f of max %f\n',linelength,maxD) 

    end 

    % Add found branch to the list of fastmarching SourcePoints 

    SourceInd=unique([SourceInd;ShortestLine]); 

    toc(Tcycle) 

end 

SkeletonSegments(itt+1:end)=[]; 

SLeng(itt+1:end)=[]; 

  

S = SkeletonSegments; 

  

if(verbose) 

    disp(['Skeleton Branches Found : ' num2str(length(S))]); 

end 

%%% end skel_fm 

 

Vesselness3d 
%%%vesselness3D 

function vesselness = vesselness3D(I, sigmas, spacing, tau, brightondark) 

% calculates vesselness probability map (local tubularity) of a 3D input  

% image 

%  

% vesselness = vesselness3D(V, sigmas, spacing, tau, brightondark) 

%  

% inputs, 

%   I : 3D image 

%   sigmas : vector of scales on which the vesselness is computed 

%   spacing : input image spacing resolution - during hessian matrix  

%       computation, the gaussian filter kernel size in each dimension can  

%       be adjusted to account for different image spacing for different 

%       dimensions  

%   tau : (between 0.5 and 1) : parameter that controls response uniformity 

%       - lower tau -> more intense output response             

%   brightondark: (true/false) : are vessels (tubular structures) bright on  

%       dark background or dark on bright (default for 3D is true) 

% 

% outputs, 

%   vesselness: maximum vesselness response over scales sigmas 

% 

% example: 

%   V = vesselness3D(I, 1:5, [1;1;1], 1, true); 

% 

% Function was written by T. Jerman, University of Ljubljana (October 2014) 

% Based on code by D. Kroon, University of Twente (May 2009) 

  

verbose = 1; 

  

if nargin<5 

    brightondark = true; % default 

end 

  

I(~isfinite(I)) = 0; 

I = single(I); 

  

for j = 1:length(sigmas) 

     

    if verbose    
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        disp(['Current Filter Sigma: ' num2str(sigmas(j)) ]); 

    end 

     

    [~, Lambda2, Lambda3] = volumeEigenvalues(I,sigmas(j),spacing,brightondark); 

    if brightondark == true 

        Lambda2 = -Lambda2; 

        Lambda3 = -Lambda3; 

    end 

     

    % proposed filter       

    Lambda_rho = Lambda3; 

    Lambda_rho(Lambda3 > 0 & Lambda3 <= tau .* max(Lambda3(:))) = tau .* max(Lambda3(:)); 

    Lambda_rho(Lambda3 <= 0) = 0; 

    response = Lambda2.*Lambda2.*(Lambda_rho-Lambda2).* 27 ./ (Lambda2 + Lambda_rho).^3;     

     

    response(Lambda2 >= Lambda_rho./2 & Lambda_rho > 0) = 1;     

    response(Lambda2 <= 0 | Lambda_rho <= 0) = 0; 

    response(~isfinite(response)) = 0; 

  

    %keep max response 

    if(j==1) 

        vesselness = response; 

    else         

        vesselness = max(vesselness,response); 

    end 

         

    clear response Lambda2 Lambda3 Lambda3M     

      

end 

  

vesselness = vesselness ./ max(vesselness(:)); 

vesselness(vesselness < 1e-2) = 0;     

  

  

function [Lambda1, Lambda2, Lambda3] = volumeEigenvalues(V,sigma,spacing,brightondark) 

% calculates the three eigenvalues for each voxel in a volume 

  

% Calculate 3D hessian 

[Hxx, Hyy, Hzz, Hxy, Hxz, Hyz] = Hessian3D(V,sigma,spacing); 

  

% Correct for scaling 

c=sigma.^2; 

Hxx = c*Hxx; Hxy = c*Hxy; 

Hxz = c*Hxz; Hyy = c*Hyy; 

Hyz = c*Hyz; Hzz = c*Hzz; 

  

% reduce computation by computing vesselness only where needed 

% S.-F. Yang and C.-H. Cheng, “Fast computation of Hessian-based 

% enhancement filters for medical images,” Comput. Meth. Prog. Bio., vol. 

% 116, no. 3, pp. 215–225, 2014. 

B1 = - (Hxx + Hyy + Hzz); 

B2 = Hxx .* Hyy + Hxx .* Hzz + Hyy .* Hzz - Hxy .* Hxy - Hxz .* Hxz - Hyz .* Hyz; 

B3 = Hxx .* Hyz .* Hyz + Hxy .* Hxy .* Hzz + Hxz .* Hyy .* Hxz - Hxx .* Hyy .* Hzz - Hxy 

.* Hyz .* Hxz - Hxz .* Hxy .* Hyz; 

  

T = ones(size(B1)); 

  

if brightondark == true 

    T(B1<=0) = 0; 

    T(B2<=0 & B3 == 0) = 0; 

    T(B1>0 & B2>0 & B1 .* B2 < B3) = 0; 

else 

    T(B1>=0) = 0; 

    T(B2>=0 & B3 == 0) = 0; 

    T(B1<0 & B2<0 & (-B1) .* (-B2) < (-B3)) = 0; 

end 

clear B1 B2 B3; 
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indeces = find(T==1); 

  

Hxx = Hxx(indeces); 

Hyy = Hyy(indeces); 

Hzz = Hzz(indeces); 

Hxz = Hxz(indeces); 

Hyz = Hyz(indeces); 

Hxy = Hxy(indeces); 

  

% Calculate eigen values 

[Lambda1i,Lambda2i,Lambda3i]=eig3volume(Hxx,Hxy,Hxz,Hyy,Hyz,Hzz); 

  

% Free memory 

clear Hxx Hyy Hzz Hxy Hxz Hyz; 

  

Lambda1 = zeros(size(T)); 

Lambda2 = zeros(size(T)); 

Lambda3 = zeros(size(T)); 

  

Lambda1(indeces) = Lambda1i; 

Lambda2(indeces) = Lambda2i; 

Lambda3(indeces) = Lambda3i; 

  

% some noise removal 

Lambda1(~isfinite(Lambda1)) = 0; 

Lambda2(~isfinite(Lambda2)) = 0; 

Lambda3(~isfinite(Lambda3)) = 0; 

  

Lambda1(abs(Lambda1) < 1e-4) = 0; 

Lambda2(abs(Lambda2) < 1e-4) = 0; 

Lambda3(abs(Lambda3) < 1e-4) = 0; 

  

  

function [Dxx, Dyy, Dzz, Dxy, Dxz, Dyz] = Hessian3D(Volume,Sigma,spacing) 

%  This function Hessian3D filters the image with an Gaussian kernel 

%  followed by calculation of 2nd order gradients, which aprroximates the 

%  2nd order derivatives of the image. 

%  

% [Dxx, Dyy, Dzz, Dxy, Dxz, Dyz] = Hessian3D(Volume,Sigma,spacing) 

%  

% inputs, 

%   I : The image volume, class preferable double or single 

%   Sigma : The sigma of the gaussian kernel used. If sigma is zero 

%           no gaussian filtering. 

%   spacing : input image spacing 

% 

% outputs, 

%   Dxx, Dyy, Dzz, Dxy, Dxz, Dyz: The 2nd derivatives 

% 

% Function is written by D.Kroon University of Twente (June 2009) 

% defaults 

if nargin < 2, Sigma = 1; end 

  

if(Sigma>0) 

    %F=imbigaussian(Volume,Sigma,0.5); 

    F=imgaussian(Volume,Sigma,spacing); 

else 

    F=Volume; 

end 

  

% Create first and second order diferentiations 

Dz=gradient3(F,'z'); 

Dzz=(gradient3(Dz,'z')); 

clear Dz; 

  

Dy=gradient3(F,'y'); 
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Dyy=(gradient3(Dy,'y')); 

Dyz=(gradient3(Dy,'z')); 

clear Dy; 

  

Dx=gradient3(F,'x'); 

Dxx=(gradient3(Dx,'x')); 

Dxy=(gradient3(Dx,'y')); 

Dxz=(gradient3(Dx,'z')); 

clear Dx; 

  

function D = gradient3(F,option) 

% This function does the same as the default matlab "gradient" function 

% but with one direction at the time, less cpu and less memory usage. 

% 

% Example: 

% 

% Fx = gradient3(F,'x'); 

  

[k,l,m] = size(F); 

D  = zeros(size(F),class(F));  

  

switch lower(option) 

case 'x' 

    % Take forward differences on left and right edges 

    D(1,:,:) = (F(2,:,:) - F(1,:,:)); 

    D(k,:,:) = (F(k,:,:) - F(k-1,:,:)); 

    % Take centered differences on interior points 

    D(2:k-1,:,:) = (F(3:k,:,:)-F(1:k-2,:,:))/2; 

case 'y' 

    D(:,1,:) = (F(:,2,:) - F(:,1,:)); 

    D(:,l,:) = (F(:,l,:) - F(:,l-1,:)); 

    D(:,2:l-1,:) = (F(:,3:l,:)-F(:,1:l-2,:))/2; 

case 'z' 

    D(:,:,1) = (F(:,:,2) - F(:,:,1)); 

    D(:,:,m) = (F(:,:,m) - F(:,:,m-1)); 

    D(:,:,2:m-1) = (F(:,:,3:m)-F(:,:,1:m-2))/2; 

otherwise 

    disp('Unknown option') 

end 

         

function I=imgaussian(I,sigma,spacing,siz) 

% IMGAUSSIAN filters an 1D, 2D color/greyscale or 3D image with an  

% Gaussian filter. This function uses for filtering IMFILTER or if  

% compiled the fast  mex code imgaussian.c . Instead of using a  

% multidimensional gaussian kernel, it uses the fact that a Gaussian  

% filter can be separated in 1D gaussian kernels. 

% 

% J=IMGAUSSIAN(I,SIGMA,SIZE) 

% 

% inputs, 

%   I: The 1D, 2D greyscale/color, or 3D input image with  

%           data type Single or Double 

%   SIGMA: The sigma used for the Gaussian kernel 

%   SIZE: Kernel size (single value) (default: sigma*6) 

%  

% outputs, 

%   J: The gaussian filtered image 

% 

% note, compile the code with: mex imgaussian.c -v 

% 

% example, 

%   I = im2double(imread('peppers.png')); 

%   figure, imshow(imgaussian(I,10)); 

%  

% Function is written by D.Kroon University of Twente (September 2009) 

  

if(~exist('siz','var')), siz=sigma*6; end 
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if(sigma>0) 

  

    % Filter each dimension with the 1D Gaussian kernels\ 

    x=-ceil(siz/spacing(1)/2):ceil(siz/spacing(1)/2); 

    H = exp(-(x.^2/(2*(sigma/spacing(1))^2))); 

    H = H/sum(H(:));     

    Hx=reshape(H,[length(H) 1 1]); 

     

    x=-ceil(siz/spacing(2)/2):ceil(siz/spacing(2)/2); 

    H = exp(-(x.^2/(2*(sigma/spacing(2))^2))); 

    H = H/sum(H(:));     

    Hy=reshape(H,[1 length(H) 1]); 

  

    x=-ceil(siz/spacing(3)/2):ceil(siz/spacing(3)/2); 

    H = exp(-(x.^2/(2*(sigma/spacing(3))^2))); 

    H = H/sum(H(:));     

    Hz=reshape(H,[1 1 length(H)]); 

     

    I=imfilter(imfilter(imfilter(I,Hx, 'same' ,'replicate'),Hy, 'same' ,'replicate'),Hz, 

'same' ,'replicate'); 

end 

%%%end vesselness3D 

 

 

eig3volume.c 

 
%%eig3volume.c 

%from Tim Jerman scripts 

#include "mex.h" 

#include "math.h" 

#ifdef MAX 

#undef MAX 

#endif 

#define MAX(a, b) ((a)>(b)?(a):(b)) 

#define n 3 

  

/* This function 

 * 

 * 

 * 

 */ 

  

/* Eigen decomposition code for symmetric 3x3 matrices, copied from the public 

 * domain Java Matrix library JAMA. */ 

static double hypot2(double x, double y) { return sqrt(x*x+y*y); } 

  

__inline double absd(double val){ if(val>0){ return val;} else { return -val;} }; 

  

/* Symmetric Householder reduction to tridiagonal form. */ 

static void tred2(double V[n][n], double d[n], double e[n]) { 

     

/*  This is derived from the Algol procedures tred2 by */ 

/*  Bowdler, Martin, Reinsch, and Wilkinson, Handbook for */ 

/*  Auto. Comp., Vol.ii-Linear Algebra, and the corresponding */ 

/*  Fortran subroutine in EISPACK. */ 

    int i, j, k; 

    double scale; 

    double f, g, h; 

    double hh; 

    for (j = 0; j < n; j++) {d[j] = V[n-1][j]; } 

     

    /* Householder reduction to tridiagonal form. */ 

     

    for (i = n-1; i > 0; i--) { 
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        /* Scale to avoid under/overflow. */ 

        scale = 0.0; 

        h = 0.0; 

        for (k = 0; k < i; k++) { scale = scale + fabs(d[k]); } 

        if (scale == 0.0) { 

            e[i] = d[i-1]; 

            for (j = 0; j < i; j++) { d[j] = V[i-1][j]; V[i][j] = 0.0;  V[j][i] = 0.0; } 

        } else { 

             

            /* Generate Householder vector. */ 

             

            for (k = 0; k < i; k++) { d[k] /= scale; h += d[k] * d[k]; } 

            f = d[i-1]; 

            g = sqrt(h); 

            if (f > 0) { g = -g; } 

            e[i] = scale * g; 

            h = h - f * g; 

            d[i-1] = f - g; 

            for (j = 0; j < i; j++) { e[j] = 0.0; } 

             

            /* Apply similarity transformation to remaining columns. */ 

             

            for (j = 0; j < i; j++) { 

                f = d[j]; 

                V[j][i] = f; 

                g = e[j] + V[j][j] * f; 

                for (k = j+1; k <= i-1; k++) { g += V[k][j] * d[k]; e[k] += V[k][j] * f; 

} 

                e[j] = g; 

            } 

            f = 0.0; 

            for (j = 0; j < i; j++) { e[j] /= h; f += e[j] * d[j]; } 

            hh = f / (h + h); 

            for (j = 0; j < i; j++) { e[j] -= hh * d[j]; } 

            for (j = 0; j < i; j++) { 

                f = d[j]; g = e[j]; 

                for (k = j; k <= i-1; k++) { V[k][j] -= (f * e[k] + g * d[k]); } 

                d[j] = V[i-1][j]; 

                V[i][j] = 0.0; 

            } 

        } 

        d[i] = h; 

    } 

     

    /* Accumulate transformations. */ 

     

    for (i = 0; i < n-1; i++) { 

        V[n-1][i] = V[i][i]; 

        V[i][i] = 1.0; 

        h = d[i+1]; 

        if (h != 0.0) { 

            for (k = 0; k <= i; k++) { d[k] = V[k][i+1] / h;} 

            for (j = 0; j <= i; j++) { 

                g = 0.0; 

                for (k = 0; k <= i; k++) { g += V[k][i+1] * V[k][j]; } 

                for (k = 0; k <= i; k++) { V[k][j] -= g * d[k]; } 

            } 

        } 

        for (k = 0; k <= i; k++) { V[k][i+1] = 0.0;} 

    } 

    for (j = 0; j < n; j++) { d[j] = V[n-1][j]; V[n-1][j] = 0.0; } 

    V[n-1][n-1] = 1.0; 

    e[0] = 0.0; 

} 

  

/* Symmetric tridiagonal QL algorithm. */ 

static void tql2(double V[n][n], double d[n], double e[n]) { 
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/*  This is derived from the Algol procedures tql2, by */ 

/*  Bowdler, Martin, Reinsch, and Wilkinson, Handbook for */ 

/*  Auto. Comp., Vol.ii-Linear Algebra, and the corresponding */ 

/*  Fortran subroutine in EISPACK. */ 

     

    int i, j, k, l, m; 

    double f; 

    double tst1; 

    double eps; 

    int iter; 

    double g, p, r; 

    double dl1, h, c, c2, c3, el1, s, s2; 

     

    for (i = 1; i < n; i++) { e[i-1] = e[i]; } 

    e[n-1] = 0.0; 

     

    f = 0.0; 

    tst1 = 0.0; 

    eps = pow(2.0, -52.0); 

    for (l = 0; l < n; l++) { 

         

        /* Find small subdiagonal element */ 

         

        tst1 = MAX(tst1, fabs(d[l]) + fabs(e[l])); 

        m = l; 

        while (m < n) { 

            if (fabs(e[m]) <= eps*tst1) { break; } 

            m++; 

        } 

         

        /* If m == l, d[l] is an eigenvalue, */ 

        /* otherwise, iterate. */ 

         

        if (m > l) { 

            iter = 0; 

            do { 

                iter = iter + 1;  /* (Could check iteration count here.) */ 

                /* Compute implicit shift */ 

                g = d[l]; 

                p = (d[l+1] - g) / (2.0 * e[l]); 

                r = hypot2(p, 1.0); 

                if (p < 0) { r = -r; } 

                d[l] = e[l] / (p + r); 

                d[l+1] = e[l] * (p + r); 

                dl1 = d[l+1]; 

                h = g - d[l]; 

                for (i = l+2; i < n; i++) { d[i] -= h; } 

                f = f + h; 

                /* Implicit QL transformation. */ 

                p = d[m]; c = 1.0; c2 = c; c3 = c; 

                el1 = e[l+1]; s = 0.0; s2 = 0.0; 

                for (i = m-1; i >= l; i--) { 

                    c3 = c2; 

                    c2 = c; 

                    s2 = s; 

                    g = c * e[i]; 

                    h = c * p; 

                    r = hypot2(p, e[i]); 

                    e[i+1] = s * r; 

                    s = e[i] / r; 

                    c = p / r; 

                    p = c * d[i] - s * g; 

                    d[i+1] = h + s * (c * g + s * d[i]); 

                    /* Accumulate transformation. */ 

                    for (k = 0; k < n; k++) { 

                        h = V[k][i+1]; 
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                        V[k][i+1] = s * V[k][i] + c * h; 

                        V[k][i] = c * V[k][i] - s * h; 

                    } 

                } 

                p = -s * s2 * c3 * el1 * e[l] / dl1; 

                e[l] = s * p; 

                d[l] = c * p; 

                 

                /* Check for convergence. */ 

            } while (fabs(e[l]) > eps*tst1); 

        } 

        d[l] = d[l] + f; 

        e[l] = 0.0; 

    } 

     

    /* Sort eigenvalues and corresponding vectors. */ 

    for (i = 0; i < n-1; i++) { 

        k = i; 

        p = d[i]; 

        for (j = i+1; j < n; j++) { 

            if (d[j] < p) { 

                k = j; 

                p = d[j]; 

            } 

        } 

        if (k != i) { 

            d[k] = d[i]; 

            d[i] = p; 

            for (j = 0; j < n; j++) { 

                p = V[j][i]; 

                V[j][i] = V[j][k]; 

                V[j][k] = p; 

            } 

        } 

    } 

} 

  

void eigen_decomposition(double A[n][n], double V[n][n], double d[n]) { 

    double e[n]; 

    double da[3]; 

    double dt, dat; 

    double vet[3]; 

    int i, j; 

    for (i = 0; i < n; i++) { 

        for (j = 0; j < n; j++) { 

            V[i][j] = A[i][j]; 

        } 

    } 

    tred2(V, d, e); 

    tql2(V, d, e); 

     

    /* Sort the eigen values and vectors by abs eigen value */ 

    da[0]=absd(d[0]); da[1]=absd(d[1]); da[2]=absd(d[2]); 

    if((da[0]>=da[1])&&(da[0]>da[2])) 

    { 

        dt=d[2];   dat=da[2];    vet[0]=V[0][2];    vet[1]=V[1][2];    vet[2]=V[2][2]; 

        d[2]=d[0]; da[2]=da[0];  V[0][2] = V[0][0]; V[1][2] = V[1][0]; V[2][2] = V[2][0]; 

        d[0]=dt;   da[0]=dat;    V[0][0] = vet[0];  V[1][0] = vet[1];  V[2][0] = vet[2];  

    } 

    else if((da[1]>=da[0])&&(da[1]>da[2]))   

    { 

        dt=d[2];   dat=da[2];    vet[0]=V[0][2];    vet[1]=V[1][2];    vet[2]=V[2][2]; 

        d[2]=d[1]; da[2]=da[1];  V[0][2] = V[0][1]; V[1][2] = V[1][1]; V[2][2] = V[2][1]; 

        d[1]=dt;   da[1]=dat;    V[0][1] = vet[0];  V[1][1] = vet[1];  V[2][1] = vet[2];  

    } 

    if(da[0]>da[1]) 

    { 
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        dt=d[1];   dat=da[1];    vet[0]=V[0][1];    vet[1]=V[1][1];    vet[2]=V[2][1]; 

        d[1]=d[0]; da[1]=da[0];  V[0][1] = V[0][0]; V[1][1] = V[1][0]; V[2][1] = V[2][0]; 

        d[0]=dt;   da[0]=dat;    V[0][0] = vet[0];  V[1][0] = vet[1];  V[2][0] = vet[2];  

    } 

  

     

} 

  

  

void mexFunction( int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[] ) { 

    double *Dxx, *Dxy, *Dxz, *Dyy, *Dyz, *Dzz; 

    double *Dvecx, *Dvecy, *Dvecz, *Deiga, *Deigb, *Deigc; 

  

    float *Dxx_f, *Dxy_f, *Dxz_f, *Dyy_f, *Dyz_f, *Dzz_f; 

    float *Dvecx_f, *Dvecy_f, *Dvecz_f, *Deiga_f, *Deigb_f, *Deigc_f; 

  

    mwSize output_dims[2]={1, 3}; 

    double Ma[3][3]; 

    double Davec[3][3]; 

    double Daeig[3]; 

     

    /* Loop variable */ 

    int i; 

     

    /* Size of input */ 

    const mwSize *idims; 

    int nsubs=0; 

     

    /* Number of pixels */ 

    int npixels=1; 

     

    /* Check for proper number of arguments. */ 

    if(nrhs!=6) { 

        mexErrMsgTxt("Six inputs are required."); 

    } else if(nlhs<3) { 

        mexErrMsgTxt("Three or Six outputs are required"); 

    } 

     

    

    /*  Get the number of dimensions */ 

    nsubs = mxGetNumberOfDimensions(prhs[0]); 

    /* Get the sizes of the inputs */ 

    idims = mxGetDimensions(prhs[0]); 

    for (i=0; i<nsubs; i++) { npixels=npixels*idims[i]; } 

     

    if(mxGetClassID(prhs[0])==mxDOUBLE_CLASS) { 

       /* Assign pointers to each input. */ 

        Dxx = (double *)mxGetPr(prhs[0]); 

        Dxy = (double *)mxGetPr(prhs[1]); 

        Dxz = (double *)mxGetPr(prhs[2]); 

        Dyy = (double *)mxGetPr(prhs[3]); 

        Dyz = (double *)mxGetPr(prhs[4]); 

        Dzz = (double *)mxGetPr(prhs[5]); 

  

        /* Assign pointers to each output. */ 

        plhs[0] = mxCreateNumericArray(nsubs, idims, mxDOUBLE_CLASS, mxREAL); 

        plhs[1] = mxCreateNumericArray(nsubs, idims, mxDOUBLE_CLASS, mxREAL); 

        plhs[2] = mxCreateNumericArray(nsubs, idims, mxDOUBLE_CLASS, mxREAL); 

        Deiga = mxGetPr(plhs[0]); Deigb = mxGetPr(plhs[1]); Deigc = mxGetPr(plhs[2]); 

        if(nlhs==6) { 

            /* Main direction (larged eigenvector) */ 

            plhs[3] = mxCreateNumericArray(nsubs, idims, mxDOUBLE_CLASS, mxREAL); 

            plhs[4] = mxCreateNumericArray(nsubs, idims, mxDOUBLE_CLASS, mxREAL); 

            plhs[5] = mxCreateNumericArray(nsubs, idims, mxDOUBLE_CLASS, mxREAL); 

            Dvecx = mxGetPr(plhs[3]); Dvecy = mxGetPr(plhs[4]); Dvecz = mxGetPr(plhs[5]); 

        } 
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        for(i=0; i<npixels; i++) { 

            Ma[0][0]=Dxx[i]; Ma[0][1]=Dxy[i]; Ma[0][2]=Dxz[i]; 

            Ma[1][0]=Dxy[i]; Ma[1][1]=Dyy[i]; Ma[1][2]=Dyz[i]; 

            Ma[2][0]=Dxz[i]; Ma[2][1]=Dyz[i]; Ma[2][2]=Dzz[i]; 

            eigen_decomposition(Ma, Davec, Daeig); 

            Deiga[i]=Daeig[0]; Deigb[i]=Daeig[1]; Deigc[i]=Daeig[2]; 

            if(nlhs==6) { 

                /* Main direction (smallest eigenvector) */ 

                Dvecx[i]=Davec[0][0]; 

                Dvecy[i]=Davec[1][0]; 

                Dvecz[i]=Davec[2][0]; 

            } 

        } 

    } 

    else if(mxGetClassID(prhs[0])==mxSINGLE_CLASS) { 

       /* Assign pointers to each input. */ 

        Dxx_f = (float *)mxGetPr(prhs[0]); 

        Dxy_f = (float *)mxGetPr(prhs[1]); 

        Dxz_f = (float *)mxGetPr(prhs[2]); 

        Dyy_f = (float *)mxGetPr(prhs[3]); 

        Dyz_f = (float *)mxGetPr(prhs[4]); 

        Dzz_f = (float *)mxGetPr(prhs[5]); 

  

        /* Assign pointers to each output. */ 

        plhs[0] = mxCreateNumericArray(nsubs, idims, mxSINGLE_CLASS, mxREAL); 

        plhs[1] = mxCreateNumericArray(nsubs, idims, mxSINGLE_CLASS, mxREAL); 

        plhs[2] = mxCreateNumericArray(nsubs, idims, mxSINGLE_CLASS, mxREAL); 

        Deiga_f  = (float *)mxGetPr(plhs[0]);  

        Deigb_f  = (float *)mxGetPr(plhs[1]);  

        Deigc_f  = (float *)mxGetPr(plhs[2]); 

        if(nlhs==6) { 

            /* Main direction (smallest eigenvector) */ 

            plhs[3] = mxCreateNumericArray(nsubs, idims, mxSINGLE_CLASS, mxREAL); 

            plhs[4] = mxCreateNumericArray(nsubs, idims, mxSINGLE_CLASS, mxREAL); 

            plhs[5] = mxCreateNumericArray(nsubs, idims, mxSINGLE_CLASS, mxREAL); 

            Dvecx_f  = (float *)mxGetPr(plhs[3]);  

            Dvecy_f  = (float *)mxGetPr(plhs[4]);  

            Dvecz_f  = (float *)mxGetPr(plhs[5]); 

        } 

         

         

        for(i=0; i<npixels; i++) { 

            Ma[0][0]=(double)Dxx_f[i]; Ma[0][1]=(double)Dxy_f[i]; 

Ma[0][2]=(double)Dxz_f[i]; 

            Ma[1][0]=(double)Dxy_f[i]; Ma[1][1]=(double)Dyy_f[i]; 

Ma[1][2]=(double)Dyz_f[i]; 

            Ma[2][0]=(double)Dxz_f[i]; Ma[2][1]=(double)Dyz_f[i]; 

Ma[2][2]=(double)Dzz_f[i]; 

            eigen_decomposition(Ma, Davec, Daeig); 

            Deiga_f[i]=(float)Daeig[0];  

            Deigb_f[i]=(float)Daeig[1];  

            Deigc_f[i]=(float)Daeig[2]; 

            if(nlhs==6) { 

                /* Main direction (smallest eigenvector) */ 

                Dvecx_f[i]=(float)Davec[0][0];  

                Dvecy_f[i]=(float)Davec[1][0];  

                Dvecz_f[i]=(float)Davec[2][0]; 

            } 

        } 

  

    } 

} 

 

%%end eig3volume.c 
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