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Abstract

No Galaxy Left Behind: Measuring the Transfer Function of the Dark Energy

Survey with Balrog

by

Spencer Everett

In this dissertation, we describe a calibration and diagnostic framework called

Balrog which was used to directly sample the selection and photometric biases

of the Dark Energy Survey (DES) Year 3 (Y3) dataset. We systematically inject

onto the single-epoch images of a random 20% subset of the DES footprint an en-

semble of nearly 30 million realistic galaxy models derived from DES Deep Field

observations. These augmented images are analyzed in parallel with the original

data to automatically inherit measurement systematics that are often too difficult

to capture with traditional generative models. The resulting object catalog is a

Monte Carlo sampling of the DES transfer function and is used as a powerful

diagnostic and calibration tool for a variety of DES Y3 science, particularly for

the calibration of the photometric redshifts of distant “source” galaxies and mag-

nification biases of nearer “lens” galaxies. The recovered Balrog injections are

shown to closely match the photometric property distributions of the fiducial Y3

GOLD catalog, particularly in color, and capture the number density fluctuations

from observing conditions of the real data within 1% for a typical galaxy sam-

ple. We find that Y3 colors are extremely well calibrated, typically within ∼1-8

millimagnitudes, but for a small subset of objects we detect significant magnitude

biases correlated with large overestimates of the injected object size due to prox-

imity effects and blending. Finally, we discuss approaches to extend the current

methodology to capture more aspects of the transfer function for future analyses.
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Chapter 1

Introduction

Our understanding of the universe has evolved dramatically over the past cen-

tury. Once thought to be static and unchanging, we now have overwhelming

evidence that the universe had a definite beginning with all known cosmic struc-

ture evolving from slight deviations in the initial spatial distribution of matter

and energy. Using ever larger telescopes to peer further back in time, astronomers

have made numerous surprising discoveries that have culminated in a modern the-

ory of the universe based upon structure formation primarily driven by a “dark”

component of the matter distribution and an accelerating expansion of space due

to the even more mysterious dark energy. Far from being small, necessary cor-

rections to explain astronomical observations, these dark components dominate

over “normal” baryonic matter in the total energetic content of the universe; the

relative energy densities of each component are shown in Figure 1.1.

Measuring the properties of these dark phenomena have been a central goal in

physics and cosmology ever since their respective discoveries – in part because they

offer some of the most convincing evidence that our theories of particle physics

and gravity may be incorrect, or at least incomplete. While experiments that

hope to directly detect dark matter have been ongoing for decades (see [2] for a

2



Figure 1.1: The approximate relative energy densities of “normal” baryonic
matter Ωb, dark matter Ωm, and dark energy ΩΛ, inferred from measurements
of the cosmic microwave background in the early universe. These numbers come
from [1] and carry certain assumptions – we discuss this further in Section 2.1.2.

review), no convincing detection has yet been made. In contrast, prospects for

the direct detection of dark energy are currently remote. Even worse, there is

yet to be a compelling theoretical explanation for its existence or magnitude; the

discrepancy between the measured density of dark energy and predictions for the

zero-point energy in quantum field theory is often estimated to be 60-120 orders

of magnitude [3, 4]. With such a limited theoretical foundation and sparse direct

evidence other than their implied existence and aggregate energy contribution,

even the most basic constraints on the properties of these important phenomena

can have a significant impact on our ability to understand their underlying nature.

Just how much dark matter is there? Is it self-interacting? Is dark energy uniform

across space, and does it evolve over time?

Recently, some of the most competitive cosmological constraints have come

from large galaxy surveys. These systematic scans of the sky, in contrast to tar-
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geted studies, aim to capture all sources in a region of the sky down to some

limiting flux value, or depth, determined by the instrument, aggregate exposure

time, and various observational properties such as the sky brightness. The result-

ing mosaic of the sky is in essence a partial census of the universe across both

space and time due to the finite speed of light. These immense catalogs of galax-

ies – hundreds of millions for the largest current surveys and up to a billion for

upcoming Stage IV1 experiments – allow for statistical measurements of cosmic

signals dispersed across the luminous matter distribution, even for quite weak

signals.

Dark matter and dark energy affect the geometry, expansion history, and

growth of cosmic structures in distinct ways that are captured in the measured

properties of sources we observe on the sky. While the net signal is a complex

interplay between many competing effects, such as dark energy suppressing the

growth of structure that dark matter accelerates, individual cosmic probes such

as the spatial clustering of galaxies or the distortions in their shapes from gravita-

tional lensing are sensitive to different aspects of the underlying cosmology. The

large number of measured sources by galaxy surveys allow us to detect these subtle

signals by decreasing the statistical uncertainty of noisy measurements to make

increasingly precise estimates of cosmological parameters. A diagram of how a set

of common cosmological probes are sensitive to the expansion history and growth

of structure is shown in Figure 1.2, as well as whether they probe the state of

the universe at early or late times. This distinction is critical as we can compare

constraints derived from different epochs to distinguish between models of dark

energy that are static from those that evolve over time. In addition, measuring

the growth of structure at different epochs can determine whether the expansion
1The name commonly given to the next generation of large-scale dark energy experiments,

first introduced by the Dark Energy Task Force in [5].
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is more likely described by existing cosmological models with dark energy or by

modified theories of gravity [6].

The emergence of galaxy surveys has catalyzed a radical transformation of

cosmology in the past two decades, evolving it from a data-starved field to one

that is now a driver of data science research to fulfill the measurement demands

of the ever-growing surveys. Yet this massive influx of data has not resolved the

disagreements in the content and evolution of our universe; it has often fueled

them! The modern tension in the measured value of the Hubble constant [7] is

reminiscent of a similar divergence in experimental conclusions famously debated

by astronomers Allan Sandage and Gérard de Vaucouleurs half a century ago [8]

despite the accumulation of many orders of magnitude more data than our prede-

cessors. More recent tensions such as the the surprisingly low weak gravitational

lensing signal measured around massive galaxies in the Baryon Oscillation Spec-

troscopic Survey (BOSS; [9]) at small scales (“lensing is low”; [10]) and low-mass

galaxy clusters in the first year of data from The Dark Energy Survey2 (DES;

[11]) [12] further emphasize our current predicament: We may live in the era of

precision cosmology, but not yet one of accurate cosmology.

The largest modern surveys such as DES collect such large data volumes that

their analyses are often limited not by noise but by systematics. This will increas-

ingly be the case for Stage IV experiments such as Euclid3 [13], the Nancy Grace

Roman Space Telescope4 (Roman; [14]), and the The Vera Rubin Observatory’s

Legacy Survey of Space and Time5 (LSST; [15]). However, this problem is not

solely limited to large surveys. Insufficient (or improper) modeling of systemat-

ics can bias measurements and lead to reported uncertainties being significantly
2https://www.darkenergysurvey.org/
3https://www.euclid-ec.org/
4https://roman.gsfc.nasa.gov/
5https://www.lsst.org/
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the Dark Energy Survey, whose photometric calibration and cosmological mea-
surements are the main topic of this dissertation, are designated in blue. Graphic
inspired by a talk given by D. Gruen at UC Santa Cruz in January of 2019.
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underestimated; this is of critical importance as it determines whether tensions

in cosmological parameters are the result of errors in methodology or an indi-

cation of new physics beyond the standard model of cosmology. Despite heroic

efforts, survey collaborations universally throw out significant fractions of their

data in cosmological analyses to keep samples as statistically complete and pure

as possible in an effort to combat unknown systematics from contaminating their

measurements. Such methods are unnecessarily wasteful and do not fully leverage

the available information from our hard-earned (and expensive) photons.

Many of these undesired effects are captured by a survey’s transfer function,

which maps how the properties of the real set of objects in the universe are mod-

ulated when measured by a detector with defects and noise, mis-estimated by the

complex measurement pipelines of modern surveys, and undergo often arbitrary

sample selection cuts on noisy quantities. To make unbiased measurements of

cosmic signals, surveys must have a robust estimate of the probability of mea-

suring their sample of sources along with their high-dimensional distribution of

photometric properties given an unknowable true distribution. A high-level repre-

sentation of this crucial process is shown in Figure 1.3. While the transfer function

can in principle be forward modeled and validated with simulations, the innumer-

able set of subtle effects that must be identified and modeled is both impractical

and likely futile for the desired measurement precision of current and upcoming

surveys. In addition, any such probabilistic models will inevitably be imperfect

which introduces model-misspecification biases. This can result in underestimat-

ing the true uncertainties of the transfer function by sampling from inaccurate

realizations of the data or from universes other than our own.

In this dissertation, we present a way to directly sample the DES transfer

function by injecting an ensemble of realistic sources from the DES Deep Fields
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Figure 1.3: A simplified representation of the DES transfer function. In essence,
it captures how the true property distribution of objects in the universe are dis-
torted by the detector, the measurement pipeline (including source detection),
and sample selection. The detailed characterization of this function is described
in Chapters 4 and 5.

(DF) across the real survey images with the Balrog6 framework to automatically

inherit the multitude of systematic effects that are often too difficult to model or

even identify. This approach by the same name was introduced in [17] but with

significant limitations in the realism of its emulation of the survey measurement

pipeline and of the properties of its injected sources. While [17] demonstrated

an incredibly promising proof of concept to revolutionize precision measurements

from galaxy surveys and potentially allow for some of the most ambitious measure-

ments currently proposed by the community, these methodological inaccuracies

at such a high computational cost prevented the technique from being used more

widely as a general diagnostics tool or for the direct calibration of cosmological

measurements in the analysis of the first year of DES data. Taking inspiration

from this powerful methodology but creating a completely new framework to in-

corporate far more aspects of the real DES transfer function, we present here the

implementation and application of this new Balrog to characterize the transfer
6Balrog is not an acronym. The software was born out of the original authors delving “too

greedily and too deep” [16] into their data, hence the name.
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function of the Year 3 (Y3) DES data set – comprised of the first three years of

observations. In addition, we summarize a few novel uses of an injection pipeline

for a variety cosmological measurements and calibrations that facilitate key DES

science goals.

1.1 Outline of Dissertation

The structure of this dissertation is as follows: In Chapter 2 we review the

relevant cosmological background that forms the basis of modern cosmological

models as well as two of the primary cosmic signals measured by galaxy surveys:

galaxy clustering and weak gravitational lensing. In Chapter 3 we describe the

survey strategy, measurement pipeline, and early cosmological results of DES, and

in particular how the various cosmological probes are combined in a joint analysis

for stronger constraints. We then introduce the new Balrog framework in Chapter

4 which emulates significantly more of the DES measurement pipeline, including

single-epoch processing, for the characterization of the survey transfer function

using realistic injections derived from the DES DF. The photometric results for

Balrog stars and galaxies applied to DES Y3 images are presented in Chapter 5

including a detailed examination of the consistency of the resulting Balrog catalog

with the Y3 data. Many subtle features of the transfer function are highlighted

such as a small chromatic bias in the recovery of galaxy magnitudes and a class

of catastrophic photometry failures correlated with object size and proximity to

other sources.

This is followed in Chapter 6 by a summary of three important applications

of Balrog to the Y3 cosmological analysis: the calibration of photometric red-

shifts for the weak lensing “source” galaxies, the impact of magnification bias on

constraints from the “lens” galaxy samples, and the discovery of a significant con-
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tribution to the noise of Y3 images by undetected sources, which led to incorrect

estimates of the sky background. Finally, we close in Chapter 7 with concluding

remarks on the current methodological limitations of using injection pipelines at

scale for the most ambitious measurements in modern galaxy surveys as well as

possible remedies and improvements to Balrog for future measurements in DES

and upcoming surveys.
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Chapter 2

Cosmological Background

Here we overview the necessary cosmological background that informs the

design choices and measurements made by galaxy surveys such as DES in order

to discover the underlying nature and evolution of our universe. The goal of

this chapter is to provide context over completeness; each of the following topics

are discussed in much greater detail in either any standard textbook on physical

cosmology such as [18, 19, 20] or in the relevant review papers that are cited

throughout this chapter. We set the speed of light c = 1 and use the West Coast

metric and the Einstein summation convention unless otherwise specified.

2.1 Cosmology from General Relativity

Cosmology has a rich history that intersects with philosophy, religion, and

mythology as the branch of science primarily concerned with the origin, evolution,

and eventual fate of the universe. However, the modern era of physical cosmology

began with the formulation of the Einstein Field equations in the early 20th
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century [21, 22] which are given below:

Gµν + Λgµν = 8πGTµν , (2.1)

where G is the gravitational constant, the energy momentum tensor Tµν describes

the energy (and thus matter) distribution of the universe, the metric tensor gµν en-

codes the geometrical properties of the smooth, four-dimensional manifold1 we call

spacetime on which all matter-energy exists and dynamical physics takes place,

and the Einstein tensor Gµν expresses the curvature of this manifold explicitly in

terms of gµν . The constant Λ is often referred to as the cosmological constant and

allows for an intrinsic, non-zero energy density of space itself; we will return to this

idea in Section 2.1.3. Briefly, Equation 2.1 explicitly links the energetic content of

the universe to its curvature which describes gravity as an intrinsically geometric

phenomena. As the famous adage coined by John Wheeler goes, “Spacetime tells

matter how to move; matter tells spacetime how to curve” [23].

While this set of 10 independent, nonlinear partial differential equations have

accurately described a variety of physical phenomena including the perihelion pre-

cession of Mercury [24], the increased deflection angle of starlight around the Sun

as compared to Newtonian physics [25], and the existence of gravitational waves

[26], unfortunately their complexity limits their practical applicability to many

realistic systems. However, the full weight of evidence from astronomical obser-

vations by the early 20th century indicated that the universe was, on the largest

scales, fairly uniform2. This is captured in what is known as the cosmological

principle: At sufficiently large scales, the universe is spatially homogeneous and
1A manifold is a topological space that can have global curvature but locally resembles the

flat, Euclidean space we commonly experience.
2While more recent observations have disputed this, it is a good enough approximation that

it is nearly universally assumed for cosmological models. See [27] for an overview)
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isotropic [28].

We can use the symmetries implied by the cosmological principle to greatly

simplify the Einstein Field Equations. First we encode homogeneity and isotropy

into the the metric, which is the well-known Friedmann–Lemaître–Robertson–Walker

(FLRW) metric:

ds2 = −dt2 + a2(t)
[

dr2

1− kr2 + r2(dθ2 + sin2 θdφ2)
]
, (2.2)

where ds is a spacetime interval, r is a comoving radial coordinate, and k indicates

the global curvature of the spatial hypersurface (k = +1, 0,−1 for a universe that

is spherical, flat, or hyperbolic respectively). a(t) is the scale factor of the universe

at time t which describes how the physical separation between two objects at a

fixed comoving distance changes over time; it is defined such that a(0) = 1 where

the lookback time t = 0 corresponds to today. Robertson and Walker showed in

the 1930’s that this metric is the most general solution for an expanding universe

that is both homogeneous and isotropic for every spacelike slice [29, 30].

With this metric in hand, the problem can be re-framed as finding the evolution

of the scale factor a given assumptions about the curvature and constituents of

the universe contained in the solutions to Equation (2.1). The solution is given

by the Friedmann equations [31]:

H2(t) =
(
ȧ(t)
a(t)

)2

= 8πG
3 ρ(t) + Λ

3 −
1

k2a2(t) , (2.3)

ä(t)
a(t) = −4πG

3 (ρ(t) + 3p(t)) + Λ
3 , (2.4)

where ρ(t) and p(t) are the energy density and pressure of the universe which we

model as a fluid, and where we introduced the Hubble parameter H(t) ≡ ȧ/a
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which encapsulates the expansion history of the universe.

2.1.1 Density is Destiny

Equation (2.3) states that the expansion rate of the universe depends on its

energy density, curvature, and (in principle) cosmological constant, while Equation

(2.4) tells us that its acceleration is dependent on its density and pressure. We

can solve these equations exactly for a perfect fluid3 which has an equation of

state given by

p(t) = wρ(t) (2.5)

where w is a dimensionless constant. If we then model the universe as a mixture

of different perfect fluids ρi each with a corresponding wi, we find that

ρi(t) ∝ a(t)−3(1+wi). (2.6)

The value of wi determines how the density contribution of a particular ener-

getic component scales with a(t). For non relativistic matter4 (whether dark or

baryonic), wm = 0 and so it scales as a−3; this matches our intuition as a simple

decrease in the number density as the spatial volume expands. Radiation in the

form of light or massive particles moving at relativistic speeds has wr = 1/3 which

gives a scaling of a−4. The additional factor of a comes from the energy loss related

to the redshifting of light or decrease in comoving speed of relativistic particles

as space expands. Finally, a cosmological constant has the special property that

wΛ = −1 which leads to a contribution that does not scale with the expansion or

size of the universe – hence the name. A visual representation of these scalings

are shown in Figure 2.1.
3Which is isotropic by definition.
4Often called “dust”.
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Figure 2.1: A graphical representation of how the energy density of non-
relativistic matter, radiation, and a cosmological constant change as the universe
expands. A plot of the expansion rate over time for a universe made of only each
constituent is shown in the right column. While the matter density dilutes only
from the expansion of space, the energy density of radiation falls faster as it is
additionally redshifted (or slowed, if relativistic matter). In contrast, the vacuum
energy of empty space from a cosmological constant remains fixed. Image taken
from [32].
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We can then model the total energy density ρ(a(t)) in terms of the energy

mixture with appropriate scale factors as

ρ(a) = ρma
−3 + ρra

−4 + ρΛ. (2.7)

Rescaling the density components in the following way using critical density ρc at

the current epoch (t = 0):

ρc,0 = 3H2
0

8πG,

Ωi,0 = ρi,0
ρc,0

; i ∈ m, r,

Ωk = − k

H2
0

ΩΛ = Λ
3H2

0
,

(2.8)

where H0 is similarly the current value of the Hubble parameter, and recognizing

that Ωk(t) = 1− Ω(t), we can combine Equation (2.7) with (2.3) to arrive at the

remarkable result

H(t)
H0

=
[
Ωr,0 a

−4(t) + Ωm,0 a
−3(t) + (1− Ω0)a−2(t) + ΩΛ,0

]1/2
. (2.9)

In other words: For a homogeneous and isotropic universe filled with a perfect

fluid mixture, we can completely capture it’s expansion history simply by measur-

ing the current expansion rate H0 along with the current energy density of each

energetic component! It is from this equation that we often hear the claim density

is destiny. Figure 2.2 shows how different combinations of these density parame-

ters lead to universes with very different properties, and overplots constraints on

these parameters from measurements in our universe.
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Figure 2.2: A plot showing how different combinations of the matter density Ωm

and vacuum density ΩΛ as measured today lead to different universes as governed
by Equation (2.9). As the contribution due to radiation in the current epoch is
extremely small, only the effect of Ωk = (1 − Ω0) is shown. The constraints of
these parameters circa 2003 from measurements of supernovae, galaxy clusters,
and the cosmic microwave background (CMB) are overplotted. Figure is taken
from [33].
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2.1.2 Current Constraints and the Hubble Tension

Our best estimates of these density parameters have traditionally come not

from the local universe but from from the cosmic microwave background (CMB),

which is the nearly uniform5 background radiation from ∼ 380, 000 years after the

big bang that we observe in all directions on the sky. As light was coupled to the

hot, ionized matter before the universe had cooled enough to form neutral hydro-

gen, called the epoch of recombination, the temperature fluctuations we observe in

the CMB correspond to fluctuations in the underlying matter density of the uni-

verse. The exact shape and amplitude of the power spectrum of these fluctuations

is dependent on the various density parameters Ωi (in addition to a few others

such as scalar spectral index ns and optical depth τ), which we have constrained

very precisely with space-based telescopes such as the Cosmic Background Ex-

plorer (COBE; [34]), the Wilkinson Microwave Anisotropy Probe (WMAP; [35]),

and the Planck telescope [36]. The latest Planck constraints from [1], which make

a few assumptions such as a flat universe and cosmological constant, describe a

universe with H0 = 67.3 ± 0.6 (km/s)/Mpc, Ωm ≈ 0.32 and ΩΛ ≈ 0.68, with Ωm

further split into its baryonic and dark components by Ωb ≈ 0.05 and Ωd ≈ 0.27

respectively6. This remarkable result offers significant evidence that the ordinary

matter we interact with only accounts for less than 1/5th of the total mass and

only ∼ 5% of the total energy in the universe. It is the Planck results for these

density parameters that are most often quoted and are the basis for Figure 1.1.

While the CMB is an ideal measurement of the state of the early universe as it

consists of relatively simple physics, it is not particularly sensitive to the expansion

history of the universe as the signal originates from very brief period of time. To
5With temperature fluctuations on the order of ∆T/〈T 〉 ∼ 10−4.
6The density values listed here are approximate as it is the product Ωih

2 that is actually
constrained, where h = H0/100.
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test if the universe can be accurately described by this fairly simple model of non-

relativistic (or “cold”) dark matter and a cosmological constant Λ, known as the

Λ-Cold Dark Matter (ΛCDM) model, we must test if the parameter constraints

from the CMB are consistent with alternative measurements at different epochs

in the history of the universe. This is traditionally done through the extragalactic

distance ladder which is a set of measurement techniques to estimate the physical

distance to galaxies in the local universe – particularly with variable luminosity

Cepheid stars and Type 1a supernovae. If accurate distances can be measured,

then the current value of the Hubble constant H0 is simply given by Hubble’s Law

[37]:

H0 = v

d
(2.10)

where v and d are the recession velocity and proper distance to the galaxy respec-

tively. As the measurement precision of these estimates have increased with better

photometric calibration and systematics modeling, this late-time estimate for H0

has converged to ∼ 73.2± 1.3 (km/s)/Mpc; a tension of over 4σ with Planck es-

timates from the CMB [38]. While this discrepancy, known as the Hubble tension

[7], has been observed for nearly a decade, only in the past few years have the

statistical uncertainties decreased sufficiently to confidently conclude that there

may be something wrong with the ΛCDM model.

2.1.3 Extensions to ΛCDM

While the resolution to the Hubble tension could be due to underestimated

or unmodeled systematics in the numerous, independent measurements, a more

exciting possibility is that this tension hints at new physics such as modifications

to general relativity or the presence of a new scalar field (see [7] for a review of

each). In addition, the lack of a well-understood physical mechanism to produce

19



the magnitude of dark energy that we observe means that there is no a priori

reason to expect a cosmological constant or static equation of state. The simplest

such models are characterized by an equation of state where wΛ 6= −1 which would

allow the contribution by dark energy to change over time while still inducing an

accelerating expansion (as long as wΛ < −1/3). Alternatively, the universe could

instead be filled with a dynamic dark energy with a time-dependent equation of

state whose simplest parameterization is given by

wΛ(a) = w0 + (1− a)wa, (2.11)

where w0 is the value of w in the current epoch and wa encodes how it evolves

linearly with a(t). Then for late-time measurements where the contribution from

radiation is negligible, and assuming Ωk = 0, we can rewrite Equation (2.9) as

H(a)
H0

=
[
Ωma

−3 + (1− Ωm)a−3(1+w0+wa)e−3wa(1−a)
]1/2

. (2.12)

In either case, we can leverage measurements of the expansion rate H(a) and

density parameters Ωi at different moments in the history of the universe to better

understand how the universe has evolved and constrain what kinds of mechanisms

can produce such evolution. If even these extended models, known as wCDM,

cannot explain more complete and precise measurements of the expansion history,

then more radical changes to our understanding of the universe may be required

such as alternative theories of gravity that extend general relativity.

2.1.4 Cosmological Redshift and Distance Measures

Up to this point, we have parameterized everything in terms of the look-back

time t (or implicitly so through a(t)) which is defined such that a = 0 at the
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Big Bang. Unfortunately, t is not directly observable. However, Equation 2.10

suggests that we can estimate the elapsed time between two spacetime events by

measuring how the wavelength of light emitted by one source expands with space

while it travels to the second. This factor z is called the redshift and is given by

1 + z = λobs

λemit
, (2.13)

where λobs and λemit are the observed and emitted wavelengths respectively. The

redshift for sources whose electromagnetic spectrum contains distinct features such

as well-known absorption or emission lines can then be accurately estimated.

Using the geodesic equation for a photon traveling through the universe with

a FLRW metric, it can be shown that the redshift is related to the scale factor in

the following way:

a = (1 + z)−1, (2.14)

where z is defined to be relative to the present epoch. While in practice there

are additional contributions to z such as the relative peculiar velocities of galaxies

due to local gravitational infall instead of the expansion of space, for all but the

closest galaxies it is dominated by the cosmological redshift. From this we can

express the expansion history in terms of z:

H(z)
H0(z) =

[
Ωr,0 (1 + z)4 + Ωm,0 (1 + z)3) + Ωk(1 + z2) + ΩΛ,0

]1/2
. (2.15)

Defining E(z) = H(z)/H0 as the dimensionless Hubble parameter andDH = c/H0

as the Hubble distance, this leads to a redshift-distance relation of

χ(z) = DH

∫ z2

z1

dz

E(z) , (2.16)
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where χ is the comoving distance between observers at z1 and z2 and scales with

the expansion of the universe. This means that the change in χ for two observers

whose only relative motion is due to the expansion of space (or the “Hubble flow”)

will be zero. While in principle Equation 2.16 allows us to calculate the distance

to far-away galaxies given an assumed cosmology, conversely we can constrain

cosmological parameters by measuring the physical distances to objects along

with their redshifts and thus the expansion history.

In a similar fashion, we can define the transverse comoving distance at a given

z as

DM(z) =



DH√
Ωk

sinh
(√

Ωkχ(z)
DH

)
: Ωk > 0

χ(z) : Ωk = 0

DH√
|Ωk|

sin
(√

Ωkχ(z)
DH

)
: Ωk < 0

, (2.17)

which is used to measure the distance DM · δθ between two sources at the same

redshift and angular separation δθ. Another distance measure we will find useful

is the angular diameter distance which is defined to be the ratio of an object’s

transverse physical size to its angular size:

DA = DM(z)
1 + z

. (2.18)

Interestingly, DA does not monotonically increase with z but instead peaks around

z ∼ 1; this means that objects further away than this distance will actually appear

larger to us in angular size [39]. Finally, we can now parameterize the look-back

time t in terms of z:

t = DH

∫ dz

(1 + z)E(z) . (2.19)
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Summary

It is worth summarizing how we got here. Combining the Einstein Field Equa-

tions with the cosmological principle leads to the FLRW metric and corresponding

Friedmann equations. Under the assumption of a perfect fluid, we can get exact

solutions that show the expansion rate of the universe is dependent on a small

handful of energy density parameters: radiation, matter (both baryonic and dark),

curvature (which is likely zero), and dark energy (whether dynamic or a cosmolog-

ical constant). We have precise estimates of these parameters from measurements

of the early universe with the CMB, but there is disagreement in these values when

compared to constraints from measurements of the local universe. The resolution

of this tension may come from better characterization of measurement systematics

or from new physics, both of which provide motivation to make ever more precise

cosmological measurements at a variety of epochs.

2.2 Galaxy Clustering and the Growth of Large

Scale Structure

The near uniformity of the matter density of the early universe is believed

to have originated from an exponential expansion of spacetime in an inflationary

epoch during the first ∼ 10−32 seconds after the big bang [40, 41, 42]. The

expansion by over 60 e-foldings (e60) smoothed out large-scale irregularities in the

density field and any non-zero local curvature. This extreme burst of expansion in

such a short time resolves both the fine-tuning issues of why our universe happens

to have a measured curvature so close to zero, known as the flatness problem [43],

and why causally-disconnected regions are homogeneous, known as the horizon

problem [44]. In essence, inflation sets near-universal initial conditions across the
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universe for structures to begin to grow through gravitational interactions.

The evolution of the small density perturbations remaining after inflation to

the current epoch carry significant cosmological constraining power. We can define

the initial fluctuation field δ as

δ = ρ− ρ
ρ

(2.20)

where ρ is the matter density field and ρ is the mean density of the universe at

that time. ΛCDM predicts a hierarchical formation of structure where overdense

regions with δ > 0 pull in surrounding matter which may collapse into viralized

objects, while regions with δ < 0 are underdensities and may form large voids.

The linear growth of these density fluctuations is conventionally captured in the

normalization of the linear matter power spectrum on (comoving) scales of 8

megaparsecs (Mpc), called σ8, which sets the scale of the fluctuations in the early

universe. Larger values of σ8 indicate larger initial perturbations and a faster

growth of structure.

The dynamics of structure formation have no analytical solution once the fluc-

tuations are beyond the linear regime when δ ∼ 1, but in an expanding universe

an idealized spherical collapse model [45, 46] predicts that perturbations larger

than the critical density δc = 1.686 will form dark matter halos (for a typical cos-

mology). The large gravitational potential well of these halos attract the baryonic

gas surrounding them and provide the conditions for stellar and galactic formation

in their dense centers. Over billions of years the virialized halos interact with one

another to form even larger structures such as galaxy clusters and the filaments

that connect them, culminating in the cosmic web of structure that we see today.

As dark matter only interacts with baryonic matter gravitationally7, our ob-
7There are many dark matter models that do allow for other interactions such as weakly
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servations cannot access the dark matter halos that contain most of the matter

in these structures. We must instead infer their distribution based upon the dis-

tribution of the luminous galaxies that we can see scattered across the sky. In

order to capture this cosmic signal, the past few decades has seen the advent of

wide-field galaxy surveys that catalog the positions and properties of up to hun-

dreds of millions of galaxies to precisely measure this statistical self-clustering as

a function of time, or in practice redshift.

2.2.1 2-point statistics

The most common way to characterize the clustering of galaxies in modern

cosmology is the two-point correlation function (2PCF). This function ξ(χ) re-

lates the probability dP that a source is located within a volume element dV at

comoving distance χ away from a randomly chosen object:

dP = n (1 + ξ(χ)) dV, (2.21)

where n is the mean source density in the observed field [48]. As the radial

separation to distant galaxies is a notoriously difficult quantity to measure, it is

typical in photometric surveys to instead look at the angular 2PCF w(θ):

dP = N (1 + w(θ)) dΩ, (2.22)

which is interpreted in the same way except for a projected source density with

mean N in annular regions of radius θ and thickness dΩ.

In essence, the 2PCFs ξ(χ) and w(θ) measure the excess probability of finding

interacting massive particles (WIMPs; [47]), but there has yet to be any evidence confirming
such models.
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a galaxy separated by another galaxy at various separation distances as compared

to a random field. This can be seen more clearly in a typical estimator for w(θ),

such as the one proposed in [49]:

1 + w(θ) =
(
nR
nD

)
DD(θ)
DR(θ) , (2.23)

where DD(θ) is the weighted number of pair counts of galaxies in a given angular

θ bin and DR(θ) is a similar weighted count of galaxy pairs but between the data

and a generated random field of the sources. Here nR/nD is the ratio of the mean

source density of the random to the real catalog. In practice, the Landy-Szalay

(LS) estimator wLS(θ) introduced in [50]:

wLS(θ) =
(
nR
n

)2 DD(θ)
RR(θ) − 2

(
nR
nD

)
DR(θ)
RR(θ) + 1, (2.24)

is commonly used as it optimizes the statistical error and accounts for edge effects

for samples that contain complicated masks. The LS estimator is unbiased in the

limit of infinite random points, and for most modern measurements the size of the

generated random source realizations are much larger than the size of the data.

Importantly, however, this class of clustering estimators does not account for

any clustering signal introduced by the selection function of these sources; sys-

tematic effects arising from variations in observing conditions on the sky such as

incorrect background estimation can couple to the detection probability of ob-

jects, and biases in the photometric measurements of their properties can impact

their selection into the sample. There have been many attempts to mitigate this

problem by re-weighting galaxies according to their local observing conditions

or instead imprinting these biases onto the random field itself (e.g. “organized

randoms” [51]), but most methodologies depend on providing templates for each
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systematic effect which are necessarily not complete. We discuss an approach to

this problem in much greater detail and a solution without the use of templates

using Balrog in Chapter 4.

It is typical to ignore small-scale variations in the source field where the physi-

cal modeling is far more difficult due to astrophysical effects such as radiative and

kinetic feedback processes. In the case of large angular separations, we pixelate

the projected source galaxy density field n(n̂) into a galaxy fluctuation field δg(n̂):

δg(n̂) =
(
n(n̂)
n

)
− 1 (2.25)

where n is the mean density in the observed region and n̂ represents the position

of a particular pixel. We can then express the angular correlation function w(θ)

on these scales as

w(θ) = 〈δg(n̂)δg(n̂+ θ)〉, (2.26)

where 〈〉 denotes an ensemble average over pairs of pixels with angular separation

θ = cos−1 (n̂1 · n̂2) as long as θ is sufficiently larger than the pixel size.

Finally, in many measurements it is more common to constrain the angular

power spectrum P (k) which is related to w(θ) through a Fourier transform of w(θ)

in spherical coordinates:

P` = 2πN
∫ 1

−1
w(θ)P`(θ)d cos θ, (2.27)

where P` is the Legendre polynomial of index `.
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2.2.2 Photometric Redshifts

To constrain the evolution of w(θ) over time, photometric8 galaxy surveys

typically split their sources into tomographic redshift bins of various sizes, or

assign a probabilistic redshift bin distribution to each source (e.g. [52]). We can

then index w by the the bin indices i, j for the relevant fluctuation fields in the

following way:

wij(θ) = 〈δig(n̂)δjg(n̂+ θ)〉, (2.28)

where i = j corresponds to the auto-correlation of the fluctuation field δi while

i 6= j corresponds to the cross-correlation of the fluctuation fields δig and δjg. On

sufficiently large scales, we can express an individual projected fluctuation field

δg(n̂) as

δg(n̂) =
∫
φ(z)δ(n̂, z) dz (2.29)

where δ is the 3-dimensional galaxy fluctuation field and φ(z) is the radial selection

function [53]. This function characterizes the probability of a galaxy at a true

redshift of z being included in the sample used for the estimate of w(θ). If surveys

could make their sample cuts on the true redshifts, then this φ(θ) would be simply

φ(z) = dNg

dz
W (z). (2.30)

Here dNg/dz is the true number of galaxies per unit redshift andW (z) is a window

function that encodes the selection criteria of the sample including quality cuts

(e.g. masking, flags), photometric cuts (e.g. signal-to-noise (S/N), magnitude,

color), and the tomographic redshift binning.
8In contrast to spectroscopic surveys, which have robust redshift estimates for individual

sources.

28



As the true redshift z is not accessible, we can instead express φ(z) as

φ(z) = dNg

dz

∫
P (z|zp)W (zp) dzp, (2.31)

where zp is the estimated photometric redshift of an object, P (z|zp) is the condi-

tional probability of the object having a true redshift z given it’s estimated zp,

and W (zp) is now the photometric redshift window function. We can then update

Equation (2.28) to be

wij(θ) = 〈δig(n̂1)δjg(n̂2)〉 (2.32)

=
∫

∆zi
φi(z1) dz1

∫
∆zj

φj(z2)〈δ(n̂1, z1)δ(n̂2, z2) 〉 dz2 (2.33)

=
∫

∆zi
φi(z1) dz1

∫
∆zj

φj(z2) ξ(χ(z1), χ(z2), θ) dz2, (2.34)

where φi is now indexed by the redshift bin ∆zi. The sensitivity of w(θ) to the

expansion history of the universe is now seen clearly in the comoving distance

χ(z).

P (z|zp) and W (zp) are extremely difficult to estimate in practice due to the

many subtle systematic errors that enter in the transfer between a source’s true

properties and those determined by a survey’s detector and measurement pipeline,

including how this modulation varies across the sky with different observing con-

ditions. The sample sizes of previous analyses were usually small enough that

statistical errors dominated over these systematic biases and Gaussian photo-

metric errors for properties like magnitude and color were common such as in

[52]. However, more accurate estimates of the selection and transfer properties of

sources in galaxy samples are needed for more robust calibration of the impact of

photometric redshift estimation on the cosmic clustering signal contained in w(θ).

The application of Balrog to characterize these effects in the context of the DES
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Y3 source galaxy sample is described in detail in Chapter 6.

2.2.3 Galaxy Bias and the Connection to Dark Matter

While we expect galaxies to be good tracers of the underlying matter distri-

bution as they form in the peaks of the dark matter field, the different properties

and self-interactions of baryonic matter leads to a density evolution that is only

partially coupled to the dark matter field [54]. At a minimum, it is reasonable to

expect that the amplitude and shape of the clustering signal for dark matter halos

is not the same as the clustering of galaxies. It is then crucial to accurately model

the joint probability characterizing the connection between galaxy properties and

the halos they reside in for understanding galaxy formation, the inference of cos-

mological parameters from galaxy surveys, and distinguishing between various

dark matter models.

Unfortunately, the connection between galaxies and their dark matter halos is

extremely complex with many unresolved questions (see [55] for a recent review).

On sufficiently large scales, the effects of complex astrophysical interactions such

as gas cooling, star formation and feedback from supernovae on the shape of the

2PCF are negligible and the signal is dominated by the clustering of galaxies

in different halos rather than the clustering of galaxies in the same halo. This

distinction is often characterized by splitting the 2PCF into the 2-halo and 1-halo

terms respectively:

ξ(χ) = ξ1h(χ) + ξ2h(χ). (2.35)

Most current galaxy surveys implement scale cuts on χ (or in practice θ) to

only measure the 2-halo term in the linear regime where the bias between the

clustering signal of the dark matter halos and the galaxies that fill them is scale-
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independent:

b(z) =
(
ξgal (χ(z))
ξdm (χ(z))

)1/2

, (2.36)

where b is called the galaxy bias9 which evolves over time, or equivalently redshift.

Then under these assumptions, we can update Equation (2.34) to be

wij(θ) =
∫

∆zi
b(z1)φi(z1) dz1

∫
∆zj

b(z2)φj(z2) ξ(χ(z1), χ(z2), θ) dz2, (2.37)

which now includes both the effects of photometric redshift calibration uncer-

tainties and the bias from imperfect galaxy tracers. While galaxy clustering is

a powerful tool for probing the evolution of the primordial density perturbations

into the cosmic structures that we see today, the degeneracy between the cosmo-

logical parameters and the galaxy bias in their ability to set the scale of these

fluctuations often requires additional constraints from other observational probes

to break this degeneracy.

2.3 Weak Gravitational Lensing

Instead of using the spatial clustering of luminous matter to trace the hidden

dark matter field, we can probe the total matter distribution of the universe more

directly by measuring the (usually) subtle deflections of light emanating from

distant galaxies as it travels through intervening mass structures on the way to

our telescopes. This distortion is called gravitational lensing, and results from the

principle that photons travel along null geodesics10 in spacetime. As the local

spacetime curvature is non-zero in the presence of inhomogeneous matter such as
9Or often just bias, which can add significant confusion given the numerous biases in any

discussion of galaxy surveys.
10This is often described as light traveling along a path between spacetime events that mini-

mizes the elapsed time, but technically it is a path that is stationary in time.
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galaxies and dark matter halos, the resulting spacetime geodesic that a photon

travels on will also be curved. This phenomena was famously used as strong

evidence in support of general relativity after observations during the solar eclipse

on May 29, 1919 measured the distortion in the positions of stars near the sun’s

surface in close agreement with Einstein’s predictions [56].

The results of this distortion can be dramatic, stretching compact galaxy pro-

files into large arcs, Einstein rings, or even into multiple distinct images. These

are examples of strong gravitational lensing and can be used to study the mass

and substructure of large galaxy clusters11 as well as constrain the Hubble param-

eter H(z) by measuring the time delay between flux measurements in each image

(see [57] for a review). Most matter fields are not dense enough to produce these

effects and instead slightly perturb light profiles in a linear regime called weak

lensing. While the small shearing and magnification of each galaxy shape is far

harder to detect than brilliant arcs and rings, the effect is present for all sources

and thus can be used to estimate the mass density across the sky.

The most crucial feature of gravitational lensing in the context of cosmology

is that the deflection angle is not sensitive to the type of mass producing the

gravitational field – only the amplitude and shape of the matter distribution.

This makes lensing a direct probe of the underlying matter density field and does

not require difficult modeling of the galaxy-halo connection or assumptions about

galaxy bias12. In addition, the distortion we observe depends on the integrated

line-of-sight mass between the source and the telescope which probes mass struc-

tures not only at different radial distances but thus also at different epochs in the

expansion history of the universe. It is for these reasons that the weak lensing
11Which are the largest virialized structures in the universe, and confusingly not the same

concept as galaxy clustering.
12Though mass estimation from lensing comes with its own theoretical biases, such as the

mass-sheet degeneracy [58].
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measurements of galaxies in different redshift bins, called cosmic tomography, has

become an essential measurement in all modern and upcoming galaxy surveys (see

[59, 60, 61, 62] for a few recent examples).

There are however numerous practical complications in using lensing as a cos-

mological probe. In particular, the lensing distortion for the vast majority of

galaxy profiles is dominated by the intrinsic shape of the object; in most cases

by a factor of 100 or more [63]. The presence of this shape noise requires a sta-

tistical measurement to average out the random intrinsic shapes and capture the

residual, correlated distortion induced by the light from galaxies traveling through

the same cosmic structures. As the largest modern galaxy surveys now measure

the shapes of hundreds of millions of galaxies, the mean measurements have be-

come so precise that otherwise relatively small systematics in the modeling of the

point-spread function (PSF) [63], photometric shape calibration [64], blending of

sources [65], and unwanted stellar contamination [63] can significantly bias the

resulting cosmological constraints. Accurately accounting for these systematic ef-

fects is crucial for the continued success of galaxy survey, which we will return to

after briefly introducing this important cosmological probe.

2.3.1 Gravitational Lensing Formalism

Here we summarize some of the most important results from a formal treatment

of gravitational lens systems, particularly focusing on the portions most relevant

to galaxy survey observations. A far more complete treatment is given in [66]

which guides much of this summary. For the simplest scenario of a point mass

M , general relativity predicts a deflection angle α̂ exactly twice that predicted by

Newtonian gravity [67] to be

α̂ = 4GM
c2ξ

(2.38)
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where G is the gravitational constant, ξ is the projected distance from the source

to the lens mass known as the impact parameter13, and where we have chosen

to explicitly show the dependence on c for this section. As the mass lens has

infinitesimal width by definition, we can represent the gravitational lens system

as a source with angular extent β, observed extent θ, and deflection angle α̂ in

Figure 2.3. This estimate holds as long as ξ is much larger than the Schwarzschild

radius of the lens given by Rs = 2GMc−2 which implies that α̂ << 1 and thus is

safely in the weak lensing regime.

Under the assumption of a sufficiently weak gravitational field, the Einstein

field equations can be safely linearized and we can express the deflection angle for

a more complex lensing mass distribution as the sum (or integral) of the individual

lensing contributions:

α̂(ξ) = 4G
c2

∑
dm(ξ′1, ξ′2, r′3) ξ − ξ

′

|ξ − ξ′|2
(2.39)

= 4G
c2

∫
d2ξ′

∫
dr′3 ρ(ξ′1, ξ′2, r′3) ξ − ξ

′

|ξ − ξ′|2
, (2.40)

where ρ is the three-dimensional mass density of the lens, r3 is the radial distance

from the lens plane, and ξ is now a two-dimensional vector on the lens plane. This

procedure is analogous to using the Born approximation in quantum mechanics

[68]. We can then define the surface mass density Σ(ξ) as

Σ(ξ) =
∫
dr3 ρ(ξ1, ξ2, r3), (2.41)

which is the lens mass density projected onto the lens plane. Using this definition,
13This is an unfortunate convention due to the dual use of ξ as the impact parameter and the

2PCF.
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Figure 2.3: A diagram of a typical gravitational lens system for a point mass
or when using the thin-lens approximation, taken from [66]. β is the angular
position of a photon in the source plane, θ is the distorted angular position in the
lens plane, ξ is the impact parameter, and α is the deflection angle. The relevant
distance scales are shown on the right, with Dd defined as the distance from the
observer to the lens plane, Ds as the distance from the observer to the source
plane, and Dds as the distance between the source and lens planes.
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α̂ is then given by

α̂(ξ) = 4G
c2

∫
d2ξ′Σ(ξ) ξ − ξ

′

|ξ − ξ′|2
. (2.42)

This expression for α̂ is a valid approximation as long as the deflection of the

light ray from a straight path is small compared the scale on which the mass

distribution changes.

We can use this expression for α̂ to relate the true position of a source to the

observed position on the sky after lensing. This is given by the lens equation

β = θ − Dds

D
α̂(Ddθ) ≡ θ −α(θ), (2.43)

where β, θ, and the distance measures are all defined in the same way as Figure 2.3

and the quantity α(θ) is defined to be the scaled deflection angle in relation to

α̂(ξ). It is possible for Equation (2.43) to permit multiple solutions for fixed β

which corresponds to the multiple images of strong lensing. This is often quantified

by using the dimensionless surface mass density κ(θ) called the convergence field

defined as

κ(θ) = Σ(Ddθ)
Σcr

; Σcr = c2

4πG
Ds

DdDds
, (2.44)

where Σcr is the critical surface mass density. A source located at a point in the

convergence field where κ > 1 will result in multiple images or, in very symmetric

mass distributions, an Einstein ring. The ratio of the distances included in Σcr

encodes the efficiency of the lens system, being minimized (and thus the lensing

effect is maximized) at Ds = Dds. This matches our intuition that a lens is most

effective halfway between an observer and a source.

Using the convergence field, we can now express the scaled version of Equation

(2.42) as

α(θ) = 1
π

∫
d2 θ′κ(θ′) θ − θ

′

|θ − θ′|2 . (2.45)
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In this form, it is suggestive that α(θ) can instead be written as the gradient of

a scalar field ψ(θ):

α(θ) = ∇ψ(θ) (2.46)

where

ψ(θ) = 1
π

∫
d2θ′ κ(θ′) ln |θ − θ′|. (2.47)

ψ(θ) is called the deflection potential and is analogous to a Newtonian gravita-

tional potential and satisfies the Poisson equation ∇2ψ(θ) = 2κ(θ).

2.3.2 Shear and Magnification

In principle, the distorted shape of an extended source is determined by solving

equation (2.43) for all points in the surface brightness distribution I(β). Liou-

ville’s theorem ensures that the total surface brightness is conserved, which gives

I(θ) = I(s)(β(θ)) (2.48)

where I(s) is the surface brightness density of the object in the source plane. For

sources with angular size much smaller than the scale on which ψ(θ) changes, we

can locally linearize the lens equation at θ0 to be

β − β0 = A(θ0) · (θ − θ0), (2.49)

where β0 ≡ β(θ0) and the Jacobian of the lensing transformation A is known as

the distortion matrix :

A(θ) ≡ ∂β

∂θ
=
(
δij −

∂2φ(θ)
∂θiθj

)
=

1− κ− γ1 −γ2

−γ2 1− κ+ γ1

 , (2.50)
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Figure 2.4: The weak lensing transformation of a circular source, shown on the
left, to a measured ellipse governed by the distortion matrix A. The solid lines
are the profile contour while the dotted line corresponds to the magnified profile
in the absence of shear. Image credit: M. Bradac.

where we have introduced the complex lensing shear γ ≡ γ1 + iγ2 = |γ|e2iθ14.

With this approximation, Equation (2.48) becomes

I(θ) = I(s) (θ0 +A(θ0) · (θ − θ0)) . (2.51)

This equation distorts a circular source profile into an ellipse, with a magnification

factor µ given by

µ = 1
detA = 1

(1− κ)2 − |γ|2
, (2.52)

and a stretch along the semi-major and semi-minor axes given respectively by

a = R

1− κ− |γ| ; b = R

1− κ+ |γ| , (2.53)

where R is the radius of the circular source profile. A visual representation of this

transformation is shown in Figure 2.4.
14The factor of 2 in the complex phase comes from the fact that an ellipse transforms as a

spinor.
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If all galaxies were intrinsically round, then we could precisely measure the

lensing distortion for each object and make high-resolution maps of the mass

density across the sky. In reality, the intrinsic shapes of galaxies dominates the

measurement and any inference of the local matter field requires the statistical

averaging of many sources. In addition, the small values of κ and γ in the weak

lensing regime make it very difficult to accurately disentangle the distinct effects

on individual sources. For this reason we define the reduced shear g = |g|e2iθ to

be

g ≡ γ

1− κ. (2.54)

as it is the main observable we can detect with photometric surveys. This results

in the distortion matrix having the particularly convenient form

A(θ) = (1− κ)

1− g1 −g2

−g2 1 + g1

 , (2.55)

along with a straightforward way to estimate |g| from the axis ratio of a lensed

circular source:

|g| = 1− b/a
2 + b/a

. (2.56)

2.3.3 Measuring Shapes and Shear

The intrinsic, non-circular light profiles of galaxies can be quite complex and

are often not well estimated by an ellipse. To map the relation between the

intrinsic and observed profiles in terms of g, we need a generalized ellipticity for

an arbitrary image shape. This is most commonly done in terms of the second
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brightness moments of the profile:

Qij =
∫
d2θ w[I(θ)](θi − θi)(θj − θj)∫

d2θ w[I(θ)] ; i, j ∈ {1, 2}, (2.57)

where θi is the first moment of the profile along angular dimension i and w is an

appropriately chosen weight function [69]. The trace of Q measures the size of the

image, while the off-diagonal elements encode the elliptical properties.

From this definition we can define a measured complex ellipticity ε = |ε|e2iθ

given by

ε ≡ Q11 −Q22 + 2iQ12

Q11 +Q22 + 2(Q11Q22 −Q2
12)1/2 . (2.58)

As the measured moment matrix Q is related to the source moments Q(s) by the

distortion matrix [70]

Q(s) = AQAT , (2.59)

this leads to the following equation relating ε to the similarly defined intrinsic

source ellipticity ε(s):

ε =


εs + g

1 + g∗ε(s)
|g| <= 1

1 + gε(s)∗

ε(s)∗ + g∗
|g| > 1,

(2.60)

where ∗ denotes the complex conjugate. Assuming that the intrinsic orientation of

galaxies is random (which is not always an appropriate assumption due to physical

correlations resulting from the formation history of a cosmic structure like a galaxy

cluster or filament; see [71] for a detailed reveiw), then the expectation value of the

measured ellipticity implied from Equation (2.60) by averaging over the intrinsic

source distribution is

〈ε〉 =


g |g| <= 1

1/g∗ |g| > 1
, (2.61)
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where in the weak lensing limit of κ, γ << 1 we have that

γ ≈ g ≈ 〈ε〉. (2.62)

This remarkable result shows that, in principle, the measurement of the re-

duced shear provides an unbiased, though noisy, estimate of the local shear with

noise set by the intrinsic ellipticity dispersion

σε =
√
〈ε(s)ε(s)∗〉. (2.63)

This motivates the measurement of many source shapes in each region of the

sky with galaxy surveys where the accuracy of the estimate depends on the local

number density which is a function of the survey depth.

2.3.4 Shear Calibration Biases

Even if galaxy surveys are able to measure the shapes of sufficient sources to

constrain the matter density field to the desired precision – in addition to accu-

rately modeling physical effects such as intrinsic alignment and systematics related

to photometric redshift estimation and selection effects – there will inevitably be

biases in the calibration of the shape and thus shear measurements. In the weak

lensing limit where we expect the ensemble ellipticity measurement to respond

linearly to the average reduced shear estimate, the various contributions to the

shear calibration bias are usually captured in the form

〈ε〉 ≈ (1 +m)〈g〉+ c, (2.64)

where m and c are the multiplicative and additive shear biases respectively, which
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may change depending on the tomographic redshift bin. The additive biases

largely result from measurement errors such as detector defects [72], brighter-

fatter effect [73], finite sampling from pixelization [74], and PSF asymmetries or

modeling errors [75] that introduce orientation asymmetries in the image plane.

The multiplicative biases are generally more difficult to characterize as, for many

contributions, they are intrinsic to the ensemble properties of the galaxy sample

which requires either prior knowledge on the properties of a much deeper sample

or robust empirical calibration for accurate estimation.

Characterizing these nuisance parameters to high precision is vital for the

success of weak lensing measurements from surveys when the measured signal g

introduces only a few percent change in the axis ratio of a source, with require-

ments on m as stringent as |m| < 10−3 [76]. Examples of the projected percent

degradation in estimated cosmological parameter uncertainty for a variety of the

most important cosmological parameters as a function of the size of the prior on

m for two surveys are shown in Figure 2.5. These figures highlight the magnitude

of the problem: a 1% shear calibration bias would correspond to ∼ 50% increase

in the errorbars on Ωm, σ8, and w for modern surveys like DES, and ∼ 100%

increase for upcoming surveys such as LSST!

Many surveys rely on generative image simulations with a known input source

ellipticity distribution and applied shear to calibrate these biases (see [65, 77] for

recent examples). However, having to explicitly identify and model each system-

atic effect in the simulations makes the calibration sensitive to any inaccurate

modeling choices (called model-misspecification bias) and to any unidentified sys-

tematic contributions. More general approaches to handle these calibration biases

have been proposed. The Metacalibration algorithm [64, 78] self-calibrates the

multiplicative bias of a given survey by measuring the direct single-object shear

42



(a)

(b)

Figure 2.5: The percent degradation in marginalized errors for a few of the most
relevant cosmological parameters measured by galaxy surveys as a function of the
width of the prior on the multiplicative shear bias m. These projections are made
for (a) DES and (b) LSST. Figures taken from [76].
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response of each galaxy observation

R ≡ ∂ε

∂g

∣∣∣∣
g=0

=

∂ε1/∂g1 ∂ε2/∂g1

∂ε1/∂g2 ∂ε2/∂g2


∣∣∣∣∣∣∣
g=0

, (2.65)

which in practice is determined by remeasuring each galaxy after applying inde-

pendent shears in order to compute a finite-difference central derivative. The use

of the real, observed images mitigates the errors due to the unknown distribution

of true galaxy morphologies and inherits effects present in the real data such as

image artifacts, redshift-dependent morphological features, and certain selection

effects. An update to this methodology called Metadetection also accounts for

detection-dependent shear biases resulting from the blends of multiple sources at

potentially different redshifts [79], though at the high computational cost of pro-

ducing multiple versions of each galaxy sample that cannot be matched to one

another.

An alternative approach called Bayesian Fourier Domain (BFD) [80, 81] obvi-

ates the need for accurate point-estimates of ellipticity by not measuring shapes

or fitting morphological models to light profiles at all, instead directly predicting

the probability P (Di|g) that the image data Di of source i has reduced shear g

using a fully rigorous Bayesian treatment. This estimate works by comparing the

observed image data to an unsheared “template” galaxy population from deeper

observations used as a prior, which are nearly noiseless by comparison. In practice

Di is compressed into a set of intensity moments in the Fourier space of the image

that roughly correspond to physical quantities such as the total flux, shape, size,

and concentration. This approach is very similar to the LENSFIT methodology [82]

but directly predicts shear rather than shape, reducing the multiplicative shear

bias of the methodology by nearly two orders of magnitude. However, there are
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still many difficulties in accurately calibrating the methodology without the use of

image simulations; we present an example of how Balrog can be used to correct

the covariance matrix of the BFD moments in the presence of noise contributions

from undetected sources in Section 6.3.

2.3.5 Shear Correlation Functions

With accurate estimates of the shear of individual galaxies, we can locally

average over many galaxies to capture the statistical correlations in the shears as

a function of scale to infer the presence of large-scale cosmic mass structures15.

The composite line-of-sight lensing distortion from these structures is called cos-

mic shear. The traditional observable is the same 2PCF described in Section

2.2.1 (though more ambitious techniques using machine learning to extract non-

Gaussian information have been proposed, such as [83]). For a pair of galaxies with

angular separation direction φ, we can define the tangential and cross-components

of the shear γ+ and γ× respectively as

γ+ = −Re(γe−2iφ); γ× = −Im(γe−2iφ), (2.66)

where γ+ is the component of the shear perpendicular to φ̂ and γ× is the com-

ponent offset by 45 deg. As shear has two components, there are three possible

correlation functions that can be defined:

ξ++(θ) = 〈γ+(n̂)γ+(n̂+ θ)〉, (2.67)

ξ××(θ) = 〈γ×(n̂)γ×(n̂+ θ)〉, (2.68)

ξ+×(θ) = 〈γ+(n̂)γ×(n̂+ θ)〉, (2.69)

15Ignoring in this section the effects of intrinsic alignment and randoms with intrinsic cluster-
ing due to spatially-dependent systematics for brevity; see [71].
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where n̂ and θ are once again the position of the first source on the sky and the

angular separation to the second. The information in the first two functions is

most usefully expressed as

ξ±(θ) = ξ+(θ)± ξ×(θ), (2.70)

while cross-correlation ξ+× is symmetric in its arguments and is not sensitive to

lensing, which makes its measurement a useful test for systematic errors.

Weak gravitational lensing through cosmic shear provides a powerful cosmolog-

ical probe sensitive to the total matter density of the universe without assumptions

about the connection between dark matter and luminous galaxies. The intrinsi-

cally weak nature of the signal requires a statistical measurement in a similar

fashion to galaxy clustering, but the resulting constraints are sensitive to very

different sysetmatic biases and degeneracies with respect to the desired cosmolog-

ical parameters. This suggests that their combined constraints are more powerful

than their individual measurements; we return to this idea in Section 3.3.1.
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Chapter 3

The Dark Energy Survey

The majority of the work in this dissertation relies on observations and data

products from the Dark Energy Survey (DES), an optical and near-infrared photo-

metric sky survey that has mapped hundreds of millions of galaxies and thousands

of supernovae (SN) in the southern sky. The observing goals of DES are diverse,

and include the study of trans-Neptunian objects such as the hypothetical Planet

Nine [84, 85, 86], discovery of new ultra-faint Milky Way satellite galaxies and

stellar streams [87, 88], the evolution of galaxy properties over time [89, 90, 91],

and follow-up observations of optical counterparts to gravitational wave events1

[92, 93, 94] (see [95] for an overview of measurements beyond cosmology). How-

ever, the primary aim of the survey outlined by the original 2005 proposal in [11]

is to measure the dark energy equation of state and other cosmological parame-

ters to high precision using four complimentary probes: the statistical clustering

of galaxies, cosmic shear, the abundance of massive galaxy clusters, and distance

measurements from Type Ia SN. Due to the vast number of measured galaxies and

SN that can be used in the likelihood analysis, the final cosmological constraints
1While not technically part of the survey goals, a new DES working group was created in

response to the emergence of multi-messenger signals from gravitational waves that provide a
new “standard siren” measurements for independent constraints of the Hubble constant.
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for many parameters of interest are projected to have uncertainties of only a few

percent, even in the presence of moderate systematics [96].

DES is comprised of a collaboration of more than 600 scientists based in over 25

research institutions who have contributed to all aspects of the survey including

building the main camera, conducting observations, processing data products,

and analyzing the data across 11 science working groups (WG) in an attempt

to provide the most precise cosmological constraints yet from a galaxy survey.

DES is one of many ongoing optical galaxy surveys but is uniquely situated in its

compromise of moderately large survey area (over 3 times the size of the Kilo-

Degree Survey (KiDS; [97]) and the Hyper Suprime-Cam survey (HSC; [98]) but

a fourth as large as the Sloan Digital Sky Survey (SDSS; [99])) while retaining

considerable depth (nearly 2 magnitudes deeper than SDSS, though ∼0.5 and 2

magnitudes shallower than KiDS and HSC respectively). We begin by discussing

the survey strategy in Section 3.1 and the complex process of converting the

image observations into source catalogs for science measurements in 3.2. We then

describe how the various DES probes are combined to constrain cosmological

models and end by presenting the results for the first year of observations in

Section 3.3.

3.1 Survey Strategy

DES is simultaneously a wide-field (WF) and time-domain survey. It accom-

plishes this by imaging a contiguous 5,000 deg2 in the southern hemisphere across

five distinct broadband filters (grizY ) in up to 10 overlapping, dithered exposures

per band, while regularly revisiting a much smaller 27 deg2 area of sky hundreds

of times at much higher cadence. This allows the survey to provide high-quality

imaging of hundreds of millions of faint galaxies across one eighth of the total sky
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to a median depth of i ∼ 23.8 mag2 while also detecting thousands of SN through

difference imaging. The inclusion of both sets of observables enables joint cosmo-

logical constraints using a common set of measurement calibrations, systematics

modeling, and parameter marginalization which provides a consistently validated

(and blinded) analysis for comparisons to external measurements [101]. In ad-

dition, the SN fields offer a limited sample of much deeper observations to help

calibrate the photometric properties and redshifts of the WF sample; this is dis-

cussed in much greater detail in Chapters 4 and 6.

The full DES footprint for both the WF and SN fields in relation to the Milky

Way and the Large and Small Magellanic clouds (LMC/SMC) is shown in Fig-

ure 3.1. The irregular footprint shape is chosen to balance a number of competing

requirements including imaging the sky most directly overhead the telescope to

minimize the airmass while avoiding local structures like the Milky Way disk

and the LMC/SMC. In addition, the footprint was extended at lower latitudes

and along the celestial equator to maximize the synergies between complimentary

experiments such as the South Pole Telescope (SPT) and SDSS. The overlap be-

tween DES and these other photometric and spectroscopic surveys are shown in

Figure 3.2.

3.1.1 Observations with DECam and ObsTac

DES observations were taken with the 570 megapixel Dark Energy Camera

(DECam; [103]) mounted on the prime focus of the 4m Victor Blanco telescope

at the Cerro Tololo Inter-American Observatory (CTIO) in Chile from August to

February over six3 years (2013-2019) and 577 full-night equivalents [104, 105, 106].
2For a 1.95 ′′ diameter aperture at S/N=10; see [100].
3The original proposal called for five years of observations, but an additional half-year was

added after significant time was lost due to a particularly bad El Niño in the 2015/2016 season
[104].
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Figure 3.1: An equal-area McBryde-Thomas flat-polar quartic projection of the
DES footprint in celestial equatorial coordinates. The 5,000 deg2 WF survey is in
the shaded region, while the eight shallow and two deep SN fields are indicated by
blue and red circles respectively. The positions of the LMC and SMC are shown
at the bottom of the footprint, along with the extent of the Milky Way disk in
between the dashed lines. The inset shows a simplified version of the tiling of the
WF footprint from individual focal-plane observations. Figure taken from [102].

DECam was designed and built by the DES collaboration with strict design re-

quirements to ensure excellent image quality with low readout noise, high sen-

sitivity to red and near-infrared colors, and an angular resolution of 0.263 ′′ per

pixel, offering one of the largest field-of-views (FOV) of any ground-based optical

or infrared imaging surveys at 3 deg2 [107]. The imager, as seen in Figure 3.3a, is

composed of 74 individual charge-coupled devices (CCDs) in a hexagonal pattern,

624 of which are 2048× 4096 pixel2 science CCDs for data collection with the re-

maining 2048×2048 pixel2 CCDs used for guiding, focusing, and alignment of the

images. WF images are typically 90s exposures with a ∼ 30s readout time that is

processed while the telescope slews to the next observation. SN exposures are sig-

nificantly longer, up to 400s depending on the field. Each image is taken through
4CCDs 2, 31, and 61 had partial or total failures for most of the survey, resulting in an

effective 59.5 or 60.5 science CCDs depending on the year.
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Figure 3.2: A footprint comparison of DES (outlined in black) compared to vari-
ous photometric surveys on top and spectroscopic surveys on bottom. A Hammer
projection in equatorial coordinates is used, with the dashed and dotted lines in-
dicating the Galactic plane and the ecliptic plane respectively. Many features of
the DES footprint, such as the extended “arm” to cover the SDSS Stripe 82 on
the celestial equator, are explicitly incorporated to take advantage of potential
calibration studies and joint constraints from other surveys. Taken from [95].
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a bandpass filter corresponding to frequencies between 400 nm and 1080 nm. The

DECam bandpass filter response is shown for the grizY bands in Figure 3.3b.

The choice of telescope pointing at a given time was made by the Observing

Tactician (ObsTac) algorithm [108]. Each decision was made through a complex

decision tree that includes information about the observational conditions (e.g.

the sky brightness and atmospheric seeing during the exposure), the relative po-

sition of the telescope compared to the celestial plane (e.g. accounting for the

season and relative airmass), and survey progress (e.g. which fields had the least

number of exposures). ObsTac also automatically handled the balancing of the

WF vs. SN observations, ensuring that each pointing in the SN fields was ob-

served in each band at least once every seven days. While multiple DES observers

were present at all times in addition to telescope operations staff, the automated

pointings provided by ObsTac ensured that the allocated observing nights were

used optimally with minimal downtime.

3.1.2 Image Evaluation

The fidelity of the survey images was quantified by comparing the observing

conditions of each exposure to historical values typical at CTIO. In particular,

the PSF, sky background, and atmospheric transmission were combined into a

single figure of merit teff which expresses the ratio of the actual exposure time

compared to the expected time necessary to achieve the same S/N under “fiducial”

conditions [109, 102]. The exact expression for teff is given by

teff =
(
FWHMfid

FWHM

)2 (Bfid

B

)
Ftrans, (3.1)

where FWHMfid and Bfid are the fiducial PSF full width at half maximum

(FWHM) and sky background respectively, FWHM and B are the correspond-
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Figure 3.3: (a) A picture of the DECam imager with the CCDs visible. (b)
The composite atmospheric and instrumental transmission response for the grizY
bandpass filters.
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FWHMfid Bfid Minimum FWHMmax

Filter (arcsec) (electrons s−1) teff (arcsec)
g 0.9927 1.05 0.2 1.765
r 0.9369 2.66 0.3 1.666
i 0.9000 7.87 0.3 1.600
z 0.8685 16.51 0.3 1.544
Y 0.8550 14.56 0.2 1.520

Table 3.1: The fiducial values for the PSF FWHM and sky brightness B for
each band, as well as the limiting values for teff and FWHM used in the First
Cut image evaluation for for WF images. Table reproduced from [102].

ing measured quantities, and Ftrans is the atmospheric transmission relative to a

typically clear night. By definition, teff ≡ 1 under nominal conditions.

While teff is usually the most stringent requirement in the acceptance of an

exposure, there are additional requirements made for WF exposures including a

maximum PSF FWHM. These requirements are summarized in Table 3.1. When

ObsTac estimated the PSF FWHM to be sufficiently large, it reverted to obser-

vations of the SN fields that had not been observed in at least four nights. For

more details, see the description of the First Cut image evaluation in [102].

3.2 From Pixels to Catalogs

Nearly half a million total science and calibration exposures, corresponding

to ∼ 250 terabytes of raw image data, produced over 76,000 calibrated WF DE-

Cam images that passed the basic quality cuts described in Section 3.1.2. These

data must be compressed into source catalogs of stars and galaxies for the cre-

ation of science samples for the cosmological likelihood analysis. The images are

processed and archived by the Dark Energy Survey Data Management (DESDM;

[110]) pipeline, operating from the the National Center for Supercomputing Ap-

plications (NCSA) at the University of Illinois at Urbana-Champaign. Each of
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the calibration steps applied, algorithms used, and modeling choices made during

the transfer between image data and source catalogs are susceptible to potential

biases in the detection and measurement of the resulting science catalogs. While

the DES image processing pipeline is too complex to fully describe here (see [102]),

a basic understanding of the data flow is necessary for the work done in this thesis.

Therefore we provide a brief overview of the most important steps for the WF

survey here and describe additional details of a few components when relevant for

Balrog in Chapter 4. A schematic of this process is shown in Figure 3.4.

3.2.1 Single-Epoch Processing

Preprocessing

All raw exposures require various calibrations before being used to create the

First Cut images described in the next section. These include standard photomet-

ric calibration procedures such as bias frames, dome flats, and scattered light maps

[111] in addition to corrections due to detector effects such as amplifier cross-talk

between the CCD amplifiers [112], residual “tree rings” defects due to resistivity

variations in the CCD silicon [72], and the “brighter-fatter” effect [73, 113]. Non-

linear pixel responses are accounted for and bad pixel masks (BPM) are created

for each image. Finally, a model for the sky background is derived to detrend the

exposures [114]. The raw pixel values RAW are combined with these corrections

to produce the calibrated values CAL in the following way:

CAL = BF(LIN(RAW-BIAS)×GAIN)
FLAT , (3.2)

where BF is the brighter-fatter correction, LIN is the linearization factor, GAIN is

an amplifier-specific conversion from photo-electrons to digital counts, and BIAS
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Figure 3.4: A schematic view of the DES image processing pipeline. Raw science images are combined with calibration
corrections (bias image, dome flats, etc.) to produce a First Cut image for initial evaluation as described in Section
3.1.2. More sophisticated photometric calibration is used for the Final Cut images from which the the coadd images are
constructed. These coadds are the basis of all multi-epoch measurements made for the science catalogs. Figure taken
from [102].
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and FLAT are the corrections from the bias and flat frames respectively.

First Cut

The evaluation of DECam exposures must happen quickly so that their point-

ing can be added back into the ObsTac queue if they are rejected. This motivated

a simplified processing stack called First Cut that is fast enough to evaluate im-

ages within a few hours of acquisition. This procedure was not static and was

updated throughout an observing season as improvements were available. In ad-

dition to the preprocessing calibrations described above, the First Cut processing

calculates an initial astrometric solution using Software for Calibrating AstroMe-

try and Photometry (SCAMP; [115]) and single-epoch source catalog using Source

Extractor (SExtractor; [116]). These products are not used in the creation of the

WF science catalogs, but are useful for matching to reference stars and catalogs

for the initial photometric calibration and PSF modeling with the tool PSFEx

[116]. A more complete image mask is then created which accounts for saturated

pixels, satellite trails, and cosmic rays. With calibrations made and PSFs esti-

mated for each image, the exposures are then accepted as part of the survey data

or rejected for re-imaging as described in 3.1.2

Final Cut

The final, uniform processing of each WF exposure for a given processing

campaign is called Final Cut. In practice this is often very similar to the First Cut

processing, but includes improved software updates and super-calibration images

that are based off of multiple nights of calibration frames for increased statistical

power. Significant changes are usually present when entering a new internal release

campaign (e.g. Y1, Y3, Y6) when all exposures up to that point are remeasured
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with the latest measurement software needed for the desired precision of the next

cosmological analysis. The largest individual change in the Final Cut processing is

the use of the Forward Global Calibration Method (FGCM) [117] for sophisticated

photometric calibration that does not rely on traditional standard stars. This

method forward models contributions to the spatial and time dependencies of

the image zeropoints from the instrumental response and atmospheric extinction

(called gray corrections), in addition to corrections dependent on the spectral

energy distribution (SED) of individual sources (called chromatic corrections).

This rigorous approach leads to a stable photometric calibration over many years

of observations of order 1%.

3.2.2 Multi-Epoch Processing

Coaddition

The DES science catalogs are based on composite coadds of the single-epoch

exposures to produce deeper images and extract fainter, more distant sources from

the images. This is needed for making measurements at higher redshift which is

vital for constraining the dark energy equation of state and detecting any potential

evolution of wΛ. To simplify the procedure, the footprint is divided into 10k×10k

pixel2 squares called tiles corresponding to 0.73×0.73 deg2. There is at least 1 ′′

overlap between adjacent tiles that increases significantly when approaching the

southern celestial pole. The coadd image of a tile in each band is composed of

every CCD image that intersects the tile area, meaning that single-epoch images

can contain data in multiple tiles.

Combining the individual exposures requires a consistent astrometric solution

that is achieved by recalculating all relevant exposure solutions simultaneously.

This also minimizes the width of the coadded PSF, though this is rarely used for
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model fits in science catalogs due to discontinuities across the coadd along the

input CCD edges. The SWARP tool [118] then resamples (or “warps”) the pixels

of the input images into the pixels of the coadd projection. This resampling takes

into account the different image zeropoints, weight maps, and masks to optimally

weight the input pixels and linearly interpolates over pixels flagged from the BPM

or satellite trails.

Source Detection

In addition to individual coadd images for grizY , a composite5 riz coadd

is made for a detection image that incorporates flux information from multiple

bands. This allows for detection of sources that are above the detection threshold

in some bands but not in others. The g and Y bands are excluded from the detec-

tion image as they are generally noisier or have large or irregular PSFs that would

degrade the detection image. This is not a significant problem for cosmological

measurements in DES as they are primarily focused on redder objects [102].

All science catalogs are comprised of sources detected by SExtractor in the

riz detection image with a local threshold of S/N∼10. The measurements of

these sources by SExtractor are made in dual image mode, which defines the

location of the object based upon its location in the detection image but mea-

sures its photometric properties in the single-band coadd images. The set of mea-

sured properties include flags, positional values, aperture photometry, and limited

model-fitted quantities based upon the local PSF. In addition, a basic star/galaxy

classifier called SPREAD_MODEL is computed which is the basis for more sophisti-

cated classifiers.
5This composite coadd is created using a CHI-MEAN combination of the riz coadds, which

minimizes discontinuities between regions with different numbers of exposures [119].
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Photometric Model Fitting

While SExtractor provides various photometric estimates of source properties

such as their flux, shape, and size, their measurements are done on the coadd im-

ages which results in correlated noise properties and a PSF that is discontinuous

across a tile. This is a major problem for cosmological probes that require pre-

cise measurements on galaxy properties; particularly cosmic shear which depends

critically on the measurement of galaxy shapes to better than 1%. In addition, a

sub-optimal PSF estimate will increase the blending rate of sources which dilutes

the clustering signal, broadens the ellipticity distribution of affected galaxy by

over 10% [120], and can even dominate the shear multiplicative bias [121].

Instead, the photometry of DES sources in science samples use the joint fit

of pixel data from all available single-epoch images without significant masking.

This allows for the use of local PSF estimates that do not have to be interpolated

across multiple CCDs. This process begins with the creation of Multi Epoch

Data Structures (MEDS; [122]) that contain single-epoch image cutouts, weight

maps, masks, segmentation maps, background estimates, PSF estimates, and im-

age metadata such as the zeropoint for each source in a tile. The size of each

cutout is determined by rounding up the SExtractor FLUX_RADIUS to the nearest

multiple of 166. The MEDS files are then passed to a suite of measurement codes

that utilize the single-epoch information for more robust estimates.

The primary photometric measurements of the survey are done by the software

ngmix7 [123], which simultaneously fits a light profile model to the griz bands and

all epochs of a given source. The model is convolved with the local PSF in each

cutout and a total χ2 sum is evaluated for the model across all images. The model
6The evaluation of this cutout size can have dramatic effects on the recovered photometry of

sources; see Section 5.3.3.
7https://github.com/esheldon/ngmix
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parameters are varied until an estimate of the maximum likelihood is found, with

convergence defined to be when flux did not change by more than 1 in 103 and

morphological parameters by 1 in 106. In practice, ngmix uses Gaussian mixture

model approximations to the chosen profiles (hence the name) given in [124] for

significantly faster convolutions with the (also Gaussian mixture approximated)

PSFs.

Most fits by ngmix are based on a Sérsic profile introduced in [125], where the

intensity I for a round source at radius r is given by

I(r) ∝ exp
[
−
(
r

r0

)n]
. (3.3)

Here r0 is the half-light radius and n is the Sérsic index that controls the degree

of curvature in the profile. For a fixed n, a typical ngmix elliptical profile has six

parameters defining the centroid position, ellipticity shape parameters, size, and

flux. To account for the diversity of galaxy morphologies with different values for

n, DES adopted a composite model8 (CModel, or cm) from SDSS which is a linear

combination of an exponential disk Mexp with n = 1 and a bulge described by a

de Vaucouleurs’ profile [126] with n = 4:

Mtot = fdevMdev + (1− fdev)Mexp, (3.4)

where fdev, also called fracdev, is the relative flux ratio between the bulge and

disk components. As freely fitting the galaxy model in this way was unstable,

in practice each component was fit separately and then followed by fitting for

the optimal value of fdev. Finally, this value of fracdev (along with the relative

scale size) is fixed for a new fit where the centroid, total size, and fluxes are free
8https://www.sdss.org/dr12/algorithms/magnitudes/#cmodel
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parameters. Only the flux is allowed to vary between bands.

Each profile measurement is performed twice with different methods for dealing

with blending effects from the proximity of nearby sources. The first, introduced

in [127] for Y1, is called multi-epoch, multi-band, multi-object fitting (MOF).

This procedure first identifies groups of nearby sources using a friends-of-friends

(FOF) algorithm and performs an initial fit to each object as described above after

subtracting the light of neighbors using the überseg algorithm [122]. This process

is repeated iteratively using the previous MOF fit until the model of each source

in the FOF group converges simultaneously, or after a maximum of 15 iterations.

A simpler version of this fitting procedure called single-object fitting (SOF) was

introduced in Y3 that masked rather than modeled the light of other sources in the

FOF group which was significantly faster, led to less failures, and had negligible

impact on the overall photometric performance [128]. While SOF is now the

default photometry used for most non-lensing samples in Y3, measurements in

the most dense fields such as those relevant for galaxy clusters still use MOF for

the more robust deblending procedure [129, 12].

The source sample for the DES weak lensing analysis uses measurements from

Metacalibration instead of MOF or SOF for its photometry as shear biases re-

sulting from sample cuts on these quantities can be controlled for as described in

[64, 130] and Section 2.3.4. The Metacalibration measurements are also based

on ngmix which incorporates the same multi-epoch fitting procedure, but a simple

2D Gaussian profile is used in place of more complex models such as CModel. This

simplification is made for computational considerations as each source must be

measured a total of five times: four measurements to measure the differential shear

response, and an unsheared measurement for the baseline Gaussian photometry.

In addition, while Metacalibration deconvolves the original images by the full
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PSF solution, it reconvolves by a Gaussian approximation to the PSF for the four

sheared images. Despite a Gaussian being a poor fit to the DES PSF, [78] demon-

strated that the measured shear response accounts for any mismatch between the

real PSF and the used fitted model sufficiently for the precision required by DES.

While measurements are made simultaneously in griz, in Y3 only the riz bands

were used in cosmological analyses as there were known issues in the estimation of

the g band PSF due to galaxy contamination in the stellar calibration population

and systematic effects related to differential chromatic refraction [75]. Further

implementation details for Metacalibration applied to DES data in Y1 and Y3

are described in [130, 131] respectively.

A few additional measurements are made at this stage such as the BFD mo-

ments (introduced in Section 2.3.4) and various point-estimates for the photo-

metric redshifts of sources using Bayesian Photometric Redshift estimation (BPZ;

[132, 52]), Directional Neighborhood Fitting (DNF; [133]), and the mixture of

machine learning-based techniques in ANNz2 [134]. The most relevant redshift es-

timation for this work is done separately for the weak lensing source sample (see

[135]) and is described in detail in Section 6.1, along with the crucial role that

Balrog plays in its calibration.

3.2.3 The GOLD Catalog

Most of the previous photometric measurements are collated into a single sci-

ence catalog called the GOLD catalog (see [127, 128] for Y1 and Y3 respectively).

This data set serves as a common basis for most WF measurements and provides

additional extensive validation, value-added quantities, and ancillary data prod-

ucts for the cosmological analyses. A few of the most important components in-

clude: (1) a set of quality control and positional masking flags to allow elimination
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Release Area Depth Nb. Objects Uniformity Reference
(deg2) (i band) (million) (mmag)

SV GOLD ∼250 23.68 25 <15 [138]
Y1 GOLD 1786 23.29 137 <15 [127]
DR1 5186 23.33 399 <7 [137]
Y3 GOLD 4946 23.34 388 <3 [128]
DR2 4913 23.80 691 <2.5 [100]

Table 3.2: DES data releases along with a few of their associated properties.
The quoted i band depth corresponds to S/N=10 in 1.95 ′′diameter apertures.
The approximate area coverage decreases slightly for the latest two releases due
to more stringent requirements on image quality and the fractional area required
for coadded tile images. All releases are made public at https://des.ncsa.
illinois.edu/. Reproduced from [128], with additional data from [100].

of sources that had photometric fitting errors, are near bright stars or extended

foreground objects, or lie outside of the survey footprint, (2) an updated photo-

metric calibration of source fluxes that improves survey uniformity by accounting

for interstellar extinction and improved per-object chromatic corrections, (3) a set

of star-galaxy classifiers dependent on object morphology, and (4) a set of survey

property maps9 that quantify the spatial variation of various quantities such as

the depth, mean PSF size, sky brightness, and stellar density across the footprint.

The property maps in particular are important for traditional approaches to miti-

gating systematics due to survey properties that are correlated with cosmic signals

such as the fluctuations in the galaxy density field [136]; examples for three of the

property maps of the Y3 data are shown in Figure 3.5. Table 3.2 summarizes

some of the most important properties of each GOLD release (in addition to the

two public data releases (DR1 and DR2; [137, 100])) such as the surveyed sky

area, i band depth, number of objects detected, and photometric uniformity.
9Often called “systematics maps”, this is misleading; while the observing properties may

correlate with the systematics of a cosmological measurement, there is no guarantee that these
maps contain the necessary information to correct for them.
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Figure 3.5: The sky maps and histograms for the spatial variation of the g band
seeing, i band depth, and z band airmass across the DES footprint. These are
just three of the many survey property maps compiled by DES that also include
the mean sky brightness, exposure time, zeropoint corrections, and stellar density.
Taken from [128].
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3.3 Cosmology from DES

As discussed in Chapters 1 and 2, the elements of a cosmological model such

as the abundance of dark matter or evolution of dark energy impacts cosmic

signals in two key ways: (1) the changing geometry of the universe through the

dependence of the comoving distance on the Hubble parameter H(z), and (2)

the acceleration (due to dark matter) or suppression (due to dark energy) of

the growth of cosmic structures. Any individual observational probe is sensitive

to these cosmic signals in different ways, and each have their own degeneracies

with model nuisance parameters or measurement systematics that can mimic the

signal being measured. These degeneracies can be broken by considering the joint

likelihood of the measurements from multiple probes which motivates the survey

design as described in Section 3.1. While such joint constraints can be done by

combining different experiments in an attempt to remove correlations between

systematics, making each measurement with the same data set standardizes the

blinding and validation procedures as well as providing a robust cross-check on

more traditional joint analyses.

3.3.1 3×2pt Analysis

One of the most powerful ways DES combines cosmological constraints is in

what is called the 3×2pt analysis. As the primary measurements of galaxy clus-

tering and cosmic shear described in Sections 2.2 and 2.3 respectively are both

based on 2PCFs, we can combine this information into three distinct two-point

functions: (1) the auto-correlation of galaxy positions (galaxy clustering), (2)

the auto-correlation of galaxy shears (cosmic shear), and (3) the cross-correlation

between galaxy positions and their shears (galaxy-galaxy lensing). This combina-

tion is particularly constraining as the complimentary information in each probe
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breaks the degeneracy between galaxy bias and cosmological parameters, as well

as allows for the joint fit to internally solve for other important systematics such

as the estimation of photometric redshifts and intrinsic alignment. This method

for increasing constraining power and the mitigation of biases is of critical im-

portance as the fiducial DES 3×2pt likelihood models contain 20 astrophysical

and measurement systematic nuisance parameters that must be marginalized over

[139].

The clustering signal is measured on a sample of foreground lens galaxies, from

which the induced shear on background source galaxies is captured in the cosmic

shear signal. Each sample has separate tomographic binning and photometric

redshift estimates which allows for measurements of the galaxy-galaxy lensing

signal of source galaxies in source bin i by lens galaxies in lens bin j. Each of

these measurements are compared to model predictions that are similar to those

discussed in Chapter 2 but with substantially more detailed corrections to account

for subtle measurement systematics (see [136, 60, 140] for the details of the Y1

clustering, cosmic shear, and galaxy-galaxy lensing measurements respectively,

and [141] for details on the theoretical modeling for each). The best-fit model

is determined by generating Markov Chain Monte Carlo (MCMC) samples of

the posterior distribution using a Gaussian likelihood whose covariance matrix is

computed in [141] and with prior distributions on the model parameters defined

in [139].

3.3.2 Y1 Cosmological Constraints

The DES Y1 cosmological constraints from 3×2pt were unblinded in July of

2017 and described in [139]. The constraints for Ωm, w, and S8
10 after marginaliza-

10S8 = σ8(Ωm/0.3)1/2 is variant of σ8 that is more directly constrained by DES measurements.
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tion over all other parameters is shown in Figure 3.6. The constraints from only

cosmic shear (in green) and from clustering plus galaxy-galaxy lensing (in red)

are significantly less constrained than the joint analysis (in blue) which demon-

strates the power of the combined approach. While these initial results provide

a marginalized constraint of w = −0.82+0.21
−0.20, the Bayes factor analysis in [139]

suggests that ΛCDM is slightly favored over wCDM from these data. A similar

result of w = −0.80+0.09
−0.11 was found in [101] after combining this 3×2pt analysis

with DES measurements of the first three years of SN [142] and baryon acous-

tic oscillations (BAO) [143] measurements. Intriguingly, joint constraints of DES

3×2pt with the CMB and external measurements of SN and BAO resulted in

w = −1.00+0.05
−0.04; exactly the expected value of a cosmological constant.

However, the most stringent test of ΛCDM is to compare the DES constraints

to those from the CMB to see if the same cosmological model adequately fits early

and late-time measurements of the universe. This comparison for Y1 is shown in

Figure 3.7 for Ωm and S8. While the peaks of each distribution are offset by more

than 1σ and visually hint at a possible tension, the more quantitative analysis of

the full 26-dimensional parameter space in [139] found “substantial” evidence of

consistency on the Jeffreys scale [144]. While the statistical power of this sample

was not sufficient to robustly demonstrate a tension between the measurements,

the much larger Y3 analysis may include enough sources to decrease the contour

sizes such that a statistical tension is undeniable. This makes the enormous task

of characterizing the numerous measurement systematics of the survey of vital

importance to ensure that any measured tension is of physical origin hinting at

new physics and not due to insufficiently understood or characterized biases.
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Figure 3.6: The marginalized constraints on three of the cosmological parameters
considered in the DES Y1 wCDM model: Ωm, w, and S8. The constraints from
only cosmic shear are shown in green, the combined angular clustering and galaxy-
galaxy lensing constraints are in red, and the combined 3×2pt constraints are in
blue. Contours represent the one and two σ confidence regions. Taken from [139].
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Figure 3.7: A comparison of the marginalized ΛCDM constraints Ωm and S8 from
DES Y1 in blue versus the equivalent constraints from Planck without external
lensing constraints in green. The combined constraints are shown in red. Contours
represent the one and two σ confidence regions. Taken from [139].
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Part II

No Galaxy Left Behind:

Systematics Control with Balrog
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Chapter 4

Measuring the DES Transfer

Function with Balrog

Part I of this dissertation has demonstrated how wide-field imaging surveys

such as DES have revolutionized modern astronomy and provided some of the

tightest constraints on the cosmological models that describe our universe. For the

largest surveys, the resulting constraints have become so precise that percent-level

spatial variations in the survey’s depth can cause biases that are now beginning to

dominate over the statistical errors (see for instance [76, 145, 146, 147, 148]). Small

biases – as small as one part in 104 in some cases – in the measurements of sizes,

shapes, and fluxes of sources can have similarly important impact on the science

results [149]. The remainder of this dissertation aims to create a general solution

to this problem with a framework called Balrog, and to carefully characterize the

photometric measurement systematics present in the first three years (Y3) of DES

data to be used in the calibration of the Y3 cosmological results. Much of the

material in the following two chapters was first presented in [150] on which I am

the lead author.
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4.1 Introduction

As first discussed in Chapter 1, the cumulative effect of the many selection

effects and measurement biases of an astronomical survey is captured by its trans-

fer function. This function maps how the photometric properties of astronomical

sources are distorted by real physical processes such as interstellar extinction or by

our imperfect measurements at every step from detector calibration to object cat-

alog creation. As most cosmological measurements from survey data are based on

the same processed images and source catalogs, this mapping is crucial for accu-

rately estimating the true cosmic signals imprinted on the sky such as the spatial

clustering of galaxies (see [151, 152, 136] for a few examples) and weak lensing of

galaxy light profiles by the intervening matter field (similarly, see [153, 154, 60]).

Unfortunately, many of these effects are in practice difficult to characterize or

even identify. For example, the object catalogs derived from survey images are

produced by a complex process: Calibration, detection, measurement, and vali-

dation involve a number of nonlinear transformations, thresholds applied to noisy

quantities, and post-facto cuts made on the basis of human judgment. Despite sig-

nificant efforts to explicitly characterize some of these effects in the past (see [155]

and [156] for the DES and LSST pipelines respectively), this complexity makes

each contribution to the transfer function extremely difficult to model – and even

small errors in the estimated survey completeness can substantially bias measure-

ments such as the amplitude of galaxy clustering or important calibration efforts

like the photometric redshift inference of weak lensing samples [157, 149, 158, 159].

Simulating the survey data from scratch can accurately capture some, but not

all, of this complexity. Spatial variations in the effective survey completeness de-

pend not just on the observing conditions but also on the ensemble properties of

the stars and galaxies being studied. Systematic errors in the sky background esti-
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mation and biases in the measurements of galaxy and stellar properties can couple

to fluctuations in the galaxy density field leading to a completeness that depends

on the signal being measured. Finally, there is a wide variety of non-astrophysical

features that can affect the measurement quality and completeness such as artifi-

cial satellite trails, pixel saturation, or the diffraction spikes of bright stars. Not

only are these effects difficult to model or simulate at high fidelity, but attempts

to do so can introduce model-misspecification bias which can underestimate the

true uncertainty in the downstream fitted photometric parameters [160, 161].

In contrast, injecting artificial sources directly into the real images can nat-

urally capture many of these effects. Synthetic objects added to the real data

automatically inherit the background and noise in the images as well as the bi-

ases arising from measurement in proximity to their real counterparts. Injecting

realistic star and galaxy populations, convolving their light profiles with an accu-

rate model for the point-spread function (PSF), and applying accurate models for

effects not directly probed (such as Galactic reddening and variable atmospheric

transparency) results in a population of simulated sources that inherits the same

completeness variations and measurement biases as the real data. Mock catalogs

made in this way can be used to discover, diagnose, and derive corrections for

systematic errors and selection biases at high precision.

Injection simulations of this kind have been used for limited calibration studies

of detection efficiency and photometric calibration in the presence of realistic noise

and crowded fields since at least the mid-1980’s [162, 163, 164], not long after the

widespread adoption of charge-coupled devices (CCDs) in astronomical imaging.

There is a rich history of mixing real and synthetic data to estimate the detection

efficiency of an apparatus in hybrid Monte Carlo techniques commonly used in

particle physics measurements [165], and recently there have been examples to
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improve blinding procedures for rare events such as embedding fake gravitational

wave signals (“hardware injections”) into the Laser Interferometer Gravitational-

wave Observatory (LIGO; [166]) data and similarly “salting” the data taken by

the Large Underground Xenon (LUX; [167]) experiment with artificial events to

test the robustness of their detection pipelines and guard against confirmation

bias ([168, 169] respectively).

However, generating full-scale mocks via injection is computationally demand-

ing for a modern wide-field (WF) galaxy survey. The injection simulations de-

scribed in [17] for the early releases of DES data did not attempt to pass the

injected galaxies through every part of the measurement process, opting to inject

only onto the coadd images. The SynPipe package [170] has been used to exam-

ine measurement biases for the HSC pipeline and includes single-epoch processing,

but only on a very small fraction of the survey’s available imaging. The Obiwan

tool developed to model completeness variations for the Dark Energy Spectro-

scopic Instrument (DESI: [171]) has also has incorporated single-epoch processing

but focuses only on the emission-line galaxies that are the primary DESI targets

[172] which reduced its utility for general diagnostics discovery. Despite injection

pipelines having shown great promise, the difficulty in distinguishing intrinsic

methodological uncertainties in their sampling of the transfer function from ac-

tual measurement biases (in addition to the extremely high computational cost)

have until now kept them from being used to directly calibrate cosmological anal-

yses and instead largely relegated them to compelling but ultimately unapplied

proof of concept measurements.

This rest of this chapter describes the generation of the Balrog injection sim-

ulations for the first three years of DES data (referred to as Y3), covering a

randomly selected 20% of the total Y3 footprint. Sources drawn from DECam
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[103] measurements of the DES Deep Fields (DF) [173] are self-consistently added

to the single-epoch DES images which are then coadded and processed through

the full detection and measurement pipeline. This extensive simulation and re-

duction effort allows us to characterize, in detail, the selection and measurement

biases of DES photometric and morphological measurements as well as the vari-

ation of those functions across the survey footprint. In addition, using an input

catalog with measurements from the same filters as the data resolves many of the

issues in capturing the same photometric distributions as real DES objects seen in

[17] – particularly for color. The resulting catalogs generally follow completeness

and measurement bias variations in DES catalogs to high accuracy, with mean

color biases of a few millimagnitudes and number density fluctuations varying

with survey properties within 1% for a typical cosmology sample; this will be

demonstrated in Chapter 5.

As the measurement pipelines for the DES DF and WF data are complex

and quite technical, so too are parts of the next two chapters. However, we also

motivate interesting science cases for the presented response catalogs for both

calibration and direct measurement purposes including the photometric redshift

calibration of weak lensing samples, magnification effects on lens samples, and the

impact of undetected sources on image noise. For those more interested in using

Balrog for potential science applications or as a general diagnostic tool, this is

discussed in detail in Chapters 5 and 6.

This chapter is organized as follows: In Section 4.2 we introduce the signifi-

cantly updated Balrog pipeline which now emulates more of the DES measure-

ment stack, including the completely new injection framework for source embed-

ding into single-epoch images in Section 4.2.2 and the validation of the pipeline

in idealized conditions in Section 4.2.3. Section 4.3 describes the injection sam-
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ples and methodological choices for the Y3 Balrog simulations including a new

scheme for handling ambiguous matches. This will be followed by Chapter 5

where we compare the recovered Balrog samples to the fiducial Y3 object catalog

(Y3 GOLD; [128]), as well as present the photometric response of the main star

and galaxy samples. We leave a more detailed discussion of the implications of

our results, methodological limitations, and future directions for Chapter 7, after

describing a few of the most important applications of Balrog to key DES Y3

science analyses in Chapter 6.

4.2 The Balrog Pipeline

Balrog was first introduced in [17] as a software package1 that injects synthetic

astronomical source profiles into existing DES coadd images to capture realistic se-

lection effects and measurement biases for the Science Verification (SV) and Year

1 (Y1) analyses. However, as the precision of the subsequent DES cosmological

analyses has increased, so too has the need for even more robust systematics con-

trol and more precise characterization of the survey transfer function. The main

limitations of the original methodology were that (1) injections into the coadd

rather than single-epoch images skip many important aspects of the measurement

pipeline whose effects we want to capture, and (2) the injected objects were drawn

from fitted templates to sources in the space-based Cosmological Evolution Sur-

vey (COSMOS: [174]) rather than measurements consistent with DECam filters

which introduced discrepancies in the recovered colors. While the latter is solved

by using the new Y3 DF catalog [173], the former required significant additional

complexity in the simulation framework to consistently inject objects across all

exposures and bands.
1https://github.com/emhuff/Balrog
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To address this, we have developed a completely new software framework that

is described and validated in the remainder of this section. An overview of the Y3

Balrog process is shown in Figure 4.1, with simplified summaries of the DF and

Y3+Balrog measurement pipelines. Briefly, we use the significantly deeper DE-

Cam measurements of sources in the DES DF as a realistic ensemble of low-noise

objects to inject into the Y3 calibrated single-epoch images. We then rerun the

DES measurement pipeline on the injected images to produce new object catalogs

that contain the Balrog injections. Finally, we match the resulting catalogs to

truth tables containing the injection positions to provide a mapping of DF truth

to WF measured properties.

All astronomical image injection pipelines such as Balrog have two distinct

elements: emulation of a survey’s measurement pipeline and source injection into

the processed images. As our methodology for the former is intrinsically specific

to DES while the latter is a fairly generic problem, development on the new Y3

Balrog was split into the two corresponding pieces discussed in detail in Sections

4.2.1 and 4.2.2 below.

4.2.1 DESDM Pipeline Emulation

The DES survey data are processed through a set of pipelines by the DES

Data Management team (DESDM) which perform basic astronomical image pro-

cessing as well as applying state-of-the-art galaxy fitting, PSF estimation, and

shear measurement codes. The standard processing steps applied to the DES Y3

data are described in detail in [102] and summarized in Section 4.2. Ideally, to

ensure that identical codes and versions were used at each stage of processing, one

would implement Balrog as part of the standard data reduction. However, this

was not an option for DES Y3 as the updated Balrog methodology did not exist
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Figure 4.1: A high-level overview of how the Deep Fields (DF) and Y3 image processing pipelines interact to create the
Balrog catalogs. The raw DECam exposures are used as the basis for both tracts, with the much deeper DF data being
represented by the larger image stacks. The DF exposures are not dithered and thus single-CCD coadds are created in
place of the much larger Y3 coadds. Measurements of the DF objects constitute the injection catalog which are added to
the Y3 null-weight images directly. Afterwards, the injected null-weight images are processed in a nearly identical way
to the real images including coaddition, detection, and photometric measurements. Finally, we match the output object
catalog to truth tables containing the injected positions. As all sources are remeasured, there is some ambiguity in the
matching; this is discussed further in Section 4.3.5.

79



until after the Y3 data were completely processed (this is now true for a future

Year 6 (Y6) Balrog analysis as well). Therefore it was necessary to replicate

the DESDM processing pipeline stack as closely as possible. While this usually

amounted to calling the relevant codes and scripts with identical configurations

and software stack components, sometimes minor changes were required due to

differences in computing environments or practical considerations such as process-

ing time. These differences will be noted whenever relevant.

A modular design for the measurement pipeline2 was chosen both for ease of

testing and for the ability to do non-standard production runs (see Chapter 6 for

examples). The individual Balrog processing stages for a single DES coadd tile

(44 ′×44 ′) are as follows:

(1) Database query & null-weighting – Find all single-epoch immasked (the

DES designation for flattened, sky subtracted, and masked) images in the

griz bands that overlap the given DES Y3 tile. Download all exposures,

PSFs, photometric and astrometric solutions from the DESDM Y3 processing

archive. A masking process called “null-weighting” is applied to these im-

masked images which sets weights of pixels with certain flagged features (e.g.

cosmic rays) to 0. These null-weight images are the starting point of the later

injection step.

(2) Base coaddition & detection – Remake the tile coadds from the single-

epoch exposures with no objects injected using SWarp [118] and the detec-

tion catalogs with SExtractor [116]. Construct Multi-Epoch Data Structure

(MEDS; [122]) files with cutouts of the coadd and single-epoch images used

for additional photometric measurement codes. This allows us to cross-check

our measured catalogs with Y3 GOLD to ensure that we recover the same
2https://github.com/kuropat/DES_Balrog_pipeline
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detections and base photometry, as well as easily investigate proximity effects

on the injections. Can be skipped to save processing time if desired.

(3) Injection – Consistently add input objects in all relevant exposures and bands

using the local PSF model in each exposure with corrections to the flux from

the image zeropoints and local extinction – along with any other desired mod-

ifications such as an applied shear or magnification. This is discussed in detail

in Section 4.2.2.

(4) Coaddition & detection – Same as (2) but with the injected null-weight

images. The resulting photometric catalogs contain existing real objects, in-

jections, new spurious detections, and blends between the two.

(5) Single-Object Fitting (SOF) – Fit a composite bulge + disk model that

is the sum of an exponential and a de Vaucouleurs profile (CModel) to every

source, while masking nearby sources.

(6) Multi-Object Fitting (MOF) – Fit sources with CModel, but group nearby

detections into friends-of-friends (FOF) groups that have all of their properties

fit iteratively to account for proximity effects. Only available for some Balrog

runs due to its computational expense.

(7) Metacalibration – Fit a simple Gaussian profile to detections and then re-

measure after applying four artificial shears [78]. This is useful for the creation

of weak lensing samples where correcting for shear-dependent systematics is

more important than absolute flux calibration [64].

(8) Gaussian APerture (GAp) fluxes – Fit a robust, scale-length-independent

alternative to model-fitted photometry. Object flux is calculated within a
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Gaussian-weighted aperture with full-width at half-maximum (FWHM) of

4 ′′. Described further in Section 4.3.5.

(9) Bayesian Fourier Domain (BFD) – Estimate the shear of sources without

explicitly fitting a shape using the methodology described in [80]. Available

only for a few specialized runs.

(10) Match and compute GOLD value-adds – Match input injections to out-

put detections while accounting for ambiguous matches (see Section 4.3.5).

Merge truth and measured table quantities. Compute Y3 GOLD value-added

quantities including flags, object classifiers, masks, and magnitude corrections

(though only the dereddening component is used for Balrog magnitude cor-

rections; see below).

The resulting photometric catalogs of measured Balrog sources can then be

used to measure the DES wide-field response to various input quantities or used

directly as randoms with realistic selection effects (see [17] and [172] for examples).

In addition, an “injection catalog” is created which contains information for all

injected sources, detected or not, for investigations of detection and completeness

properties. The emulation steps (3) through (10) can be repeated for multiple

injection realizations of a given tile to obtain sufficient sampling for the needed

science case. However, as discussed in Section 4.3, for Y3 analyses we opted

for a single realization with relatively high injection density due to the large

computational cost of each realization.

Differences from the DESDM Pipeline

While Balrog strives to emulate the DESDM pipeline from null-weight images

to science catalogs at high fidelity, there are some discrepancies due to practical

limitations. The most significant are:
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• Reuse of existing single-epoch images, PSF models, photomet-

ric zeropoints, and World Coordinate System (WCS): The injected

fluxes of sources from the input catalog are modified only to account for an

image’s photometric zeropoint and the local extinction. Due to this we do

not recalculate the photometric and astrometric calibrations or PSF esti-

mate for any exposures which have additional objects added to them; the

Y3 DESDM solution is carried forward unchanged. This means that we

cannot probe the individual systematic error contributions of steps in the

DESDM pipeline before this stage, such as biases in the PSF modeling or

image detrending.

• Incomplete SExtractor parameter list: We chose to measure only a

subset of the Y3 SExtractor parameters that were anticipated to be impor-

tant for downstream analyses in order to save processing time. In particular,

we did not compute any model-fitted magnitudes including MAG_PSF which

is needed for the WAVG quantities described in [102]. Ultimately, the over-

all time saved was small and we plan to save all SExtractor quantities for

future runs.

• MOF is skipped for the cosmology sample: While MOF photometry

is available for the Y3 GOLD catalog, most Y3 cosmological analyses use

the variant SOF which skips the multi-object deblending step in favor of

masking neighbors. This approach is significantly faster, fails less often,

and has negligible impact in photometric performance (E. Sheldon, private

communication). As MOF is not needed for Y3 cosmology calibration and

contributed roughly a quarter of all Balrog runtime (see Table 4.2), we

elected to skip this step for the main samples.
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• Zeropoint and chromatic corrections are not applied: The Y3 pho-

tometric calibration introduces new chromatic corrections that achieve sub-

percent uniformity in magnitude by accounting for differences in response

arising from varying observing conditions and differences in object SEDs

(see [128]). However, the mean Y3 GOLD chromatic corrections are signifi-

cantly below 1 millimagnitude (mmag) for all but g band (0.45 mmag). As

this is a subdominant effect that requires significant computation to correct

in each injection realization, we do not account for these corrections before

injecting into images. In addition, the SED-independent “gray” corrections

that account for variations in sky transparency and instrumentation issues

like shutter timing errors were not accounted for in the injection zeropoints.

This was not intentional and will be included in all future Balrog runs.

However, these corrections are also quite small, with the mean absolute Y3

GOLD gray zeropoint correction below 1 mmag for all bands except for z

band (1.2 mmag). As we do not modulate the truth fluxes with these cor-

rections during injection, it is not necessary to apply these corrections after

measurement either.

• Partial GOLD Catalog Creation: Due to the staged approach in the cre-

ation of Y3 GOLD with value-added products being incorporated as they

were being developed, the exact same procedure for compiling the Balrog

catalog could not be followed strictly as it would have produced an unneces-

sary and severe overhead in the production time. Scripts that approximately

replicate this process were provided by DESDM, though they only reproduce

the columns that were deemed to be most relevant to Y3 key science goals.

Slight modifications had to be made to quantities such as FLAGS_GOLD and

the object classifier EXTENDED_CLASS_SOF where the required MOF columns
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were not available; these differences are mentioned when relevant throughout

this dissertation.

While not technically a difference in the pipeline emulation itself, we note here

that PSF models used for injections (PSFEx; [116]) were found to be slightly too

large in [130] for bright stars in Y1 due to the brighter-fatter effect (see [73]).

However, we still used PSFEx for our injection PSFs as the new Y3 PIFF PSF

model described in [175] was not yet implemented into the GalSim configuration

structure that was required for our injection design, which is discussed below.

4.2.2 Injection Framework

As mentioned in the beginning of this section, incorporating single-epoch injec-

tion into Balrog required a new software design to handle the significant increase

in simulation complexity beyond what was done in [17] for the SV and Y1 analy-

ses. Development on the injection framework was partitioned into its own software

package3 as the injection step is fairly generic and of potential interest to other

analyses outside of DES Y3 projects – as well as upcoming Stage IV dark energy

experiments such as LSST. Briefly, our injection framework maps high-level sim-

ulation choices into individual object and image-level details consistent between

all single-epoch images for the simulation toolkit GalSim [176] to process. With

this design, Balrog automatically inherits much of the modularity, diverse run op-

tions, and extensive validation of GalSim. A schematic overview of the injection

process is shown in Figure 4.2. The remainder of this section will quickly summa-

rize the most relevant aspects of each step; we leave a more detailed description

of the implementation details as well as a description of the most important user

options for this new software package in Appendix A.
3https://github.com/sweverett/Balrog-GalSim

85

https://github.com/sweverett/Balrog-GalSim


Ntiles 

Balrog config Input catalog

Parse simulation
configuration

Sample truth
objects

Update positions,
orientations,

extinction

(Optional)
Apply shear,

magnification, etc.

Convolve with
local PSF

Render and
inject objects

Truth catalog

Injected images

Tile list

PSFEx File Single-epoch
images

Nexposures GalSim config

Figure 4.2: High-level overview of the injection processing for a single realization. Green boxes are inputs to the
injection framework while red boxes are outputs. The length of each loop is determined by the number of exposures and
tiles considered in the full simulation. While the main runs used for Y3 cosmology calibration modify only the position,
orientation, and flux normalization of the truth inputs, there are many optional transformations that can be applied such
as a constant shear or magnification. The main output of our injection package is a multi-document configuration file
with detailed injection specifications that is then executed by GalSim, with each step being executed in the physically
correct order. Additional realizations replicate all steps, other than the initial configuration parsing, and produce unique
outputs.
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Injection Configuration

The Balrog configuration serves as the foundation for the final, much larger

GalSim configuration file produced for each tile by the injection pipeline which

follows the GalSim configuration conventions that are extensively documented4.

Global simulation parameters that apply to all injections are defined here such as

the input object type(s) (see §A.2), position sampling method, injection density,

and number of injection realizations. During injection processing, the requisite

simulation details needed to inject the sampled input objects consistently across

the relevant survey images are appended to this file to create a multi-document

GalSim configuration file with each document corresponding to a single CCD

exposure. An example configuration that was used for the two main cosmology

runs is given in §A.4.

Input Sample and Object Profiles

While any native GalSim input type can be used for the simulations, most

Balrog runs sample objects from an existing catalog with parametric properties

that describe the flux and morphology of each source. The photometric mea-

surements of the DF catalog, as well as most measurements in Y3 DES WF

science catalogs, are based on Gaussian mixture model fits to various profiles by

ngmix5 introduced in [123] and most recently updated in [128]. Each profile pa-

rameterization is converted to a sum of GalSim Gaussian objects that represent

the Gaussians components used in the original fit. Balrog can currently inject

the following ngmix model types: a single Gaussian (gauss), a composite model

(CModel; cm) first introduced in SDSS6 which is a linear combination of an ex-
4https://github.com/GalSim-developers/GalSim/wiki/Config-Documentation
5https://github.com/esheldon/ngmix
6And described in Section 3.2.2
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ponential disk and a central bulge described by a de Vaucouleurs’ profile [126],

and a slightly simpler CModel with fixed size ratio between the two components

(bdf, for Bulge-Disk with Fixed scale ratio). In DES Y3, the DF measurements

use bdf profiles while the WF uses cm.

See §A.2 for all provided custom input types, including the option to inject

the “postage stamp” image cutouts of objects in MEDS files. While using the

actual images of DF sources rather than parametric fits to their profiles would

be a more accurate representation of the true distribution of galaxy properties

and morphologies, there are significant added complexities due to adding artifi-

cial noise from stamps with larger associated PSFs than the injection image and

ensuring stamp and mask fidelity of the full DF catalog; these issues are discussed

in detail in Chapter 7.

Updating Truth Properties and Optional Transformations

Measurements of the transfer function with Balrog require truth tables that

compile the properties of injected objects. For injections that are based off of

real sources, some of these object properties are modified to fit the needs of the

simulation such as the positions, orientations, and fluxes. The updated source

properties either replace their original columns in the output truth catalogs or

are appended as new columns. Object fluxes are scaled to account for interstellar

extinction and to match the photometric zeropoint of each single-epoch injection

image. Additional transformations such as a constant shear or magnification fac-

tor can be applied depending on the desired science case (see Section 6.2 for an

example using magnification in Y3).

The position sampling of injections depends on the desired science case; uni-

form sampling naturally allows for Balrog objects to be used directly as randoms
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for galaxy clustering calibration, but overlapping Balrog injections can artificially

inflate the inferred blending rate. Alternatively, a hexagonal lattice is more appro-

priate for a perturbative sampling of the transfer function at a given position, but

this embeds an unrealistic (though correctable) clustering signal at small scales.

The available options are described in §A.3 and the trade-offs are discussed in

more detail in Section 4.3.4.

PSF Convolution

The PSF used for each object is determined by the local single-epoch PSFEx

solution at the injection position. Simpler PSF models are also allowed for testing

purposes but not recommended for science runs.

Object Rendering and Injection

All of the previous simulation choices are ultimately encoded in a detailed

configuration file that is structured to be read by GalSim. This design was cho-

sen over explicit use of the software’s Python API as the configs facilitate easily

reproducible simulations and allow for runs that are identical except for minor

modifications such as an added constant magnification factor. Each transfor-

mation from truth property to pixel value is automatically handled by GalSim

processing in the physically correct order. After an object stamp is rendered (in-

cluding Poisson noise from the new source), its pixels are summed with the initial

image while ignoring any part of the profile that may go off image. Rarely a

profile will require an extremely large grid for the fast Fourier transform (FFT)

during PSF convolution and exceed available memory. To avoid this, we set a

maximum grid length of 16,384 pix−1 (or ∼63, 000 arcsec−1 for DES) per side and

skip objects that exceed this limit. While the injection framework was designed
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with flexibility in mind for uses outside of the Y3 cosmology science goals (and

even DES itself), there are currently some assumptions made about the structure

of the input data to emulate DES Y3 that we plan on generalizing in upcoming

releases.

4.2.3 Pipeline Validation

As Balrog is a non-generative, or discriminative, model of the transfer func-

tion, it is difficult to disentangle any intrinsic errors in the input sample or survey

pipeline emulation from actual systematic effects we are trying to characterize –

particularly since Balrog was run independently of DESDM processing for Y3.

Therefore a series of increasingly complex test runs were completed in order to

validate both the injection and emulation steps and characterize the pipeline fi-

delity at a detailed level. We initially ran Balrog with the injection step turned

off to confirm that we recovered identical detection and photometry catalogs as Y3

GOLD when carefully accounting for the same random seeds in the fitters that

were used in nominal Y3 processing. Once this was achieved, we verified that

the injected profiles of objects drawn onto blank images matched single-object

renderings made independently of the pipeline.

We then ran a series of tests where we ignored the existing survey image data

during injection except for the estimated residual local sky background that is

automatically subtracted from the exposures later in the pipeline. Objects were

placed on a sparse grid to limit proximity effects from other injections with two

types of noise depending on the run – either only Poisson noise for the injections

or Poisson in addition to low levels of zero-mean Gaussian background sky noise.

These blank image runs became progressively more complex as we added the

features used in the main science runs described in Section 4.3 and acted as a
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form of regression testing7.

These tests are relevant for more than pipeline validation; effects from method-

ological choices can also be identified and quantified while working in a simplified

environment. As an example, the runs with only Poisson noise indicated that

there were two subgroups of objects with statistically significant differences in

magnitude response – one was well calibrated, the other with a mean offset of

∼7.5 mmag too faint in each of griz. This was ultimately discovered to be a

result of different priors used for the parameter that measures the relative flux

ratio between the de Vaucouleurs and exponential component, fracdev, for the

ngmix profile type used to fit DF objects (bdf) and the one used to fit wide-field

measurements (cm). A series of plots that show the difference in input vs. mea-

sured fracdev and examples of its downstream effect on the recovered magnitude

and color responses for this test are shown in Figure 4.3.

The impact of the different fracdev fits on the magnitude response can be

seen clearly in Figure 4.3d, where the difference in measured vs. true i band mag-

nitude as a function of injected magnitude is colored by the response in fracdev

for a single tile. As the difference in profile definition between cm and bdf is

largely due to fitting stability and has little to do with the true distribution of

galaxy properties, this effectively puts a lower bound on the accuracy of the mean

magnitude response that we are able to measure with Balrog when using the DF

sample as inputs at around 3 mmag. Importantly, however, the effect is nearly

identical in each of the griz bands and has negligible impact in the recovery of

colors, as seen in Figure 4.3c. This example highlights some of the difficulties in

choosing a “truth” definition for injections based on model fits and the importance

of carefully testing the impacts of model assumptions.
7These tests are performed by setting the field inj_objs_only to True in the configuration

file along with the noise field set to either BKG or BKG+SKY, though this mode of testing is only
available for the provided Balrog image class, not AddOn. See Appendix A for further details.
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Figure 4.3: A series of plots highlighting aspects of the noiseless blank image test
described in Section 4.2.3. (a) The difference in input bdf_fracdev vs measured
cm_fracdev for detected objects. The additional peak at 0.5 for bdf_fracdev is a
result of the slightly different model definition. (b) The i band magnitude response
of these objects, where there are clearly two different populations. (c) The g −
r color response for these objects. The bias in recovered magnitude is nearly
identical in griz and so does not translate to the recovered colors. The mean color
response for g− r, r− i, and i− z is 0.1, 0.3, and 0.2 mmag respectively. (d) The
biased magnitude population is a result of injections with input bdf_fracdev∼0.5
scattering to 0 or 1 to match the expected cm_fracdev prior.
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The final version of the blank image test was performed with identical input

and configuration to that used to produce the fiducial Y3 catalogs across 200 tiles

which contain over 2.3 million injections and 1.6 million detections. Zero-mean

Gaussian background noise was applied to the blank images with variance set

to the corresponding CCD SKYVAR value. The resulting object responses allow

us to characterize the baseline performance of the photometric pipeline in ideal

(though overly simplistic) conditions which in turn may provide lower limits on

the intrinsic uncertainty in our sampling of the DES transfer function. The mean

and median difference in recovered versus injected magnitude for griz is plotted in

Figure 4.4. The vertical bars correspond to the mean of the standard deviations

of griz magnitude responses in each truth magnitude bin, centered at the mean

magnitude response.

The medians are extremely well calibrated, with only g < 18.5 and 22.5 < z <

23 off by more than 5 mmag, or 0.45%, through 23rd magnitude where selection

effects near the detection threshold become significant. The mean responses are

consistently biased towards larger recovered flux on the bright end by ∼15 mmag

due to the asymmetric tendency of SOF to measure the sizes of bright, extended

objects to be too large in the presence of neighbors; this is a real effect seen in

the main data runs and is discussed in greater detail in Section 5.3.1. Such biases

are not seen in isolated SOF measurements of similar objects (E. Sheldon, private

communication) and appear in this test as it was inefficient to use a grid size large

enough to keep all other grid injections outside the MEDS stamps of the largest

injections. This effect also keeps the magnitude error from decreasing as the

intrinsic brightness increases as one would naively expect. While the magnitude

bias induced by the difference in the cm vs. bdf profile definition is present in this

measurement, it is negligible compared to proximity biases for extended sources
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Figure 4.4: The mean (solid circle) and median (hollow diamond) difference in
measured vs. injected magnitude (<∆mag>) as a function of input magnitude
for the final blank image runs with zero-mean Gaussian background noise. The
vertical bars correspond to the mean of the standard deviations of griz magnitude
responses in each truth magnitude bin, centered at the mean magnitude response.
The vertical bars represent the average of the standard deviations of griz magni-
tude responses in each bin of size 0.5 magnitudes, centered at the mean magnitude
response. The overall calibration is excellent, with the median response less than
5 mmag in all bins except for g < 18.5 and 22.5 < z < 23. We expect significant
biases past magnitude 23 due to selection effects near the detection threshold.
The mean responses show some bias however – particularly on the bright end. As
discussed in the text, this is due to an asymmetric tendency for SOF to measure
the fluxes of bright, extended galaxies to be too large when neighbors are con-
tained in the object’s MEDS stamps. The errors in <∆mag> do not substantially
decrease past input magnitudes of 20 for the same reason.
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and selection effects present in the noisier images.

Importantly, there is no significant band-dependence in the median magnitude

responses where the recovered sample is complete, with a typical spread in median

griz biases of ∼3 mmag for truth magnitudes ranging from 18.5 to 22 with no

characteristic shape or distribution systematics. While there is a detectable band-

dependence in the mean magnitude responses, it is nearly eliminated when binned

in signal-to-noise (S/N) instead of magnitude to account for differences in sky

noise.

4.3 Balrog in DES Year 3

We describe here the injection samples, pipeline settings, and matching choices

used to create the Y3 Balrog data products for the photometric performance char-

acterization presented in Chapter 5 and downstream science calibrations described

in Chapter 6. For Y3, we ran Balrog several times with different configurations

for various validation and science cases. These runs are tabulated in Table 4.1

which lists the following quantities: the run name, the number of simulated tiles,

the total number of injected objects, the fraction of detected objects, the spac-

ing between injections, and the magnitude limit used for sampling. As detection

in DES is based on a composite riz detection coadd, we emulate the detection

magnitude by averaging the dereddened riz fluxes of the injections.

The main runs used for cosmological analyses are called Run28 and Run2a. The

former samples the transfer function across 1,544 randomly chosen tiles (of the

10,338 Y3 tiles) to a detection magnitude limit of 25.4. This limit was chosen to

capture DF objects that had at least a 1% chance of being detected as measured
8The designation Run1 was used for an earlier set of simulations that used an inferior DF

catalog.
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Figure 4.5: The number of injections per unique DF object for Run2 in blue,
Run2a in green, and their combination y3-merged in red. The mean number of
injections per run is shown with dashed vertical lines and is stated along with
the maximum number of injection realizations. Run2 is composed of 1,544 tiles
vs. only 497 for Run2a, but has a larger input catalog to sample due to the more
conservative composite riz detection magnitude of 25.4 vs. 24.5 for Run2a. The
resulting combination is no longer a Poisson distribution but this can be accounted
for in downstream analyses by weighting by the column injection_counts. The
typical Balrog object in y3-merged has just over 20 unique injection realizations
across the sampled footprint.
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Run Name Tiles N Det Det-Frac Lim Spacing Notes

grid-test 200 1.6 M 0.702 24.5 20 ′′ Blank images with noise
noiseless-grid 196 2.6 M 0.997 24.5 20 ′′ Above, but without noise
Run2 1544 7.4 M 0.369 25.4 20 ′′ Main run, deepest
Run2a 497 3.9 M 0.600 24.5 20 ′′ Main run, shallower
Run2-mag 155 0.8 M 0.463 25.4 20 ′′ 2% magnification
Run2a-mag 497 3.9 M 0.607 24.5 20 ′′ 2% magnification
clusters 901 39.9 M 0.930 23.0 10 ′′ Tiles containing clusters
blank-sky 88 – — — 20 ′′ Injected zero-flux objects

Table 4.1: A list of Y3 Balrog runs and associated parameters: the number of
tiles sampled, the number of total detections (N Det), the detection fraction (Det-
Frac), the composite riz detection magnitude limit (Lim), and injection lattice
spacing.

from a 200 tile test run. Run2a was a supplemental run at a shallower limiting

magnitude of 24.5 across 497 tiles to increase the fraction of recovered injections

for analyses that needed a larger total sample. These runs are combined for the

fiducial Balrog catalogs y3-merged and y3-stars which are described in upcom-

ing sections. The distributions of the number of injection realizations per input

object for these runs are shown in Figure 4.5, and the spatial distribution of these

tiles are shown compared to the full DES footprint in Figure 4.6. Run2-mag and

Run2a-mag are identical to the above runs except for a constant added magnifica-

tion of µ = 0.02; these are described in more detail in Section 6.2. The grid-test

and noiseless-grid-test runs were used for the validation tests shown in 4.2.3.

The blank-sky and clusters runs were conducted separately from the main cos-

mology runs in order to facilitate two of the science cases discussed in Sections

6.3 and 6.4 respectively.

The processing was done on a dedicated compute cluster at Fermilab, “DE-

grid”, consisting of 3000 cores with 6-8GB RAM per core available. The typical

core and memory provisioning along with wall-clock running times for each stage of

the pipeline are given in Table 4.2. MOF is not used for the fiducial Y3 cosmology
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Figure 4.6: The spatial distribution of randomly sampled DES tiles used for
Balrog injections. 1,544 Run2 and 497 Run2a tiles are shown in blue and red
respectively. The outline of the DES footprint is shown in black. Some tiles are
outside of the enclosed area due to observations that overlap the footprint edge.

analyses and so is excluded for Run2 and Run2a – along with their corresponding

magnification runs. We include the estimated computational cost to show the dif-

ficulty in scaling this methodology to full footprint coverage and WF density – we

discuss this more in Chapter 7. All output measurement catalogs were archived

including the MEDS cutout images of detected objects; the injected single-epoch

images and resulting coadds were only saved for validation runs.

A few additional post-processing steps were required to match changes made to

the Y3 object catalogs after the fiducial GOLD catalog creation. These consisted

of a correction to the Metacalibration S/N column, redefining the size_ratio

quantity from mcal_T_r / psfrec_T to mcal_T_r / mcal_Tpsf, and adding a

shear weight to each of the Metacalibration measurements described in 6.1.
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Stage Cores RAM Clocktime
Database Query 1 64 GB 2.0 hr
Base Coaddition/Detection/MEDS 4 64 GB 3.0 hr
Injection 16 64 GB 3.0 hr
Coaddition/Detection/MEDS 4 64 GB 5.0 hr
MOF∗ 32 256 GB 6.5 hr
SOF 16 64 GB 1.5 hr
Metacalibration 8 320 GB 2.5 hr
Match/Merge/Flag 2 512 GB 1 hr
Total/tile 16-32 64-512 GB 18− 24.5 hr/tile

Table 4.2: Approximate Balrog stage run times and memory allocations per
tile. ∗As MOF is not used in the fiducial Y3 cosmology analysis, this step was
only run for Run1 due to the long clocktime. The two total reported clocktimes
are with MOF excluded or included in the pipeline emulation respectively.

4.3.1 Input Deep Field Catalog for y3-merged

The majority of Y3 Balrog analyses use injections drawn from DECam mea-

surements of objects in the DF described in [173]. In brief, this catalog of nearly

3 million sources is assembled from hundreds of repeated exposures of three DES

supernovae (SN) fields and the COSMOS field. The corresponding deep single-

CCD coadds have S/N of ∼
√

10 times their WF counterparts and thus provide

a good sample of low-noise sources to draw from for explorations of systematics

in the WF measurements. There are multiple versions of the DF catalogs that

provide trade-offs in the average seeing quality vs. the maximum depth. In Y3

Balrog, we use COADD_TRUTH as it strikes a balance between using observations

with 10 times the mean WF exposure time while ensuring that the composite DF

FWHM be no worse than the median single-epoch FWHM in the WF for each of

the injection bands.

We emphasize that we are not injecting the actual images of DF galaxies but

instead take the MOF ngmix parameterized model fit to each detection and gen-
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erate an idealized galaxy profile based on those model parameters (with added

Poissonian noise). The injection framework described in Section 4.2 is capable of

injecting the MEDS stamps directly which in principle would account for addi-

tional diversity in galaxy morphologies and eliminate any model bias compared to

the true distribution of galaxy properties. However, this requires extensive vali-

dation of the DF stamps before injection and introduces additional complications

due to image masks and added noise for injections into CCDs with better seeing

than the DF composite image. We plan to revisit these issues for Balrog in the

Y6 methodology.

The DF catalog is comprised of model fits that are very similar to the WF

CModel with two major differences: the two components (bulge + disk) are fit

simultaneously rather than separately, and the ratio of the size of each component,

TdByTe, is fixed to be 1. While this was chosen for increased fitting stability for

the fainter DF sources, fixing the relative bulge-disk size ratio reduces the total

number of free parameters in the model by one and significantly changes the

distribution in the relative flux fraction fracdev (recall Section 4.2.3 for how this

impacts the corresponding recovered CModel photometry in idealized conditions).

Ultimately, any photometry can be used for the injection truth as long as it is an

unbiased estimate of the real distribution of object properties. The bdf profile

will be used for all Y6 DES source fitting and for Y6 Balrog – avoiding the small

systematic difference in magnitudes between cm and bdf.

DF Object Extinction

The DF catalog has detailed photometric corrections to the fluxes including

for extinction as described in [173]. However, these corrections were not yet ready

when Balrog began the cosmology runs. Thus in order to accurately account
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for variations in DF extinction, as well as extinction variations among tiles in

the Y3 survey footprint, we enacted the following procedure to deredden the DF

input objects and then re-extinct them by an appropriate amount in the injection

WF tile: For the DF objects, we sample the extinction maps described in [177]

at five points (center and corners) in each input DF CCD (of size 9 ′×18 ′) and

record the average of the 5 E(B-V) values. We also record the five-point average

of E(B-V) for the larger (size 44 ′×44 ′) WF tiles. During injection, we deredden

each object by the DF recorded value for its CCD of origin and apply the mean

extinction value for the WF injection tile. This chip and tile-level correction is

simple to implement and distorts the overall magnitude and color distribution of

the DF galaxy sample from the cosmic average only slightly. However, we plan

on implementing per-object extinction corrections in the Y6 methodology. The

used dereddening and extinction values are preserved in the injection truth tables

for later flux and magnitude corrections to enable consistent comparisons between

true and measured quantities.

4.3.2 Input Star Sample for y3-stars

While the majority (∼90%)9 of the injections are sources (both stars and

galaxies) from the DES DF, ∼10% of injections are simulated stars. In addition

to characterizing the photometric response of stars in DES with nearly no galaxy

contamination (see Section 5.2), the y3-stars sample is useful for quantifying the

baseline performance of the DESDM pipeline for the simplest morphologies. This

allows us to isolate the more complex model fitting issues for the heterogeneous

y3-merged sample.

The morphologies are modeled as pure delta (δ) functions convolved with the
9Most tiles were run with a 9-1 ratio between input catalogs, but the first 152 tiles of Run2

were run with an 8-2 ratio.
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local PSFEx solution used during injection. The magnitude and color distributions

are based on the local stellar population in each of the 10,338 tiles in the Y3

footprint. For example, areas of the survey with higher stellar density near the

galactic plane received more bright stars than areas toward the south galactic pole

in the center of the footprint. To represent color distributions fainter than the WF

limit of i∼24, the color distribution near i∼24 was extended by two magnitudes to

i∼26 using models of the Galactic disk and halo [178]. The simulated star catalog

has already been corrected for extinction, so no other preprocessing is required.

The measurement pipeline has no knowledge of the difference in input star/galaxy

classification and returns the same CModel fits as y3-merged.

4.3.3 Object Classification and Differences in Measure-

ment Likelihood

While we expect y3-merged and y3-stars will be used for calibration of DES

galaxy and stellar systematics respectively, there are additional star injections in

y3-merged as it draws from all sources in the DF that pass quality cuts. Sources in

the DF catalog have been classified with a k-nearest neighbor algorithm10 trained

on a subset of objects that have near-infrared (NIR) data from the UltraVISTA

survey ([173, 179]). The classifier’s stellar sample is not perfectly complete from

magnitudes 18 < i < 24 (an average of 93%), but its mean weighted purity is

greater than 98% over the same range. The requirement of successful detection and

measured photometry for all ugrizJHK bands reduces the total number of objects

with classification by 44.5%. The cut NearestNeighbor_class=2 selects this star

sample while NearestNeighbor_class=1 will select the classified galaxies. The

DF stars are not used in the analysis of the Y3 stellar photometric performance in
10This classifier was added after the Balrog runs completed, and so is not included as one of

the truth columns. It has to be matched to the relevant Y3 DF catalogs.
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this paper but are available if a larger sample is required for a given science case.

However, we do use these classifications when estimating the galaxy contamination

in Y3 stellar samples in Section 5.4.

We note that there is a subtle difference in the measurement likelihoods cor-

responding to each sample. The likelihood of the δ-sample, Lδstar, assumes perfect

classification knowledge and is given by

Lδstar = p(θmeas, cmeas|θtrue, ctrue =star) (4.1)

= p(θmeas, cmeas|θtrue), (4.2)

where θmeas and θtrue are the measured and true objects’ photometric parameters

and cmeas and ctrue are the corresponding object classifications. Alternatively, the

likelihood of the DF star sample, LDF
star, accounts for the uncertainty in the truth

classification:

LDF
star = p(θmeas, cmeas|θtrue, ctrue). (4.3)

This becomes particularly relevant if one wants to combine results from Sections

5.2 and 5.3 for modeling errors of the composite sample. The needed condi-

tional probabilities that capture the stellar efficiency and galaxy contamination

of y3-merged can be derived from the results in Section 5.4.

4.3.4 Sample Selection & Injection Strategy

While in principle we would randomly sample from all sources in the DF, there

are some methodological and practical considerations that led to the following

conservative cuts:
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flags = 0

AND mask_flags = 0

AND in_VHS_footprint

AND bdf_T < 100

AND bdf_flux / bdf_flux_err > -3

AND bdf_det_mag < {25.4, 24.5}

First, we eliminate any objects flagged with model fitting errors or in manually

masked regions. We also require injections be from regions with external observa-

tions in the near-infrared (IR) as these IR bands are critical for the photometric

redshift calibration (see 6.1). We restrict the characteristic size of the injections

(bdf_T) to be less than 100 arcsec2 (corresponding to ∼10 arcsec) to reduce the

rate of Balrog-Balrog blends and proximity effects on the injection grid – though

this selection may result in slightly over-sampling large, highly-elliptical galaxies.

In addition, this choice may be in conflict with other potential science cases such

as measuring the detection efficiency and photometric response of low-surface-

brightness (LSB) galaxies [180]. Next, we remove objects with flux to error ratios

of less than -3 in any band; this cut was needed after inspection of the DF catalog

showed that there was an excess of objects with extremely negative flux values

compared to WF measurements (though ngmix fluxes are clipped below 10−3 when

computing magnitudes).

Finally, we apply a detection magnitude limit of 25.4 to limit the time spent on

injections that have almost no chance of being detected while still using a source

catalog that is ∼2 magnitudes deeper than WF. As described in the beginning

of Section 4.3, this limit was derived from the mean dereddened riz bdf_flux of

injections that had at least a 1% chance of being detected during a 200 tile test

of Run2. We do not consider the flux in g in this calculation as it is not used in

the detection image in DESDM processing. The Run2a limit of 24.5 was chosen
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based based on requirements for the lens magnification measurement detailed in

[181] (and described further in Section 6.2). After making this selection, the DF

injection catalogs used in Run2 and Run2a have just over 1.23 million and 746,000

objects respectively.

The star catalog was sampled to its full depth of 27th magnitude in g at a

fraction of 10% of the total objects injected into Run2a and (most) Run2 tiles. No

additional cuts were made. Since the relative contribution of Galactic stars to

the total object count peaks at about 21st magnitude in a standard Y3 tile, these

injections do not dominate the faint end of the distribution.

Choosing the injection density per realization is a trade-off between increas-

ing the statistical power of the catalogs, reducing the rate of Balrog-Balrog

blends, and reaching the desired footprint coverage given available computational

resources. Ideally, we would measure the response of a single source added to

DES images for a high number of realizations. As this is unfeasible we instead

add objects on a hexagonal lattice with 20 ′′ spacing using a MixedGrid (see §A.3)

for a single realization, corresponding to a density of ∼7.8 objects per arcmin2 (or

about 40% of the total Y3 density).

We can achieve a much higher injection density than that used in [17] as we

do not randomly sample the positions which greatly reduces the self blending rate

of injections. This is crucial as running a single Balrog tile realization in Y3

takes ∼40 times longer than in SV and Y1 due to the increased complexity of

the injection framework and additional photometric measurements. While this

does in principle limit the ability to use Balrog injections as randoms to measure

clustering signals on scales at and below the grid size, this is currently well below

the scale cuts of order 10 ′ used in the Y3 analysis. In addition, we note that

Balrog can still be used for studies of samples with intrinsic clustering by sub-
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sampling the full catalog of grid injections to match the desired clustering signal.

However, this relatively high density could have significant implications for a

non-local deblender like the one used in MOF. In early testing, we found that

this level of injection density can sometimes lead to nearly all objects in a tile

becoming a single MOF FOF group. Such non-local effects are less relevant for

SOF except in cases where blends of other nearby injections with large, real sources

may change how the masking of the blend is handled (or for extremely large

injections that would be captured in the MEDS cutout of other injections, which

is why we cut on the injection size). Dealing with non-local contributions to the

measurement likelihood may be an important consideration for Y6 as the object

detection threshold is lower and proximity effects are more of a concern.

4.3.5 Blending and Ambiguous Matches

An important caveat in using an object injection pipeline like Balrog is that

there is often inherent ambiguity in the matching of the new object catalogs to

the injections. Remeasurement on the injection images changes the number of

detections and catalog ID assignments in unpredictable ways, and light profiles

that were previously considered distinct detections can be blended together into

single objects. While we will show that the fraction of ambiguous cases is rela-

tively small at our injection density in DES images (<1.5%) and can in principle

be removed for our photometric tests, this ignores the increased shear noise and

root mean square (RMS) of the measured ellipticity distribution for these objects

which may be a dominant systematic for weak lensing measurements in deeper

surveys like LSST [120]. In addition, highly non-linear detection and photometry

algorithms can often respond in unexpected ways to perturbations (particularly

deblenders that are intrinsically non-local) which can lead to additional spurious
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detections and splitting of objects. As a rule: Any matched catalog from an injec-

tion pipeline has made assumptions about ambiguous matches and blending! For

these reasons, we save the full remeasured photometry catalogs so that different

matching procedures can be applied depending on the desired science case. This

is distinct from the approach in [17] which ran remeasurement in SExtractor’s

association mode near injection positions.

However, it is useful to have a standard catalog sample with consistent match-

ing for downstream cosmological analyses. Unless otherwise specified, Y3 analyses

using Balrog catalogs use a catalog which applied the following matching prescrip-

tion: We define the antecedent of any blend as the “brightest” of the individual

objects that contributes to it by some metric. Each blend thus comprises a noisy

version of the antecedent as well as the non-detection of all other contributors to

the blend. This approach gives a consistent and complete assignment of detec-

tion, non-detection, and antecedent to all objects of interest in the remeasured

images and strikes the desired balance of including photometric scatter by blend

contributors while excluding extreme outliers due to faint injections near existing

bright objects. In addition, in the absence of measurement noise this scheme sets

a maximum for the possible flux error of the antecedent in a two-object blend to

be |∆mag|∼0.75; a factor of 2. An overview of how this scheme applies to the

most common case of a two-object blend is shown in Figure 4.7.

The above prescription requires a brightness metric to determine the an-

tecedent. We use the average of the dereddened Gaussian-weighted aperture

(GAp) fluxes in each of the DES detection bands (riz). GAp fluxes are concep-

tually similar to GAaP fluxes described in [182] but instead measure the aperture

flux for source profiles before convolution with the PSF. These fluxes are computed

analytically from the MOF bdf fits to the DF injections and the SOF CModel fits
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Figure 4.7: An overview of how ambiguous matches can arise in the case of a two-
object blend. A black cross mark denotes the position of a Balrog injection while
a gold cross mark denotes the position of a Y3 GOLD detection. A circled cross
mark indicates a detection in the Balrog catalog while the dashed circle indicates
the region inside of the search radius r2. Case (A) is by far the most common and
is unambiguously a Balrog injection. Case (B) has both the injection and the
GOLD object detected within r2 but is extremely rare; in this case we select the
closer detection. Cases (C) and (D) are true blends where there is ambiguity in
whether to classify it as a Balrog object with properties blended by the GOLD
source or as a GOLD object that was blended by an injection. In this case we
assign the object with the larger average riz GAp flux as the antecedent. Only
Case (D) is removed from the Balrog catalogs when applying a match_flag cut.
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to Y3 GOLD objects using a Gaussian weight function with FWHM of 4 ′′. This

allows us to use an estimate derived from our best guess of the flux of the PSF-

deconvolved profile near the relevant object centroids while discounting variations

in measured flux due to morphological differences – particularly those arising from

significant flux contributions from the wings of extended profiles. We use the av-

erage of the detection band δ fluxes for y3-stars since an equivalent GAp flux

is not well defined. This difference only becomes relevant for the brightest star

injections, though in these cases they are very likely to be the antecedent.

The matching procedure is implemented in two separate steps. First, the injec-

tion positions are matched to the closest object in the remeasured photometry cat-

alogs within a search radius of r1 = 0.5 ′′. All objects that have a match are saved

in the output Balrog catalogs and undergo the aforementioned post-processing

steps. Afterwards, the output catalogs are matched against the Y3 GOLD cata-

log to compare the relative brightness of any existing detections within a second

match radius r2 for a series of radii from 0.5 ′′ to 2.0 ′′ in increments of 0.25 ′′.

Over 96% of candidate objects have no GOLD sources within the search aperture

and are unambiguously a Balrog injection11. Candidates that have an existing

GOLD object within r2 with mean riz GAp flux below their own are considered

the antecedent and given a match_flag_{r2}_asec=1 to indicate the presence of

a nearby real source. Candidates that have a match within r2 but have a smaller

mean GAp flux than the existing object are assigned match_flag_{r2}_asec=2

and are recommended to be cut from science analyses. We encode this informa-

tion as a flag instead of cuts to the fiducial catalog to allow Balrog users more

flexibility in choosing how to handle blending and ambiguous cases as needed.

In this paper, we cut on match_flag_1.5_asec < 2 as we found that only 0.1%
11In principle there can be rare exceptions to this such as new spurious detections very close

to injection positions, but we do not consider that here.
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and 0.5% of Y3 GOLD objects were separated at distances less than 1.5 ′′ at i

magnitudes of 21 and 22.5 respectively (or about 1.3-1.8 times the median PSF

size depending on the band).

We show in Figure 4.8 the the difference between the recovered and injected

GAp magnitude, ∆maggap, for all recovered Run2 objects for three choices of am-

biguous matching cuts. In the left panel where no cut on ambiguous matches has

been made, there is a long, asymmetric tail for negative ∆maggap where the recov-

ered GAp flux is up to 10 magnitudes brighter than the input. While there can be

extremely large magnitude responses to model-fitted photometry in crowded fields

or extreme imaging conditions (see Section 5.3.3), we expect GAp magnitudes to

be less sensitive to these failure modes and most large discrepancies to be due

to ambiguous matches. This is indeed the case: In the following panels where

a match flag with r2 of 0.5 ′′ and 1.5 ′′ are used to create the sample, the worst

GAp response outliers have been removed and the fraction of detections where

|∆maggap| > 1 falls by 41% and 65% respectively. Some remaining scatter beyond

|∆maggap| = 0.75 is expected even for an optimal r2 due to ambient light in dense

fields, blends with extended sources, and image artifacts, though the number of

objects below ∆maggap = −1 for the 1.5 ′′ cut falls by over an order of magnitude

for each bin of unit size.

With ambiguous matches dealt with, the Balrog catalogs are now ready to be

used for diagnostics, photometric performance characterization, and measurement

calibrations. We discuss the first two in the next chapter and summarize the most

important applications for the DES Y3 cosmological analysis in Chapter 6.
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Figure 4.8: The effectiveness of our ambiguous matching scheme, illustrated by the difference in measured vs true i
band GAp magnitude (∆maggap) as a function of input GAp magnitude for three ambiguous matching choices. The
overplotted contours contain 39.3%, 86.5%, and 98.9% of the data volume, corresponding to the volume contained by
the first three σ’s of a 2D Gaussian distribution respectively. The percentage of detections outside of the dashed region
denoting |∆maggap| < 1 for each choice is labeled in the bottom left of each panel. The left panel shows the ∆maggap
response for y3-merged when no cut is made to handle ambiguous matches. The following two panels show the same
distribution after cutting on the match flag using a r2 of 0.5 ′′ and 1.5 ′′ respectively. The outlier tail significantly decreases
in size as more ambiguous blends are accounted for, with nearly three times less objects outside of |∆maggap| < 1 when
using the fiducial value of r2 = 1.5 ′′.
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Chapter 5

Characterizing the Photometric

Performance of DES Y3

Here we present the photometric performance of the DES Y3 science catalogs

using the Balrog DF sample y3-merged along with the synthetic star sample

y3-stars. While there are many photometric catalogs and science samples of

interest for Y3, here we largely focus on the SOF CModel photometry of a basic

Y3 GOLD sample [128] used as a starting point for more restrictive samples.

Unless otherwise specified, the cuts for this sample are given by

FLAGS_FOREGROUND = 0

AND FLAGS_BADREGIONS < 2

AND FLAGS_FOOTPRINT = 1

AND FLAGS_GOLD_SOF_ONLY < 2

AND EXTENDED_CLASS_SOF >= 0

AND MATCH_FLAG_1.5_ASEC < 2

along with any appropriate object classification cut which will be mentioned

when relevant. Note that FLAGS_GOLD_SOF_ONLY is used in place of the typi-

cal FLAGS_GOLD as we are unable to compute the first bit flag without y3-merged
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MOF runs. While ∼3.5% of Y3 GOLD objects have FLAGS_GOLD=1, no Y3 cosmol-

ogy analyses currently use this flag bit due to the use of SOF or Metacalibration

photometry in favor of MOF. Additional samples for a few interesting Balrog

applications are discussed in more detail in Chapter 6.

We begin by examining how representative the Balrog catalog properties are

compared to Y3 GOLD in Section 5.1, including a detailed look at how the number

density fluctuations of both samples vary with respect to survey property maps.

We then show the magnitude and color responses of y3-stars and y3-merged

along with a discussion of interesting photometric failure modes in Sections 5.2

and 5.3 respectively. We then end by characterizing the performance of the

EXTENDED_CLASS_SOF star-galaxy separator, using the extremely pure y3-stars

sample whenever possible. As it is not practical to plot the photometric responses

of all quantities of interest, one-dimensional Gaussian summary statistics for many

relevant parameters are provided in Appendix C.

5.1 Consistency with DES Data

Even without perfect emulation fidelity, we expect the measured Balrog prop-

erty distributions to closely resemble DES catalogs if we are indeed sampling an

adequately representative transfer function and input sample. We will broadly

check this agreement at various steps along the measurement path: object de-

tection, photometric properties, and correlations with survey systematics – along

with how these differences impact a typical clustering signal measurement. As

we are primarily interested in the consistency in the transfer function of galax-

ies for cosmology, we use the y3-merged sample throughout and mention any

classification cuts when relevant.
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5.1.1 Completeness

We begin with object detection. Of the nearly 26.5 million galaxies injected in

y3-merged, just over 41.9% were detected during re-measurement after accounting

for ambiguous matches. However, as this catalog is the merger of two runs with

different magnitude limits, it is more accurate to say that 36.3% and 59.4% of

objects were recovered for Run2 and Run2a respectively. The fraction of injections

contained in the fiducial sample drops to 14.4% and 44.2% after considering the

basic flag and mask cuts described above. To simplify the comparison on the faint

end we use only Run2 for the following comparison as it is about a magnitude

deeper.

The detection completeness of sources in griz for Run2 (points) compared

to Y3 GOLD objects in the X3 supernovae field (lines) is shown in Figure 5.1.

The completeness is plotted as a function of reference magnitude; the injection

magnitudes for Balrog and the DF measurements of objects in the X3 field for Y3

GOLD. As we are comparing the mean completeness of the Balrog sample across

all Run2 tiles to only a small region for Y3 GOLD, to make a fair comparison we

estimate the uncertainty in the difference with 50 jacknife samples of the Run2

footprint. Note that the inferred completeness is only robust until the forced

magnitude limit cutoff of 25.4 indicated by the dashed vertical line; beyond this

point, the sampled injection objects have inherited a selection bias that forces

at least one of the other detection bands to be significantly brighter than the

magnitude limit and thus is more likely to be detected.

Overall the completeness measurements are quite similar, with the only dis-

crepancies greater than twice the estimated error occurring for the brightest g

band magnitudes and the faintest i and z bin. The Balrog g band completeness

dips on the bright end despite the very high S/N as g is not included in the com-

114



19 20 21 22 23 24 25 26
Reference Magnitude

0.0

0.2

0.4

0.6

0.8

1.0

De
te

ct
io

n 
Co

m
pl

et
en

es
s

g
r
i
z

Y3 GOLD vs. SN-X3
Mean Balrog

Figure 5.1: The fraction of objects recovered by band and input injection magni-
tude. Solid lines show completeness measurements comparing the wide and deep
samples on the SN-X3 field as described in Section 5.2 of [128]. Points with error
bars are the Balrog mean completeness measurements for the full sampled Run2
footprint. Errors are the standard deviation of 50 jacknife samples of the sampled
footprint, rescaled as appropriate for the area of the SN-X3 field. The dashed
vertical line indicates the injection effective magnitude limit of 25.4.

posite detection magnitude image limit, and thus objects bright in g band but not

in other bands are sometimes not detected. This is not seen as significantly in the

Y3 GOLD sample which suggests that the input DF sample over represents these

kinds of objects. It is more difficult to determine possible discrepancies past the

detection threshold in each band without careful examination of both measure-

ments, though their residuals are only marginally beyond 1-σ and could simply

be statistical fluctuations. While it is encouraging to see similar detection prop-

erties between Balrog and the data, that alone is not enough to ensure sufficient

similarity for science calibrations.
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5.1.2 SOF Photometry

We can make similar comparisons of the measured photometry. Figure 5.2

compares the recovered Balrog SOF griz magnitudes, g−r and r−i colors, and a

few morphological parameters to Y3 GOLD after both samples have applied basic

cuts. The comparison is in absolute counts with Balrog in blue and the mean

of 100 GOLD bootstrap subsamples of identical size to the y3-merged sample in

black. The standard deviation of the subsample counts in each bin are used to

estimate the uncertainty, and the percent errors of the binned residuals are plotted

below each distribution.

The distributions are qualitatively extremely similar in the most dense regions

of parameter space for most quantities, with the most obvious discrepancies oc-

curring in the low-density tails of the distributions. This is particularly noticeable

for the magnitudes and colors. The relative residuals confirm this: While nearly

all Balrog magnitude bins have fractional distribution differences below 5% of

the mean Y3 GOLD sample from 18 to 24, the region of interest for most Y3 cos-

mological analyses, Balrog counts in magnitudes below 18 underestimate GOLD

by 10 to 50% by magnitude 16. The colors are similar with the only discrepancy

above 5% in the densest regions occurring at 1.3 < g − r < 1.5, values typical of

M-dwarf stars [183]. A few other notable discrepancies are that Balrog appears

to underestimate the number of objects with ellipticities cm_g_{1/2}∼0 and neg-

ative size parameter cm_T relative to the Y3 GOLD sample - both of which are

again values typical of stars.

We stress that these binned residuals are still a largely qualitative check on

the agreement between property distributions as they are very sensitive to sample

selection. For example, the relative error in cm_T, cm_g_1, and cm_g_2 near zero

are all significantly smaller after applying the stellar cut EXTENDED_CLASS_SOF
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Figure 5.2: Comparison of the y3-merged sample (in blue) vs. Y3 GOLD (in
black) for measured griz magnitudes, g − r and r − i color, shape parameters
cm_g_1 and cm_g_2, size cm_T, flux component ratio cm_fracdev, size component
ratio cm_TdByTe, and i band S/N. Both samples have had the basic cuts applied
as described in the beginning of the chapter. To compare the distributions, we
resample Y3 GOLD with replacement to match the size of the y3-merged catalog
100 times and plot the mean and std of these bootstrap samples in black. The
percent error of the binned residuals are shown below each distribution, which
have been zoomed in to show the results of the most relevant regions. The region
corresponding to +/-5% has been shaded in gray. When quantities do not have
hard boundaries, we include at least the 2nd-97th percentiles of the values.
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> 1 which indicates that the y3-merged sample does not capture the transfer

properties of stars as well as galaxies. Yet the shape of these residuals often

indicate important real differences. The change in residual sign near the detection

threshold in each band indicates potential small differences in the effective depth of

the samples, and the overabundance of Balrog objects with cm_fracdev near 0.5

reflects the effect of parameter priors not matching the true underlying distribution

as discussed in section 4.2.3.

In addition, residuals consistent with zero even under the assumption of perfect

emulation fidelity requires a completely representative input sample. There are

many known reasons for why our input sample fails this requirement, a few of

which we discuss here:

(i) The DF sample underestimates cosmic variance as it only uses objects from

a tiny fraction of the sky, which is particularly a problem for the stellar

population as its distribution varies across the sky much more strongly than

galaxies.

(ii) The photometric pipeline used to make measurements of DF objects is not

identical to the one used in the WF in order to deal with non-dithered ob-

servations, an increased blending rate, the large number of exposures per

detection, and instabilities in the detection of very faint sources in the pres-

ence of diffuse emission (see [173]).

(iii) The morphological model fits to the DF objects are subtly different (bdf

vs cm) which we have shown can introduce small biases in other parameters

such as the magnitude.

(iv) CModel is not an appropriate photometric model for all objects in the sky.
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There are simple practical limitations that contribute to these discrepancies

as well, such as limiting the size and magnitude distribution of objects to reduce

Balrog-Balrog blends and the computational time spent on injecting near certain

non-detections. We discuss these issues more in Chapter 7.

5.1.3 Spatial Variation and Property Maps

While the overall similarities in the photometries are encouraging, what is most

critical is how well Balrog reproduces the measurable signals used in cosmological

analyses as well as correlations with spatially varying image conditions and survey

properties. These systematic trends are particularly important when measuring

the galaxy clustering signal where local observing conditions can imprint fluctu-

ations in number density that are not cosmological in origin such as variations

in seeing, depth, and sky brightness [184]. We now investigate the similarity of

these systematic trends in Balrog and Y3 GOLD for a highly incomplete sample

where the variation is more apparent, before looking at their contribution to the

clustering signal itself for a cosmology-like sample in Section 5.1.4.

Figure 5.3 compares the number density of all y3-merged and Y3 GOLD

galaxies with basic cuts as a function of survey property in overlapping HEALPix

[185] pixels of NSIDE=2048, corresponding to an area of 2.95 arcmin2. The sur-

vey properties are assigned from the Y3 HEALPix maps in [128] (based off the

methodology in [127]) that have been rescaled1 from a Nside of 4096 to 2048 to

smooth out irregularities in the pixel occupation distribution due to the regular

structure and lower density of Balrog sources. The uncertainty in number den-

sity was estimated by resampling the pixels used in each sample of equal size with

replacement for 100 bootstrap samples. The distribution of the rescaled survey
1The map rescaling is done by averaging all non-empty pixels.
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properties for the Y3 GOLD sample are plotted in the background in green to

highlight typical property values.

With a few notable exceptions, the number density of the two samples match

closely in both amplitude and shape. It is especially encouraging to see Balrog

capturing the high frequency structure in the dependence of a few of the more com-

plex trends such as the local sky brightness (skybrite) and airmass. The largest

differences in recovered number density occur for extremely rare values of a few

properties such as the quadrature sum of zeropoint uncertainties (sig_zp) and

exposure time (exp_time) and are not particularly concerning. However, there

are still some more serious unresolved discrepancies in amplitude – particularly

in r band seeing and airmass. The same potential issues in input sample rep-

resentativeness and photometric assumptions discussed previously apply to these

measurements, but it is not immediately clear why these issues would manifest in

a band-dependent fashion in seeing or why the largest discrepancies occur for an

indirect parameter of the images like airmass. These differences may be indica-

tive of features in the transfer function not currently captured by Balrog such

as PSF modeling errors with unexpected chromatic effects or the unapplied in-

jection zeropoint corrections. Such differences warrant further investigations in

preparation for an improved Y6 Balrog methodology but do not themselves indi-

cate insufficient consistency for a clustering measurement. We explore this further

below.

5.1.4 Galaxy Clustering Systematics

Many of the core science cases of interest to cosmology involve measurements

of galaxy clustering. To be useful in calibrations for this purpose, it is not enough

that the number counts of Balrog and Y3 GOLD galaxies follow the same trends
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Figure 5.3: The trend in number density fluctuations N/<N> as a function of
various survey observing properties for the full (and highly incomplete) Balrog, in
blue, and Y3 GOLD, in black, samples after basic cuts for overlapping HEALPix
pixels of NSIDE=2048. The distribution of survey condition values for the rescaled
Y3 GOLD map is displayed in the background in green to highlight typical values.
The property maps are described in Table E.1 in [128], but we briefly defined
them here in order from the top: the mean PSF size, the local sky brightness, the
quadrature sum of the zeropoint uncertainties, the variance of the sky brightness,
the airmass, and the exposure time.
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with image properties like those shown in Figure 5.3. Where the systematic error

is independent of the signal (as, for example, variations in the airmass and the

true galaxy density on the sky are statistically independent of one another), the

resulting variations in survey depth enter, to leading order, as additive systematic

errors in the two-point statistics used for cosmology. Correcting for these observa-

tional systematics is critical for unbiased cosmological inference from clustering,

and the ability to use Balrog as object randoms with realistic measurement biases

– if it sufficiently captures the clustering fluctuations of the data – offers an ideal

calibration method without using the data vector directly which avoids possible

overfitting (see [17, 186, 187]). In addition, direct calibration with Balrog would

eliminate the need to identify all sufficiently important survey property contribu-

tions at a desired precision (and avoid biases from any unidentified systematics)

while potentially allowing for measurements on larger scales where the true signal

is very small and the corrections have to be extremely accurate.

Here we estimate the approximate impact on the clustering signal due to sys-

tematic differences between Balrog and Y3 GOLD for a sample broadly similar to

the MagLim science sample described in [188], where we cut both the Y3 GOLD

and Balrog samples to 17.5 < i < 21.5 in addition to the previous cuts. We

make density maps based on each property map across the full Y3 GOLD foot-

print by interpolating the trends in Balrog and GOLD to fill in cells where we

do not have injection samples. These maps are estimates of the MagLim galaxy

number density fluctuations in Y3 if they could be completely described by the

survey property in question2. We then estimate the angular power spectra of both

interpolated maps for each survey property using the pseudo-C` estimation code

PyMaster3 [189]. These are then compared to the power spectra of the survey
2Where only regions with Balrog samples are used for the estimate.
3https://pypi.org/project/pymaster/
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property maps themselves along with a typical nonlinear galaxy power spectrum

at z = 0.7 computed with the CAMB [190] implementation of the nonlinear power

spectrum described in [191]. Finally, we compute the differences in power from

the interpolated Balrog and Y3 GOLD density maps as a fraction of the galaxy

power spectrum at each `-scale.

Results for the best (g band PSF FWHM) and worst (i band sig_zp) perform-

ing map are shown in Figure 5.4. Angular clustering systematics for the remaining

survey properties, generated in the same way, are shown in Appendix B. For scales

comparable to or smaller than the DECam focal plane (approximately ` > 200),

the difference between Y3 GOLD and Balrog is in all cases less than 1% of the

typical amplitude of the angular clustering of galaxies (plotted in black). For some

quantities, such as the g band PSF (shown in the top panel in Figure 5.4), the

differences are several orders of magnitude smaller.

While the differences are small in absolute terms, or as compared to a realistic

cosmological signal, the relative deviation between the simulated and real catalogs

is in some cases quite large. It is difficult to disentangle the relative contribution

to these differences from insufficient sampling across survey property values, issues

in the input sample, or missing features in the sampled transfer function (such

as the zeropoint corrections highlighted in Section 4.2.1). We discuss these issues

further in Chapter 7. However, that the absolute additive contributions are well

below 1% at most relevant scales for even a single realization of a 20% sampling

of the footprint gives us confidence that injection simulations like Balrog will be

crucial for systematics calibration of clustering measurements in Y6 and the next

generation of galaxy surveys with even more ambitious precision goals.

Whether Balrog is sufficiently similar to Y3 data ultimately depends on the

science case and desired measurement precision. In addition, the magnitude of
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Figure 5.4: Examples of the survey property maps with the smallest (top row)
and largest (bottom row) estimated additive systematic impact on the clustering
signal from differences in number density between Balrog and Y3 GOLD. The left
panels show the angular power spectrum of the noted survey property (in green)
and the corresponding power spectra of the number densities of the Balrog (in
blue) and Y3 GOLD (in gold) MagLim-like galaxies across the Y3 footprint us-
ing the interpolated trends described in Sections 5.1.3 and 5.1.4. The reference
galaxy power spectrum in black is CAMB’s implementation of the nonlinear mat-
ter power spectrum described in [191], meant to represent a typical cosmological
signal at z = 0.7 with linear galaxy bias parameter of 1. The right panels show
the difference in power between Y3 GOLD and Balrog as a fraction of the fidu-
cial cosmological power spectrum shown on the left. We draw a red dashed line
indicating the 1% systematic error threshold as reference. Even in the worst case,
we find that Balrog is able to capture the clustering amplitude due to variations
in survey properties to better than 1% for ` > 50 (corresponding to θ > ∼3.5)
deg. Equivalent plots for many other survey property maps in all griz bands are
shown in Appendix B.
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discrepancies can depend strongly on the choice of sample cuts - particularly for

those effects related to star-galaxy separation and magnitude limits. However, we

find that Balrog captures a significant amount of the variation in number density

as a function of observing conditions even for extremely incomplete samples, and

achieves systematics control of well under 1% for the clustering measurement of

a typical cosmology sample. For an additional example of how to estimate the

contribution of the intrinsic uncertainty in the Balrog methodology to the Y3

photometric redshift calibration error budget for source galaxies, see [135].

5.2 Photometric performance of y3-stars

As discussed in 4.3.2, the injections in y3-stars consist of pure delta func-

tions convolved with the local PSFEx solution. The extremely high purity of

this star sample with realistic transfer properties is unique to injection pipelines

such as Balrog where we have truth information about the underlying object

classification in addition to its photometry - which is not always the case for

galaxy samples (discussed further in Section 5.3). This eliminates the need for a

traditional star-galaxy separation metric like EXTENDED_CLASS_SOF and (nearly)

removes any bias resulting from misclassified objects, though we still cut on

EXTENDED_CLASS_SOF <= 1 to match what is done to create stellar samples in

Y3 GOLD. The only contaminants in the main star sample come from ambiguous

matches which is why we still cut on match_flag_1.5_asec < 2. This eliminated

1.9% of detections for this sample. Here we focus on the photometric perfor-

mance and leave the discussion on stellar completeness and galaxy contamination

in Section 5.4. We remind the reader that this sample probes a subtly differ-

ent measurement likelihood than that of y3-merged as we have knowledge of the

underlying object classification, as described in 4.3.3.
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While the underlying morphology of stellar profiles is not well described by

a Sérsic model, we still use the SOF CModel fits for the stellar sample as there

was a systematic calibration offset in the PSF model photometry used in Y3

measurements on the data. This has been corrected for Y6 processing but leaves

us without a reliable PSF photometry for our response measurements. However,

ultimately this has only a small impact on the recovered photometry for sources

smaller than the PSF as these objects are fit with a cm_T size near 0 – effectively

eliminating the Sérsic components.

5.2.1 SOF CModel Magnitudes

The difference in recovered CModel magnitude compared to input magnitude

∆magδ as a function of input magnitude for griz is shown in Figure 5.5. Density

contours are plotted on top of the scatter with percentiles equivalent to the first

three sigmas of a 2D Gaussian distribution, corresponding to 39.3%, 86.5%, and

98.9% of the total data volume. The mean response bias <∆magδ>, median

response ∆̃magδ, and scatter σmagδ in truth magnitude bins of size 0.25 magnitudes

are over-potted in black bars. These summary statistics provide estimates for the

statistical precision and accuracy of the SOF magnitudes, though we stress that

the underlying distributions are not Gaussian. These are compared to the mean

reported SOF error in the bin indicated by the dashed white curve which do not

attempt to account for systematic effects.

The overall calibration of CModel for the stellar sample is quite good, with

<∆magδ> and ∆̃magδ ranging from 1-10 mmag (or 0.1-0.9%) across all bands up

to an input magnitude of 20 and between 2-15 mmag (0.2-1.4%) for 20 <∆magδ<

22 except for the final two z band bins. <∆magδ> stays under 1.5% for each

band in all bins where the number of objects are increasing (input magnitudes
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Figure 5.5: The distribution of differences in recovered griz SOF CModel mag-
nitude vs the injected δ-magnitude (∆magδ) as a function of input magnitude for
the y3-stars sample. The density is overplotted where the contour lines corre-
spond to the percentiles of the first three sigmas of a 2D Gaussian, containing
39.2%, 86.5%, and 98.9% of the data volume respectively. The mean (solid), me-
dian (dotted), and standard deviation of the magnitude responses in bins of size
0.25 magnitude are shown in the overlaid black bars. These are compared to the
reported SOF CModel errors by the dashed white lines which do not attempt to
account for systematic effects. The marginal distributions of ∆magδ are included
to highlight the small relative volume of the outlier tails.
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of 23.5, 22.5, 22, and 22 respectively) except for the final z band bin which is

∼1.7%. The responses are a bit higher than the quoted 3 mmag uniformity of

Y3 GOLD stars when compared to the Gaia star catalog ([128, 192]), though the

Y3 GOLD uniformity was measured only with respect to Gaia’s G band which

we find to have the best photometric performance (differences of 0.5-6 mmag)

over the quoted magnitude range. The Y3 GOLD measurement used a restricted

0.5 < g − i < 1.5 color range as well which eliminates the worst outliers that we

still consider here. In addition, the larger discrepancies found here could be the

result of the CModel model-misspecification bias discussed previously.

The response bias and scatter increase significantly after these points due to

competing systematic effects as the sample becomes progressively more incom-

plete, with the mean responses rising to ∼1.5−3% as they approach the detection

threshold in each band. Small sample sizes and strong selection effects lead to

<∆magδ> and ∆̃magδ biases of ∼4% for g and r by 24th magnitude, while the

biases of the much shallower i and z rise significantly to over 10%. At the median

coadd magnitude limits quoted in Table 2 of [128] of 24.3, 23.0, 22.6, and 22.2

(corresponding to a S/N of 10), the mean griz biases are measured to be 3.0%,

4.1%, 2.5%, and 2.2% respectively. The complete set of values for all binned

summary statics are included in Table C.1. While the underlying measurement

likelihood of these objects is non-Gaussian, the morphological simplicity of stars

results in these summary statistics qualitatively capturing the response features

well when complete. We will return to this point in Section 5.3 where the situation

is significantly more complicated.

There is evidence of a small band dependence in both the accuracy and pre-

cision of the magnitude response. This is most evident when comparing g band,

where ∆magδ is never above 5 mmag (0.5%) too faint below an input magnitude
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of 23.25, to the z band ∆magδ which is exclusively above 5 mmag too faint over

the same interval. Unlike the blank image tests in Section 4.2.3, the ∆̃magδ values

for each band in a bin have a distinct, monotonically increasing shape with the

spread between the bands consistently 5-10 mmag brighter than injection mag-

nitudes of 21. However, this effect is much less pronounced when binned by the

measured S/N in each band where the detection significance and local sky back-

ground is taken into account. Binned in this way, ∆̃magδ is nearly identical for

i and z bands for S/N greater than 20 while g and r are consistently offset by

at least 5 and 2 mmag respectively. As this band-dependent response in ∆̃magδ
was not present in the blank image tests, it may suggest issues in the real image

calibration such as the estimation of sky background which we discuss more in

Sections 5.3 and 6.3.

5.2.2 SOF CModel Colors

Of primary interest is the accuracy of the recovered colors due to their impor-

tance for photometric calibration, star-galaxy separation, photometric redshift

estimation, and the study of Milky Way structure. We plot the difference in mea-

sured SOF CModel g− r, r− i, and i− z color vs. input color with respect to the

input color in Figure 5.6. The contours and summary statistics are computed in

the same way as the magnitudes, though with a bin size of 100 mmag for g−r and

r− i and 50 mmag for i−z. The color calibration for this sample is excellent. For

the three colors examined here, the median color difference ∆̃cδ is never greater

than 5 mmag (0.5%) from injected color of -0.25 to 1.25 and is most commonly less

than 3 mmag (0.3%). Beyond 1.25, ∆̃cδ grows to a maximum of 25 mmag (2.3%)

too blue for g − r while for r − i it never exceeds an absolute difference of over 3

mmag. The mean responses vary significantly due to extremely long scatter tails
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Figure 5.6: The distribution of differences in measured SOF CModel g−r, r− i,
and i− z color vs. the injected δ-color (∆cδ) as a function of input color for the
y3-stars sample. The density is overplotted where the contour lines correspond
to the percentiles of the first three sigmas of a 2D Gaussian, containing 39.2%,
86.5%, and 98.9% of the data volume respectively. The mean (solid), median
(dotted), and standard deviation of the magnitude responses in bins of size 100
mmag magnitude for g − r and r − i and 50 mmag for i − z are shown in the
overlaid black bars.

in both directions from the magnitude difference and are less reliable estimators

of the overall performance in this case. However, they tend to be within a factor

of two of the medians except for g−r which increases in absolute size dramatically

after 0.75 due to the long tail as can be seen in the figure. The full set of summary

statistics are shown in Table C.1. Notably we do not find evidence of a systematic

chromatic response in CModel color.

Next we compare the color-color diagrams for g− r vs r− i and r− i vs i− z

for the input and recovered samples in Figure 5.7. As expected, the recovered

injected colors have broader distributions due to the inherited WF noise as well

as moderately large magnitude scatter near the detection threshold. However,

the broadening is concentrated outside of the 1-σ contours where the agreement

is extremely similar.
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Figure 5.7: The g − r vs. r − i and r − i vs. i − z color-color distributions for
the input colors in blue and measured colors in black. The density contour lines
correspond to the percentiles of the first two sigmas of a 2D Gaussian, containing
39.2% and 86.5% of the total data volume respectively. The marginal distributions
are included for comparison.
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5.3 Photometric Performance of y3-merged

Unlike the synthetic δ star sample, y3-merged objects are sampled from fits to

real sources contained in the DES DF. Thus not only are the properties of these

injections far more diverse, but we do not have perfect knowledge of their true

classification. However, we anticipate that most uses of this Balrog sample will be

to calibrate galaxy samples used in cosmology analyses. In these cases, we do not

care about the true classification as we want to capture the same contamination

fraction as the data. For this reason we apply the cut EXTENDED_CLASS_SOF > 1

and leave questions of star contamination to Section 5.4. Removing ambiguous

matches with the cut match_flag_1.5_asec < 2 decreased the sample by just

under 1.5%.

There are numerous photometries and parameters whose response can be ex-

plored with this sample. We restrict ourselves largely to SOF CModel colors,

magnitudes, and sizes here for brevity but find similar results for Metacalibra-

tion. As with y3-stars, we include summary statistics of the tabular results in

Appendix C.

5.3.1 SOF CModel Magnitudes

We compare the difference in recovered SOF CModel magnitude vs. true DF

magnitude ∆magDF as a function of input magnitude for griz bands in Figure 5.8.

As with y3-stars, we characterize the photometric performance of y3-merged

measured galaxies with the summary statistics <∆magDF>, ∆̃magDF, and σmagDF

in bins of truth magnitude overplotted in black bars. Unsurprisingly, the overall

scatter in magnitude response for this sample is significantly larger than for the

pure stellar injections due to the rich variety of injected morphologies and issues

with blending of extended sources. The measured σmagDF ’s reflect this by being an
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Figure 5.8: The distribution of differences in recovered griz SOF CModel mag-
nitude vs the injected DF magnitude (∆magDF) as a function of input magnitude
for the y3-merged sample. The density is overplotted where the contour lines cor-
respond to the percentiles of the first three sigmas of a 2D Gaussian, containing
39.2%, 86.5%, and 98.9% of the data volume respectively. The mean (solid), me-
dian (dotted), and standard deviation of the magnitude responses in bins of size
0.25 magnitude are shown in the overlaid black bars. These are compared to the
reported SOF CModel errors by the dashed white lines which do not attempt to
account for systematic effects. The marginal distributions of ∆magδ are included
to highlight the small relative volume of the outlier tails.
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average of over 4 times larger than the corresponding σmagδ distribution over the

same magnitude range, with the ratio reaching as high as 9 for very bright objects.

We then expect the mean response bias <∆magDF> to be larger as well, but their

behaviour is more interesting than the stellar sample. On the bright end below

19th magnitude, the 50th-99th percentile of objects are detected within 30 mmag

(or 2.7%) of truth but there is a clear asymmetric preference for the recovered

flux to be too large for the remaining objects.

This result is driven by a sizeable fraction of bright, extended injections that

are commonly blended with existing Y3 GOLD galaxies and are subsequently

measured to have far too large of a size. The measured fluxes of these objects

vary significantly depending on local conditions and create visible vertical lines in

the response scatter due to their many injection realizations and relatively small

population of objects with true magnitude less than 19. Image cutouts for a

set of these objects along with the 50th and 95th percentiles of their measured

CModel flux profiles are shown in Figure 5.9 – in addition to a more compact,

typical injection at the same input magnitude that does not suffer from proximity

effects or blending. These examples of large magnitude responses correlated with

measured size errors are the first hint of a systematic issue with SOF fits in

crowded fields that we investigate in more detail in Section 5.3.3.

As in the y3-stars sample, we detect a relatively small but clear band depen-

dence in the mean and median responses. For all input magnitude bins brighter

than 23 where the sample is nearly complete, there is a monotonic increase in

the mean and median response in griz with absolute spread of ∼16 mmag, or

about 1.4% difference between g and z. This effect was hinted at in the response

of the pure stellar sample but is far more evident here. This chromatic response

is diluted but not eliminated when binning in measured S/N rather than input
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Figure 5.9: A few examples of injections that contribute to the long scatter tail in magnitude response of bright
y3-merged objects due to blending of extended DF injections discussed in Section 5.3.1. Each injection had a true g
band magnitude between 17 and 19, and we include the tilename and magnitude response ∆m at the top of each panel.
The red lines correspond to the 50th and 95th percentile flux contours of the measured profile. The extended profiles of
these injections cause the MEDS image cutout size to be relatively large which increases the probability of including real
neighbors in the MEDS stamp. This in turn can cause SOF to significantly overestimate the cm_T size and thus a much
larger ∆m than one would naively expect for objects with these bright magnitudes. The final panel shows a typical bright
but compact object that is very well calibrated for comparison. The stretch in each panel runs from −3σskyto + 10σsky.
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magnitude, with ∆̃magDF no longer strictly monotonic and with a typical spread

of 4-5 mmag for riz bands but 10-20 mmag when including g band for S/N greater

than 20.

We believe this chromatic effect is due to a systematic overestimation of

the true sky background level in DES (and thus Balrog-injected) images. The

SExtractor sky mode estimator is somewhat susceptible to the presence of neigh-

boring objects in its sky annulus, especially in moderately to highly crowded

fields. A mode estimate for the background appropriately allows for the fact

that there will be background sources, detections, and undetected sources which

is particularly important in the presence of many sources [164]. As a precise

mode estimation was once computationally impractical, traditional codes such

as SExtractor have in practice used a Pearson-style mode estimator Modeest =

2.5 ·Median − 1.5 ·Mean for background estimation. This can result in a slight

bias in overestimating the background which becomes larger as the field becomes

more crowded and in the neighborhood of bright stars with extended wings (E.

Bertin, private communication).

This sky overestimation results in too faint a measurement of a galaxy’s true

magnitude and the effect is stronger when there is more sky noise per object

signal. The fact that the sky is more crowded as one moves from bluer (g, r)

to redder (i, z) bands could lead to the chromatic effect described above. That

the scale of this effect is lessened by binning objects of similar S/N across bands

together supports this conclusion. Note that these offsets are computed with

dereddened magnitudes, which has the effect of enhancing the chromatic offset

in g band compared to the redder bands. Additionally, [193] analyzed the noise

properties of DES images and found that there was a slight positive bias induced

in the sky noise level due to faint unresolved sources in the field of essentially all
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Figure 5.10: The distribution of differences in measured SOF CModel g − r,
r − i, and i − z color vs. the injected DF color (∆cDF) as a function of input
color for the y3-merged sample. The density is overplotted where the contour
lines correspond to the percentiles of the first three sigmas of a 2D Gaussian,
containing 39.2%, 86.5%, and 98.9% of the data volume respectively. The mean
(solid), median (dotted), and standard deviation of the magnitude responses in
bins of size 100 mmag magnitude for g − r and r − i and 50 mmag for i − z are
shown in the overlaid black bars.

images (see Section 6.3 for more details). The sign of this effect, while smaller,

has the same trend and was found to only be significant for riz bands. We plan

to investigate this further for the Y6 Balrog analysis and potentially propose

additional magnitude corrections to account for this effect.

5.3.2 SOF CModel Colors

Next we investigate the color response of y3-merged objects in Figure 5.10,

where we plot the difference in measured SOF CModel g−r, r− i, and i−z colors

vs the injected DF colors ∆cDF against the input colors. The density contours

and overplotted summary statistics are defined in the same way as the previous

plots. While the color response scatter is significantly larger than in y3-stars,

the overall calibration is still excellent and with less extreme outlier tails than in

the individual magnitude responses. The behaviour of the summary statistics is

slightly more complex but we find that the median color response ∆̃cDF is typically
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∼3 mmag (0.3%) too faint from -0.25 to 0 and ∼1-11 mmag too bright between

0 and 1.0 for all three colors. The responses are much noisier outside of these

regions due to much smaller sample sizes. ∆̃cDF tends to be ∼15-25 mmag (1.4-

2.2%) too faint below 0.25 and 15-25 mmag too bright beyond 1.0 for all colors

(though a bit worse for r − i, reaching 12% too bright near 1.5) while <∆cDF>

differences are about three times as large as ∆̃cDF in the same direction depending

on the color and bin. As with the stellar injections, individual <∆cDF> and ∆̃cDF

bin values can vary significantly due to long scatter tails and we find no evidence

of a systematic chromatic response in CModel color. The full color response is

summarized in Table C.4.

5.3.3 Catastrophic Model Fitting

While Figure 5.8 shows that the vast majority of magnitude responses are well

calibrated and are typically much less than ∆magDF of 0.5, it ignores the very

long tail of up-scattered outliers that are far larger than the measured photometric

errors would predict. The responses of these outliers from blends and catastrophic

photometry failures can be over an order of magnitude larger than those previously

discussed as shown for i band in Figure 5.11 where the contours from Figure 5.8

are overlaid in white.

Here the true complexity of even a small slice of the transfer function is re-

vealed: The many competing effects are often in opposition, with biases in the

opposite direction of long, asymmetric tails that vary as a function of truth magni-

tude in a complex way. Simple Gaussian summary statistics like <∆magDF> and

σmagDF are not able to appropriately capture the magnitude of these features and

we argue that the Balrog samples themselves (or at least higher fidelity forms of

data compression) should be used for most cosmological analyses that need accu-
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Figure 5.11: The distribution of differences in recovered i band SOF CModel
magnitude vs the injected DF magnitude (∆magDF) as a function of input mag-
nitude. The inset corresponds to the i band panel in Figure 5.8 where the density
contours still contain 39.2%, 86.5%, and 98.9% of the data volume respectively.
While most of the density is captured in the inset, it misses many of the rich fea-
tures of the full magnitude response – particularly the long outlier tail of injections
measured to have magnitudes up to 10 greater than truth.

139



rate photometric error modeling. Examples of how the full richness of the transfer

function can be used in photometric redshift calibration and the magnification of

lens samples are given in Sections 6.1 and 6.2 respectively.

However, it is reasonable to be skeptical of magnitude responses of ∆magDF∼2-

8 (a factor of 6-1,600 in flux!) by supposedly well-calibrated photometry pipelines.

To demonstrate what is causing these extremely large differences in recovered flux,

we show in Figure 5.12 a set of injections of the same DF object with r band

magnitude of 21.42 into eight different WF tiles where the red lines correspond to

the 50th and 95th percentile flux contours. In most cases the true magnitude is

recovered within the reported errors of a few percent. However, in four instances

there is at least one nearby object contained in the MEDS cutout image that

interferes with SOF’s ability to provide a reliable fit due to either an excess of

masked pixels in the cutout or residual light unassociated with the injection. The

result is a fitted characteristic size cm_T which is much greater than its actual size.

For this particular injection, the true size of the object (after deconvolution with

the PSF) corresponds to a scale length of 0.77 ′′. Yet in the four cases with nearby

sources the fitted size of the object is at least 1 ′′, resulting in a flux measurement

which is significantly greater than that of the input true flux. In the worst case

for tile DES0346-5248, the target object is by chance injected near a very bright

pair of merging galaxies and is fitted with a scale length of over 17 ′′ resulting flux

2.32 magnitudes brighter than the input DF value.

These photometric measurement failures correlated with errors in measured

cm_T can be even more dramatic. In Figure 5.13 we show eight examples of catas-

trophic fitting failures due to crowded fields, nearby bright stars, and unflagged

image artifacts. These rare but real environments lead to Balrog magnitude

responses from 5 to even 7 magnitudes brighter than the injected truth. We em-
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Figure 5.12: The MEDS image cutouts for a few injection realizations of the same DF object with true r-magnitude
of 21.42 in eight distinct WF tiles (bal_id of 10034605248852). The red contours give the 50% and 95% enclosed light
apertures for the injected object as modeled in each tile. The magnitude response ∆m is listed next to each tile name,
with the cutouts ordered by the magnitude response. Not all cutouts are the same size, as the box size expands based
on the initial SExtractor FLUX_RADIUS measurement. The true scale length of the object (after PSF deconvolution) is
0.77 ′′. The fitted profile for the object on tile DES0149-4123 is 1.0 ′′ and while that on tile DES0346-5248 is an unrealistic
17 ′′, leading to an overestimate of the object flux. The stretch in each panel runs from −3σskyto + 10σsky.
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Figure 5.13: The MEDS image cutouts for eight Balrog objects with extremely large differences between the measured
and injected magnitude ∆m. The red lines correspond to the 50th and 95th percentile flux contours of the measured
profile. These injections happened to be placed in regions of rapidly varying sky brightness, in the spiral arm of a large
spiral galaxy, in a rich cluster, near a stellar diffraction spike, in between two extended galaxies, or simply in crowded
fields. In all cases the fitted size is far too large for the source, which in turn leads to an overestimate of the object’s
flux. This processed is discussed in detail in Section 5.3.3. The stretch in each panel runs from −3σskyto + 10σsky.
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phasize that all of these objects pass the basic Y3 GOLD science catalog quality

cuts described in the beginning of the chapter.

While the exact causal relationship between complex local environments and

extreme magnitude errors requires further analysis, preliminary investigations sug-

gest the following: In crowded fields or areas with unusual image features or ar-

tifacts, the SExtractor FLUX_RADIUS (which defines a circle that contains half of

the total corresponding FLUX_AUTO value) can get artificially inflated in size as

compared to what it would return for an object in an isolated environment. As

a source’s MEDS cutout image size is rounded up to the next integer multiple of

16, this leads to a MEDS stamp that is significantly larger than what is needed to

fit the relevant flux profile in question. This leaves large areas of the stamp with

masked pixels when fit with SOF as the algorithm masks rather than models the

light of other detected sources within the cutout. The resulting CModel fits then

preferentially overestimate cm_T for this subpopulation which can greatly increase

the inferred flux for a given surface brightness measurement - though we defer

investigations into the exact details of the scale and frequency of this effect for a

future analysis.

Even without a complete understanding of the underlying cause, the corre-

lation between ∆magDF and ∆T is evident as can be seen in Figure 5.14. Here

we have plotted the full i band magnitude response of y3-merged but colored

individual responses by the absolute difference in measured cm_T vs. input bdf_T.

The vast majority of injections with truth i-magnitude below 23 with very small

∆magDF responses have T differences much less than 1 which are colored blue.

Bright objects with responses substantially below the zero line have moderately

large errors in recovered T as we discussed in Section 5.3.1, while fainter injections

with enormous magnitude errors have correspondingly large errors in T – reaching
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Figure 5.14: The full i band magnitude response ∆magDF for y3-merged shown
in Figure 5.11 but now colored by the logarithmic absolute error in recovered size
parameter cm_T vs input size bdf_T. The response scatter is largely correlated by
error in recovered size; injections with small ∆magDF values typically have small
errors in recovered T as well (in blue), while nearly all of the extreme magni-
tude outliers have correspondingly large size errors. The correlation is less strong
past the detection threshold at i∼23 where other systematic effects increase in
importance.
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as high as the parameter prior limit of 106 arcsec2 (or scale length of ∼103 arcsec).

The situation is more complicated near and past the detection threshold, about

23rd magnitude in i band, where additional systematic effects become important.

Model fitting photometry codes are complex, nonlinear, and sometimes non-

local algorithms that can have unexpected consequences – particularly for low

S/N measurements, crowded fields, or when image artifacts are not appropriately

weighted or masked. The journey from pixels to catalogs can at times be chaotic,

and our modeling of photometric uncertainties should reflect this.

5.3.4 Scatter from Ambiguous Matches

Despite the efforts described in Section 4.3.5 there will always be some ambi-

guity in the matching to injected sources that can introduce large, non-physical

scatter. To check this, we visually inspected hundreds of the MEDS stamps of

Balrog objects whose absolute magnitude response was greater than 2 – and in

particular the set of objects with large ∆magDF whose size errors were small.

There were a few isolated instances of ambiguous matches where a faint injection

landed in the very center of an extremely bright Y3 star whose GAp flux mea-

surement failed. These can easily be accounted for by adapting our ambiguous

matching algorithm to reject Balrog injections near objects with flagged GAp

fluxes but this was not discovered in time to update the catalogs used in down-

stream measurements. However, this issue has negligible impact as we estimate

only a few hundred instances in the total y3-merged sample.
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5.4 Star-Galaxy Separation

We use the δ injections of y3-stars to estimate the stellar efficiency (or true

positive rate) and the classified DF sources in y3-merged for the contamination

rate (or false discovery rate) for the Balrog star sample as a function of injec-

tion magnitude in Figure 5.15a. The solid, dashed, and dotted lines represent

the fraction of objects classified as less than or equal to an EXTENDED_CLASS_SOF

value of 0, 1, or 2 respectively. While y3-merged is required to estimate the

contamination rate in order to have a realistic relative ratio between star and

galaxy counts, we use the y3-stars sample to compute the efficiency as its truth

classifications are nearly noiseless and the measurement does not need any exter-

nal information about galaxy contaminants. We find that the stars are correctly

classified (EXTENDED_CLASS_SOF <= 1) over 95% of the time below an i band

magnitude of 21.75 and 80% of the time below magnitude 22.75 before dipping to

70% efficiency near the detection threshold at i∼23. The stellar efficiency quickly

drops to below 50% beyond 23rd magnitude. The efficiency of high confidence

stars (EXTENDED_CLASS_SOF == 0) follows a similar trend but reaches the previ-

ously quoted values about 0.5 magnitudes earlier. Alternatively, the rate of DF

galaxies misclassified as stars stays below 10% until 22nd magnitude where there

is a sharp increase until the detection limit where at low S/N it is extremely

difficult to differentiate between classifications. However, we again note that the

stellar efficiency measurement is less noisy due to the higher degree of confidence

in accurate classification compared to the DF sample.

We make equivalent measurements for the galaxy efficiency and contamina-

tion in Figure 5.15b where the solid, dashed, and dotted lines now correspond to

the fraction of objects classified as greater than or equal to EXTENDED_CLASS_SOF

values of 1, 2, and 3. Here we must use sources in y3-merged exclusively as
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Figure 5.15: The efficiency (in blue) and contamination (in red) of the Balrog
stellar sample (a) and galaxy sample (b). We use the δ injections of y3-stars
as our population of true stars for (a) as it is a nearly pure sample, with only
ambiguous matches as potential contaminates. We use the DF injections classified
as galaxies from the DF k-nearest neighbor (knn) classifier described in Section
4.3.3 as our true galaxy sample which has intrinsic uncertainty as detailed in
[173]. For (b), we cannot use the δ injections as the contamination measurement
requires a realistic ratio of galaxy and stars sources in the sample so we instead
use the classified DF stars. Each line corresponds to the fraction of objects above
or below the noted EXTENDED_CLASS_SOF threshold value. We do not expect the
galaxy efficiency to be 100% even at magnitudes where complete due to small
impurities DF knn classifier.
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the ratio between stars in the δ sample and galaxies in the DF sample is not

realistic as required by a contamination estimate. The efficiency is slightly lower

than the stars on the bright end due to impurities in the DF knn classifier but

is quite close to 100% below 22nd magnitude. The efficiency of high-confidence

galaxies (EXTENDED_CLASS_SOF == 3) decreases sharply near the detection limit,

but over 85% of DF galaxies with assigned classifications are correctly identified

(EXTENDED_CLASS_SOF >= 2) down to 24th magnitude in i band. The contamina-

tion rate of stars into the galaxy sample is consistently ∼2% until 22nd magnitude

where it rises slightly to 4% at a magnitude of 23. This low level of contamina-

tion is largely due to the relatively small number of stars compared to galaxies at

these magnitudes and is consistent with the findings quoted in [128]. A table of

the Balrog classification (or “confusion”) matrix as a function of input magnitude

is provided in Table C.5.
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Chapter 6

Applications of Balrog to DES

Y3 Analyses

While estimating photometric uncertainties, completeness, and outlier rates

of DES measurements is extremely valuable on its own as a diagnostic and sys-

tematics discovery tool, the real power of injection pipelines will be their direct

use for calibrating cosmological measurements. The high computational cost of

this latest iteration of Balrog at such high emulation fidelity has significantly

reduced the relative size of the injection catalog compared to the data, which

currently limits our ability to use Balrog for the most ambitious measurements

such as their direct use as randoms for galaxy positions and shapes in two-point

analyses. We discuss this and potential resolutions to this problem in Chapter 7.

However, there is still a rich set of measurements that can be made with even a

partial sampling of the survey footprint that can make a significant impact on the

resulting cosmological constraints from DES.

We now present some of the most important applications of the Y3 Balrog

catalogs, particularly those that are relevant for the DES Y3 cosmology analysis.

Each of the following sections correspond to either a submitted publication or one
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that is at an advanced stage, on which I am a contributing author. We begin with

the photometric redshift calibration of weak lensing source galaxies in Section

6.1 and a measurement of the effect of magnification on lens galaxy samples in

Section 6.2. We then present the discovery of an additional noise component in Y3

images from undetected sources in Section 6.3 which results in increased variance

of BFD parameters and over-subtraction of the background by DESDM software.

We then highlight some of the ongoing work to use Balrog for measurements

of selection effects in galaxy clusters in Section 6.4. To our knowledge, this is

the first time an object injection pipeline has been used for any of the following

measurements or played such a critical role in the calibration of a galaxy survey’s

cosmological constraints. We anticipate that such tools will be even more critical

for systematics control in DES Y6 and upcoming surveys.

6.1 Photometric Redshift Calibration

Chief among the applications of Balrog in Y3 is facilitating a novel infer-

ence method for the photometric redshift calibration of weak lensing samples. As

discussed in Chapters 2 and 3, measuring the distances of sources in photomet-

ric galaxy surveys is extremely difficult without spectroscopic measurements. In

their absence, the distances are usually inferred instead from noisy photometric

properties such as magnitude and color. The large uncertainties in the estimated

redshifts z are handled by placing sources in fairly large tomographic bins and

estimating the redshift distribution n(z) of each bin. Accurately characterizing

each n(z) is one of the most crucial components of the likelihood analysis, and

remains one of the most dominant sources of uncertainty in cosmological infer-

ence from photometric surveys [76]. In the rest of this section, we summarize the

measurement of DES Y3 redshifts for the source sample described in [135] and, in
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particular, the key role Balrog plays in facilitating the calibration.

The DES Y3 photometric redshift inference scheme uses multiple, independent

analyses to jointly constrain the redshift distribution of the weak lensing source

sample:

• Self-Organized Map p(z) (SOMPZ) which leverages the deep, multi-

band observations of sources in the DES DF to measure the density of

galaxies in “cells” of a projected ugrizJHKs color space and map how these

densities change in the projection of the noisier, lower-dimensional riz color

space as measured on the WF. This approach uses the DF as an intermedi-

ary between WF measurements and spectroscopic redshift samples to break

degeneracies in redshift-color space and greatly reduce sample variance, shot

noise, and survey selection effects when an accurate estimate of the survey

transfer function is available [194, 135]. It is for this reason that Balrog

with the DF as the injection catalog plays a central role in calibrating the

method.

• Clustering redshifts that constrain the distances to source galaxies from

their angular clustering compared to a reference sample in narrow redshift

slices [195, 196, 197]. The basis of this method is that the amplitude of the

angular 2PCF is proportional to the fraction of source galaxies in proximity

to the reference sample.

• Shear ratios which compare the galaxy-galaxy lensing signal of different

source bins behind each lens bin on small scales [198, 199]. These ratios are

sensitive to the mean lens efficiency of each source bin as compared to that

of the lens bin, which is dependent on their respective n(z)’s.

The variance of the resulting ensemble of redshift distributions encodes the
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Figure 6.1: A flowchart that illustrates the photometric redshift calibration scheme of the weak lensing source sample.
The three n(z) likelihood functions from SOMPZ, clustering redshifts, and shear ratios are displayed in light gray. Multi-
band color information from the DF is critical for the calibration of SOMPZ, and the mapping between this information
and their WF realizations is captured by Balrog. Taken from [135].
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the uncertainties on the estimated n(z)’s from multiple aspects of the data, and

are marginalized over in the Y3 cosmological likelihood Markov chains using the

HYPERRANK algorithm [200]. As clustering redshifts and shear ratio measurements

are derived from small-scale information and do not utilize color, their derived

constraints are complementary to SOMPZ and are largely independent of cosmo-

logical signals on larger scales. An overview of the weak lensing redshift distribu-

tion calibration scheme is shown in Figure 6.1.

6.1.1 SOMPZ Methodology

Extracting the redshift information from a deep, high-dimensional color space

sample with at least partial spectroscopic measurements to estimate the redshift

of a WF galaxy requires marginalizing over the properties of the deep sample and

the measurement likelihood of the observed properties [194]. The probability for

a particular galaxy to have a redshift of z conditioned on observed WF properties

x̂, covariance matrix Σ̂, and selection function ŝ is then given by

p(z|x̂, Σ̂, ŝ) =
∫
dx p(z|x, x̂, Σ̂, ŝ)p(x|x̂, Σ̂, ŝ), (6.1)

where x are the corresponding properties of the DF sample. As the large dimen-

sionality of the integral in Equation 6.1 makes it unfeasible to directly estimate,

the SOMPZ methodology first introduced in [194] and updated for DES Y3 in

[135] discretizes the smooth color-magnitude space spanned by x and x̂ into cat-

egories c and ĉ called galaxy phenotypes. While there are many non-unique ways

to create a mapping of color-magnitude space to phenotypes, these analyses used

an unsupervised machine learning algorithm to produce a Self-Organizing Map

(SOM; [201]) as it provides a low, (typically) two-dimensional representation of

the data which makes interpolation and visualization much easier to facilitate.
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With this scheme, Equation 6.1 greatly simplifies to1

p(z|ĉ, ŝ) =
∑
c

p(z|c, ĉ, ŝ)p(c|ĉ, ŝ) (6.2)

≈
∑
c

p(z|c, ŝ)p(c|ĉ, ŝ)p(ĉ, ŝ), (6.3)

where in the last line we have assumed that the p(z) for galaxies assigned to a

given deep photometric cell c is not sensitive to the noisy wide photometry of that

galaxy. Each of the terms in this last equation are estimated from different galaxy

samples:

(i) p(ĉ|ŝ) is the probability of a particular WF color-magnitude, as computed

from the weak lensing source sample (described in Section 6.1.2).

(ii) p(c|ĉ, ŝ) is the measurement likelihood of observing a DF galaxy with color-

magnitude c with equivalent WF measurements of ĉ, including detection

probability. This is a narrow slice of the full transfer function measured by

Balrog. While this could be estimated simply from deep and wide photo-

metric measurements of the DF sample, Balrog samples this probability over

multiple injection realizations and over significantly more observing condi-

tions across the footprint.

(iii) p(z|c, ŝ) is the redshift probability conditional on a given DF color-magnitude

derived from the subset of the DF with reliable redshift estimates from spec-

troscopic measurements.

We can make this correspondence more explicit by rearranging Equation (6.3)
1We ignore the tomographic binning here for simplicity; see [135] for details.
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Figure 6.2: A high-level overview of the SOMPZ method. A galaxy measured
by DES is assigned to the cell ĉ in the wide SOM after training. Observations of
galaxies in ĉ can come from a variety of deep SOM cells c which is captured by the
Balrog transfer function. Each deep cell has a corresponding redshift distribution
p(z|c) measured from the deep, spectroscopic sample. Taken from [194].

using the relation p(c|ĉ, ŝ) = p(c, ĉ|ŝ)/p(ĉ|ŝ):

p(z|ĉ, ŝ) ≈
∑
c

p(z|c)︸ ︷︷ ︸
Redshift

p(c)︸︷︷︸
Deep

p(c, ĉ)
p(c)p(ĉ)︸ ︷︷ ︸

Balrog

p(ĉ)︸︷︷︸
Wide

, (6.4)

where we have dropped the conditioning on ŝ for clarity. A simple visual rep-

resentation of this process is shown in Figure 6.2, with a more detailed view of

how each of the probability terms in Equation (6.3) are connected in the inference

methodology shown in Figure 6.3.

As originally shown in [194], we can extract information from the DES DF to

break degeneracies in the measured riz color-redshift relation if we have accurate

estimates of the corresponding WF properties of the DF sources. In this inference

method, Balrog plays the essential role of determining the likelihood of a given

deep, many-band color to be observed at a given region of noisier color-magnitude

space in DES measurements at Y3 depth. This allows us to rigorously separate
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Figure 6.3: A more detailed look at how each probabilistic term in the SOMPZ
inference methodology is connected, using the Y3 data. The top row shows the
WF SOM cells assigned to the second bin. Galaxies in each cell ĉ in this SOM have
come from a different distribution of deep SOM cells c with weight determined by
Balrog as shown in the middle row. The bottom row highlights the individual
redshift distributions for three of these cells. Taken from [135].
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the contributions from measurement noise to the true color-redshift relation when

estimating the ensemble photometric redshift distribution of the lensing source

sample.

The transfer function sampled by Balrog serves to correctly weight the well-

constrained redshift distribution p(z|c) of each deep SOM cell according to the

probability of detecting those galaxies. As the SOM cells ĉ are determined by

Metacalibration magnitude and color, the Balrog samples are key to generating a

distribution of observed Metacalibration magnitudes for each injected DF galaxy.

In addition to breaking degeneracies in the color-redshift relation, Balrog, by

virtue of enabling this scheme, facilitates avoiding otherwise prohibitive selection

biases resulting from the use of spectroscopic redshifts for weak lensing redshift

calibrations (see, e.g. [202]) because it uses spectroscopic redshifts only of galaxies

for which 8 bands of DES DF photometry provide relatively well-constrained p(z).

6.1.2 Sample Selection

The weak lensing source sample for DES Y3 measurements is presented in [131]

and is a subset of the larger GOLD catalog described in [128] and Chapter 3. It

consists of just over 100 million objects with photometry and shapes measured

by Metacalibration in riz2. A number of the selections made in addition to

the fiducial GOLD cuts were motivated by achieving a more homogeneous photo-

metric catalog and accurate redshift distributions. These additional cuts are the

following:
2Only the riz Metacalibration fluxes are used when defining the tomographic bins for the

source sample, due to PSF issues in the g band [75].
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15 < MCAL_MAG_R < 26

AND 18 < MCAL_MAG_I < 23.5

AND 15 < MCAL_MAG_Z < 26

AND −1.5 < MCAL_MAG_R− MCAL_MAG_I < 4

AND −4 < MCAL_MAG_I− MCAL_MAG_Z < 1.5.

The bright-end limits on the riz magnitudes remove bright, nearby foreground

galaxies and some stars that were incorrectly classified. The faint-end cuts exclude

regions of the COSMOS-30 sample where the photometric redshifts were found to

be more biased [203], and the last two cuts remove sources with unphysical colors

that are likely artifacts or catastrophic photometry failures.

6.1.3 Characterization of Uncertainty Contributions

There are many sources of uncertainty in this method of estimating redshift

distributions from galaxy photometry. The primary set of contributions examined

in [135] include (i) sample variance, (ii) shot noise, (iii) biases in the redshifts of

the used spectroscopic sample, (iv) photometric calibration uncertainty in the

measurements of the 8-band colors of DF galaxies, (v) biases resulting from the

SOMPZ methodological choices, and (vi) biases from any discrepancies between

Balrog and the true transfer function. We will examine only the final source of

uncertainty here.

The probability of observing a galaxy with wide properties ĉ given true deep

properties c depends on the observing conditions of the local field. As Balrog only

samples about 20% of the footprint, we use the combined sample to calibrate the

mean correction to each n(z) across the footprint. One way to test the robustness

of this estimate is to bootstrap the Balrog galaxies by their injected position in the

WF. The validation work in [135] subdivided the full catalog into 100 subsamples
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Uncertainty Bin 1 Bin 2 Bin 3 Bin 4
Shot Noise & Sample Variance 0.006 0.005 0.004 0.006
Redshift Sample Uncertainty 0.003 0.004 0.006 0.006
Photometric Calibration Uncertainty 0.010 0.005 0.002 0.002
Inherent SOMPZ Method Uncertainty 0.003 0.003 0.002 0.002
Balrog Uncertainty <0.001 <0.001 <0.001 <0.001

Table 6.1: The approximate error contributions to the mean redshift of each
tomographic bin for a variety of components in the SOMPZ methodology. The
sample variance of the DF was found to be the largest contributor to the overall
uncertainty, while the choice of redshift sample became equally important at large
redshifts. In comparison, intrinsic errors in the Balrog methodology were found
to be negligible and their effect on z was not modeled in the final analysis. Values
come from Table 2 in [102].

using a k-means clustering algorithm3 and drew an equal number of subsamples

with replacement to recompute the mean transfer function and re-estimate each

n(z) with SOMPZ. This process is repeated 1,000 times to compute the dispersion

in the mean redshift σz. The value of σz was found to be less than 10−3 in each

tomographic bin, which is negligible compared to the other estimated sources of

uncertainty which are displayed in Table 6.1.

A second test was performed to compare the transfer function using Balrog

versus using the sample of position-matched sources that are present in both

the DES DF and WF. While the Balrog measurement is preferred as it probes

multiple realizations of each DF galaxy across a variety of observing conditions,

we can test if their predicted mean redshift in each bin is reasonably in agreement

as an additional validation check. The dispersion in mean redshift σz is again

computed for this matched WF-DF sample, though it is not directly comparable

to the results of the previous test as Balrog sources are injected at one-fifth the

density of the WF. The comparison can be made with a WF-DF sample that is

a comparable number of objects over five times the area, or the same area with
3https://github.com/esheldon/kmeans_radec
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one-fifth of the number of sources. The former was chosen in [135] which yields a

lower limit on the uncertainty from variable observing conditions.

The absolute difference between the mean redshifts ∆z predicted by each trans-

fer function was found to be the following:

(∆z ± σz)× 10−3 = [−2.8± 1.8; 3.6± 1.4; 3.1± 1.4; 8.2± 4.8]. (6.5)

The differences are within ∼ 2σz and were deemed sufficiently consistent as σz is a

lower limit of the expected variance due to spatially varying observing conditions.

6.1.4 Results

In the first application of this inference scheme to real data, [135] derived

constraints on the redshift distributions of the DES Y3 weak lensing source sam-

ple from SOMPZ alone and from combined constraints with clustering redshifts

and shear ratios; these are both shown in Figure 6.4. These ensemble redshift

distributions define a full probability function over each p(z) bin. The recovered

distributions from SOMPZ alone are not always smooth functions of z due to the

chosen likelihood model, but are smoothed by the inclusion of clustering redshift

information. This demonstrates the value in combining independent constraints,

as the clustering redshifts are significantly less sensitive to biases in the spectro-

scopic sample. The shear ratio constraints enter the ensemble distributions by

shifting the mean redshift of each bin.

In addition to helping facilitate the calibration of one of the most important

systematics in the DES 3×2pt likelihood analysis, it is notable that the intrinsic

uncertainty in Balrog’s estimation of the transfer function is a negligible contrib-

utor to the overall error budget with an uncertainty on the mean redshift in each

tomographic bin of σz < 10−3. This is a significant accomplishment as Balrog
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Figure 6.4: A violin plot showing the ensemble of redshift distributions for the
four tomographic bins of the DES Y3 weak lensing source sample. The open
contours show the constraints from SOMPZ alone, while the filled contours are
combined with clustering redshifts (WZ). Each violin symbol visualizes the 95%
confidence region for the probability that a source galaxy is designated in the
corresponding tomographic bin and redshift value. Measurements from shear
ratios enter as shifts on the mean redshift of the distributions. The decreased
probability of galaxies near z ∼ 0.75 in SOMPZ-only is the result of cosmic
variance; an imprint of a large-scale structure in in the COSMOS field. This
feature disappears when using complimentary information from WZ. Taken from
[135].
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was able to decrease the systematic bias in the photometric redshift estimates

without contributing a novel source of intrinsic systematic uncertainty in its sam-

pling of the transfer function, which was not obviously the case a priori. The use

of Balrog in photometric calibration can be further leveraged in future analyses

by incorporating positional-dependent selection effects θ in the used measurement

likelihood p(c|ĉ, ŝ, θ). Further details on this methodology are given in [135].

6.2 Lens Magnification

As discussed in Section 3.3.1, galaxy clustering and galaxy-galaxy lensing are

powerful tools in the DES 3×2pt analysis for estimating the underlying matter

density field and large-scale galaxy bias. These constraints are based upon mea-

suring the auto-correlation of lens galaxy positions or by cross-correlating the

positions of foreground lens galaxies to the shapes of background source galax-

ies respectively, and thus are particularly sensitive to any systematic that affects

source detection. One such bias that we consider here is the effect of lensing

magnification on the detection and binning of galaxies in the lens sample. This

section is a partial summary of the work presented in [181], which is an upcoming

paper describing the measurement of lens magnification in the two DES Y3 galaxy

samples used in the 3×2pt analysis. This measurement includes the novel use of

an injection pipeline such as Balrog to directly calibrate this magnification effect

in the measured 2PCF. While the methodology is now fixed, the presented results

are preliminary.
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6.2.1 Methodology

Weak gravitational lensing distorts the appearance of galaxies on the sky pa-

rameterized by the shear γ and convergence κ which is captured in the distortion

matrix A. As shown in Section 2.3, the magnification µ is simply the inverse of

the determinant of A:

µ = 1
detA = 1

(1− κ)2 − |γ|2
≈ 1

1− 2κ ≈ 1 + 2κ, (6.6)

in the weak lensing regime where γ, κ << 1. Magnification impacts the observed

galaxy density fluctuation field δobs
g through two competing effects: (i) a geometric

suppression factor resulting from the the increased sky area for a fixed set of

detections, and (ii) a boost in detection efficiency of faint sources – due to the

increased profile area and preservation of surface brightness – which increases the

local number density. The latter can also result in sources much brighter than the

detection threshold changing tomographic bins when the photometric redshift is

not well constrained (such as in a flux-limited sample; see Section 6.2.2).

Whether the geometric suppression or boost in detection efficiency dominates

the effect on the clustering signal depends on the slope of the intrinsic flux dis-

tribution of the sample, in addition to more subtle morphological selection effects

(which we ignore for the moment but will return to soon). We can quantify this

by expressing the overdensity in the clustering signal due to magnification δmag
g

in terms of the ratio of the observed number density nobs to the intrinsic density

nint:

δmag
g (n̂, z, Fµ) = nobs(n̂, z, Fµ)

nint(n̂, z, Fµ) − 1 (6.7)

where n̂ is the position on the sky, z is the redshift (or tomographic bin), and Fµ

is the effective flux cut after magnification (see [66, 204, 187] for more details).
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The two magnification effects enter this formalism in the scaling of Fµ = µF0 for a

given source of intrinsic flux F0, and locally reducing the intrinsic number density

by a factor of µ:

nobs(n̂, z, Fµ) = 1
µ(n̂)n

int(n̂, z, F0/µ(n̂)). (6.8)

We can then express Equation 6.7 as

δmag
g (n̂, z, Fµ) = 1

µ(n̂)
nint(n̂, z, F0/µ(n̂))

nint(n̂, z, F0) − 1. (6.9)

Dropping the explicit dependence on redshift and position for simplicity and using

the approximation in Equation (6.6) to express µ in terms of the convergence κ,

we have that

δmag
g (Fµ) ≈ (1− 2κ)n

int ([1− 2κ]F0)
nint(F0) − 1. (6.10)

Using the parameterization of

nobs = A
(
Fµ

F∗

)α(Fµ)
, (6.11)

where A and F∗ are constant parameters and α is the slope of the intrinsic flux

distribution as a function of the flux limit Fµ, [205, 187] showed that we can

update Equation 6.10 to be

δmag
g (Fµ) ≈ 2 [α(mµ)− 1]κ, (6.12)

where δmag
g and α are now parameterized in terms of the limiting magnitude mµ:

α(mµ) = 2.5 d

dmµ

(
log10 n

obs(mµ)
)
. (6.13)
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Equation (6.12) is only correct in the idealized case of a sample defined by a

simple flux limit (which is not always desired; see Section 6.2.2) with no additional

selection biases such as how magnification affects shape. A simple variation of this

model is to empirically measure the proportionality constant between δmag
g and κ

without an explicit model for α(mµ):

δmag
g (z) = C(z)κ (6.14)

δmag
g (z) = [Csample(z) + Carea]κ, (6.15)

where Carea = −2 by inspection of Equation 6.12 and Csample is a constant to be

determined for each redshift bin. Then for an intrinsic density fluctuation field

δint
g , it will be related to the observed field δobs

g by

δobs
g (z) = δint

g (z) + δmag
g (z) (6.16)

= δint
g (z) + [Csample(z) + Carea]κ, (6.17)

and the corresponding galaxy clustering and galaxy-galaxy lensing 2PCFs will be

modified as

〈δobs
g δobs

g 〉 = 〈δint
g δint

g 〉+ C2〈κκ〉+ 2C〈δint
g κ〉, (6.18)

and4

〈δobs
g γ〉 = 〈δint

g γ〉+ C〈κγ〉 = 〈δint
g γ〉+ C〈κκs〉 (6.19)

respectively, where we suppressed the dependence on z and introduced κs as the

local convergence at source galaxy positions as γ ∝ κs in the weak lensing limit

and their auto-correlation is easier to estimate.
4There are additional correction terms due to intrinsic alignment which we ignore here for

clarity.
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6.2.2 Lens Samples

This methodology is applied to two different samples of lens galaxies in DES

Y3: redMaGiC5 and MagLim, each of which are briefly described below.

(i) redMaGiC was intended to be the fiducial lens sample used in Y3 3×2pt.

This sample of galaxies is selected by running the redMaGiC algorithm de-

scribed [206] on the Y3 GOLD catalog, which selects luminous red galaxies

(LRGs) from the magnitude-color-redshift relation for red-sequence galaxy

clusters [207, 208]. The sample is defined by an input luminosity thresh-

old Lmin and a nearly constant comoving density, and is designed to create

a sample of LRGs with minimal photometric redshift errors. In Y3, the

redMaGiC magic sample is split into five tomographic bins with bin edges

defined at z = [0.15, 0.35, 0.50, 0.65, 0.80, 0.90]. The first three bins comprise

the high-density sample with a luminosity threshold of Lmin > 0.5L∗, while

the last two bins are called the high-luminosity sample with Lmin > 1.0L∗.

In addition, the following sample cuts were made:

FLAGS_GOLD < 8

AND EXTENDED_CLASS >= 2

AND CHISQ < CHISQ_MAX

AND 0.15 < ZREDMAGIC < 0.9,

where CHISQ is the χ2 of the redMaGiC template fit and ZREDMAGIC is the

photometric redshift estimate made by redMaGiC as described in [206].

The corresponding max χ2 cuts depend on the tomographic bin.

(ii) MagLim is an alternative lens sample that optimizes the amount of cos-

mological information extracted for wCDM constraints from the data whose
5Which stands for red sequence Matched-filter Galaxy Catalog.
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primary selection is based on a flux-limited sample [188]. The resulting sam-

ple is ∼ 3.5 larger than redMaGiC which significantly reduces shot noise,

but at a cost of redshift distributions that are ∼ 30% wider due to the less

homogeneous galaxy properties. The MagLim sample is split into six tomo-

graphic bins with edges defined to be z = [0.20,0.40,0.55,0.70,0.85,0.95,1.05].

Unlike redMaGiC, all selections are based off of columns in GOLD. The

magnitude cut is made on the i band and depends linearly on redshift:

magi < 4 × zphot + 18, where zphot is the photometric redshift estimate

of each source by the DNF algorithm [133]. All of the cuts are listed below:

FLAGS_GOLD < 1

AND EXTENDED_CLASS == 3

AND SOF_CM_MAG_CORRECTED_I < 4× DNF_ZMEAN_SOF + 18

AND SOF_CM_MAG_CORRECTED_I > 17.5

AND 0.2 < DNF_ZMEAN_SOF < 1.05

In addition, an angular mask defined on a pixelated HEALPix map is applied that

only includes pixels with fractional coverage of at least 80% and with deep enough

photometry that both lens samples are expected to have sufficiently uniform se-

lection in all redshift bins. The sample of source galaxies lensed by these lens

samples is identical to the one described in Section 6.1.2.

6.2.3 Estimating the Magnification Bias

The formalism described above requires an empirical estimate of Csample for

each tomographic redshift bin. For a given convergence field κ(n̂), we can combine

Equations 6.7 and 6.14 to get

1 + [Csample + Carea]κ = nobs(F0, κ)
nint(F0) , (6.20)
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where we have introduced the notation

nobs(F, κ) = (1− 2κ)nint ([1− 2κ]F0) , (6.21)

using the result in Equation 6.8.

Now considering the same convergence field with a small, uniform added con-

vergence δκ, we have that

1 + [Csample + Carea] (κ+ δκ) = nobs(F0, κ+ δκ)
nint(F0) . (6.22)

The difference between Equations 6.20 and 6.22 then gives

[Csample + Carea] δκ = nobs(F0, κ+ δκ)− nobs(F0, κ)
nint(F0) . (6.23)

In principle, this would suggest that estimators for Csample would involve fitting

measurements of the right-hand side of Equation 6.23 as a function of δκ and

subtracting Carea = −2 from the slope. However, in practice most simulation and

data estimates do not account for the changing solid angle on the sky and thus are

not sensitive to the contribution by Careaδκ. This leads to the following estimator:

Csample = nobs(F0, κ+ δκ)− nobs(F0, κ)
δκ · nint(F0) . (6.24)

We now discuss three different methods of estimating Csample from this Equation

below.

Estimating the Bias With Balrog

Equation 6.24 motivates measuring Csample directly as the response of the re-

covered number density signal in the presence of a small applied convergence δκ.
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Balrog is the ideal way to measure this response, as it captures all of the typi-

cal selection effects on the detection efficiency of the lens sample (due to variable

observing conditions, image artifacts, etc.) that are convolved with the magnifica-

tion bias by repeating the fiducial Balrog simulations with identical configuration

and input with the only difference being an applied small, constant magnification

factor. This procedure is outlined below:

1) Run a supplemental Balrog simulation over a subset of WF tiles with an input

DF catalog that has a less conservative (i.e. brighter) flux limit cut. This is

needed to increase the statistical power of the measurement as only a very

small fraction of injections in Run2 will be classified as redMaGiC galaxies.

The lens sample is generally much brighter than the source sample, so precisely

capturing the transfer properties of very low detection probability objects is less

important for this measurement than for the photometric redshift calibration

of source galaxies in Section 6.1. This was the motivation for Run2a in Chapter

4.

2) Use the produced GalSim configuration files from Run2a as the input for an

addition run called Run2a-mag with the only change being an added line to

magnify all injections by µ = 1.02, corresponding to a δκ ∼ 0.01. All other

aspects of the simulations such as the input sample, injection positions, and

image noise are identical.

3) Apply the redMaGiC and MagLim sample selections to both the “intrin-

sic” Run2a (label i) and “observed” Run2a-mag (label o). This results in four

relevant observables for each redshift bin:

(a) Ni: The number of Balrog galaxies in the intrinsic, κ = 0 run for each

sample.
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(b) No: The number of Balrog galaxies after applying a constant magnifica-

tion factor to each injection.

(c) Nio: The number of galaxies in the intrinsic Balrog sample but not in

the magnified sample.

(d) Nio: The number of galaxies in the magnified sample that were not in the

intrinsic sample.

While ideally Nio = 0, Chapter 4 shows that the complex detection and mea-

surement process can lead to some sources dropping out of the samples even for

small perturbations in the images. This quantity contributes to the uncertainty

in our estimate of Csample.

The estimator for Csample given by Equation (6.24) is then

CBalrog
sample = No −Ni

δκ ·Ni

. (6.25)

Assuming each of the observables are independent draws from a Poissonian dis-

tribution, the uncertainty in CBalrog
sample is given by

σCBalrog
sample

= CBalrog
sample

√
Noi +Noi

(No −Ni)2 + 1
Ni

+ 2Noi

(No −Ni)Ni

. (6.26)

In practice, this methodology was tested on a preliminary6 Balrog run on

over 1,000 tiles with a series of different flux limits on the composite riz detection

magnitude ranging from 24 to the fiducial value of 25.4. Figure 6.5 shows how the

estimated value of Csample varied as a function of the corresponding magnitude

limit. Ultimately, the composite flux limit corresponding to 24.5 magnitudes was

chosen to balance increasing the recovered lens sample (a cut of nearly 40% of the
6Called Run1, which had an inferior DF catalog.
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final DF sources) while not deviating from the fiducial estimate in a systematic

direction or by more than 1σ in any redshift bin.

Direct Estimate from Flux Gradient

An alternative estimate of the magnification bias comes from the data itself.

By adding a constant magnitude offset ∆m to all objects in the sample,

∆m = −2.5 log10(1 + 2δκ), (6.27)

for a small δκ ∼ 0.01, we can repeat the sample selection on the updated mag-

nitudes (assuming identical redshift binning) to estimate CData
sample using Equation

6.24. In contrast to the estimator from Balrog described above, this approach

ignores the contribution from all systematics other than magnification bias on

object fluxes. The statistical uncertainty for this estimator is given by

σCData
sample

= CData
sample

√
1

No −Ni

+ 1
Ni

. (6.28)

Estimate from N-Body Simulations

The final estimate of the magnification bias in the Y3 data in [181] was done

with the MICE and Buzzard N-Body simulations (See [209, 210, 211] and [212, 213]

respectively). The local κ at each galaxy is computed through ray tracing, and

the corresponding magnification factor is applied according to Equation (6.27).

Samples are selected with and without this magnitude correction to compute

(No − Ni)/Ni in 10 equally spaced κ bins. These values are then fit with a line

using a least squares fit to compute CN-Body
sample in each bin. Like the flux gradient

estimator, this approach ignores systematic contributions other than magnification

bias.
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Figure 6.5: A preliminary measurement of Csample for the MagLim sample for
each redshift bin on Balrog Run1 for a variety of flux-limited cuts on the composite
riz detection flux used to select the input DF sample (where the shown bins are
the corresponding detection magnitudes). The dashed lines correspond to the 1σ
error bars on the measurement with no cuts. This result motivated the choice of
24.5 as the detection magnitude used for Run2a.
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redMaGiC

redshift Balrog Data direct method Buzzard
Ni No C

Balrog
sample Ni No CData

sample CN-Body
sample

0.15 < z < 0.35 2291 2350 2.63± 1.491 337275 330243 2.08± 0.025 2.47± 0.753
0.35 < z < 0.5 4825 4776 −1.04± 1.009 583352 571551 2.02± 0.019 2.08± 0.287
0.5 < z < 0.65 6654 6698 0.67± 0.842 890701 872611 2.03± 0.015 1.99± 0.157
0.65 < z < 0.8 4100 4281 4.5± 0.999 457486 442302 3.32± 0.027 4.22± 0.259
0.8 < z < 0.9 4149 4309 3.93± 0.951 391329 377329 3.58± 0.031 4.35± 0.122

Table 6.2: Number counts and estimated Csample values for the three estimation
methods in the redMaGiC sample. Preliminary result from [181].

MagLim

redshift Balrog Data direct method MICE
Ni No C

Balrog
sample Ni No CData

sample CN-Body
sample

0.2 < z < 0.4 25997 26616 2.43± 0.264 2236473 2307562 3.18± 0.012 3.28± 0.091
0.4 < z < 0.55 18294 18706 2.3± 0.395 1599500 1665503 4.13± 0.016 4.09± 0.034
0.55 < z < 0.7 19194 19900 3.75± 0.375 1627413 1695311 4.17± 0.016 4.17± 0.04
0.7 < z < 0.85 25119 26089 3.94± 0.345 2175184 2273409 4.52± 0.015 4.5± 0.03
0.85 < z < 0.95 20652 21373 3.56± 0.435 1583686 1663140 5.02± 0.018 4.84± 0.023
0.95 < z < 1.05 17796 18661 4.96± 0.531 1494250 1571747 5.19± 0.019 5.04± 0.054

Table 6.3: Number counts and estimated Csample values for the three estimation
methods in the MagLim sample. Preliminary result from [181].

6.2.4 Results

Measurements of Csample for all redMaGiC and MagLim redshfit bins using

the above three methods are shown in Tables 6.2 and 6.3 respectively and visual-

ized in Figure 6.6. The estimates from Balrog tend to be smaller than those from

the alternative methods, particularly for 0.3 < z < 0.6. These differences can be

the result of any number of selection systematics such as stellar contamination,

changes in photometric redshift binning, or differences in detection efficiency (e.g.

changes in the blending rate and size estimates). The agreement between the

different methods is much closer for a simple flux-limited sample with no redshift

binning as shown in [150]. As the Balrog estimates account for these effects, they

are chosen as the fiducial correction coefficients for the 3×2pt analysis.

The analysis in [181] studies the impact of the estimated magnification bias

on the different aspects of the 3×2pt data vector and cosmological constraints

for both simulations and the real data. They find that magnification has the
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Figure 6.6: The estimated Csample values for each lens sample derived from
Balrog, a simple flux gradient measurement, and N-Body simulations (MICE for
MagLim and Buzzard for redMaGiC). The solid black line corresponds to a
zero magnification bias from the sample itself, while the dashed line represents a
net zero magnification factor as Carea = −2. Error bars are the corresponding 1σ
statistical uncertainties of each method only. Preliminary result from [181].

largest impact on the galaxy-galaxy lensing signal of high-redshift source galaxies

about the lens galaxies in the highest redshift lens bins. In the cosmological

analysis, three priors for Csample were tested: a flat prior from -4 to 12, a Gaussian

prior centered at the Balrog estimate with size determined by the uncertainty

estimate in Equation (6.26), and a “fixed” prior of a delta function at the measured

Balrog values. The use of a flat prior slightly degraded the inferred cosmological

constraints, but there was negligible difference between using a Gaussian and fixed

prior; a fixed prior was recommended for the fiducial 3×2pt analysis.

While the cosmological constraints on the data are shown to be robust to

choices of priors on Csample, the marginalized posterior constraints on Csample when

using a flat prior (i.e. letting the data inform the magnification bias instead of

the above calibration) can be significantly different than than any of the three

estimates described here – especially for the third MagLim redshift bin. Given
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the good agreement in Csample estimates for this bin between the different methods,

this seems to suggest an unknown systematic in the data vector that is at least

partially degenerate with the magnification signal. This is discussed in much

greater detail in [214].

6.3 Noise from Undetected Sources

The cosmological constraining power from galaxy surveys is intrinsically tied

to the precision of the photometric measurements of its sources and thus is sen-

sitive to how well we can model the noise properties of the images where the

measurements are made – particularly for weak lensing measurements. This is

typically dominated by detector effects (discussed in Section 3.2.1), nuisance sig-

nals like cosmic rays or satellite trails that are masked or interpolated over, or by

the Poissonian shot noise of the arriving photons from each source and the sky

background. However, there are additional sources of noise that are less commonly

accounted for.

One such contribution is from undetected sources (US) below the flux limit

of the survey that add noise far above the mean background flux. While [215]

found that the estimated impact of US on the shear bias of the IM3SHAPE

estimator [216] would be below the statistical uncertainty of the DES Y1 weak

lensing analysis [60], it will become an increasingly important effect for upcoming

analyses, including Y3 and Y6, as the statistical errors shrink with far more source

measurements. For a recent example, [217] estimates that US down to magnitudes

of ∼ 28 will need to be considered for sufficient calibration of the shear bias

for multiple methods in Euclid – including the combination of SExtractor with

PSFEx that was used in Y1.

The remainder of this section summarizes the discovery of significant contribu-
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tions by undetected sources in DES Y3 images to the measured variance of galaxy

moments by the Bayesian Fourier Domain (BFD; [80], Section 2.3.4) method us-

ing a modified version of the new Balrog pipeline as first presented in [193]. In

addition to computing a correction to the BFD covariance matrix to account for

this effect, this work finds that the background sky noise in riz DES images is

currently overestimated and is correlated with the local number density.

6.3.1 Review of Bayesian Fourier Domain

As introduced in Section 2.3.4, BFD is a principled, Bayesian shape measure-

ment algorithm with estimated multiplicative shear bias of order ∼ 2 × 10−3 in

simple simulations for isolated galaxies [80, 81]. Rather than providing point-

estimates for galaxy shapes, BFD estimates the shear directly from the images by

comparing a set of chosen “moments” of the galaxy image in Fourier space to the

corresponding moments of an unsheared prior population of (effectively) noiseless

template galaxies. This removes the need for generative image simulations to

calibrate shear bias. The galaxy moments are measured after accounting for the

local PSF so that the mean result is, in principle, independent of the seeing. The

seven BFD moments considered in [193] are defined to be:

M ≡



MF

MX

MY

MR

M1
M2
MC


=
∫
d2k

Ĩ(k)
T̃ (k)

W (k2)F (k); F =



1
kx
ky

k2
x + k2

y

k2
x − k2

y

2kxky(
k2
x + k2

y

)2


, (6.29)

where Ĩ(k) is the Fourier transform of the galaxy image, T̃ is the Fourier transform

of the PSF, and W (k2) is a weight function to account for the finite extent of the
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PSF. The M moments roughly correspond to, in order, the zeroth-order object

flux MF , first-order centroid position (MX ,MY ), the second-order size MR and

shape (M1,M2), and a fourth-order concentration MC . The centroid moments

are measured first, with the remaining moments measured about that point. Im-

portantly, the sky background level is assumed to be zero at this measurement

stage which effects the estimation of only MF ; we return to this problem and an

alternative sky subtraction in Section 6.3.2.

A fundamental assumption of BFD is that the pixel noise in the image cutouts

is stationary7 and that the probability distribution of the measured Fourier mo-

ments about their true value is a multivariate Gaussian with covariance given

by

Σij
M =

∫
d2kPn(k)

∣∣∣∣∣W (k2)
T̃ (k)

∣∣∣∣∣
2

Fi(k)Fj(k), (6.30)

where Pn(k) is the power spectrum of the noise. This assumption is valid for sky

background and detector read noise but not for sources with significant shot noise

– though these bright sources are rarely the objects of interest for weak lensing

studies. We will find that one part of the noise contribution from US is stationary

whose correction can simply be added to ΣM , while another aspect is not. This

is discussed further in Section 6.3.4.

6.3.2 Noise Tests with Balrog

Up until now, BFD shear estimates have been validated only against simulated

data where the noise was constructed to be Gaussian and stationary. Balrog offers

an ideal setting to test these assumptions in the presence of realistic image effects.

The first test that was considered was to measure the pull distribution of each
7Meaning uniformly distributed in time and space.
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moment, where the pull of an individual object is defined to be

χM = MD −MT

σM
, (6.31)

whereMD andMT are the measured and true BFDmoment respectively with noise

estimate σM . If the noise estimate from BFD is accurate, than we would expect

the pull distribution to be Gaussian distributed with mean µ = 0 and standard

deviation σ = 1. A measured σ greater than one would indicate that the noise

is being underestimated, while the opposite would be true for σ < 1. A similar

test is to examine the distribution of χ2
M which would follow a cumulative χ2

distribution function (CDF) with one free parameter if the noise is well-modelled.

For N moments, this can be generalized to

χ2
M = (MD −MT )TΣ−1

M (MD −MT ). (6.32)

We ran 48 randomly-selected Y3 tiles of low-density Balrog with a limited set

of measurement codes, including BFD, before the fiducial cosmology runs started

to provide a sample to make the described measurements. The injection catalog

was an early version of the one used in Chapter 4 and described in [173]. While

this catalog had less validated object masking and photometric calibration, the

resulting changes were small enough that they should not impact the conclusions

of this work. These tests were made on a sample of recovered Balrog objects

whose measured S/N was between 3-20 and had no detected neighbors within 5 ′′.

This resulted in a sample of ∼ 300, 000 injections across all 48 tiles.

The results for four i band moments (first-order flux and third-order size/shape)

of the pull distribution test for a single tile is shown in Figure 6.7. The widths of

the distributions are generically greater than 1, indicating that the image noise
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Figure 6.7: Histograms of the i band χM moments for the flux MF , size MR,
and shape M1/2 for the Balrog tile DES0332-3206. The fitted Gaussian curves
are shown in the red dotted line compared to a unit Gaussian in solid black. Each
histogram is composed of ∼ 7, 000 detected Balrog injections, corresponding to
1σ uncertainties on the mean and standard deviation of ∼ 0.01 and ∼ 0.008
respectively. Taken from [193].

is underestimated by BFD. This is found across all griz bands and tiles, with an

overall 6-30% underestimate of the pixel variance. This is most significantly seen

in the flux momentMF but is present in the shape moments as well. Additionally,

there is a significant (and unexpected) mean offset in the recovered flux moment

of ≈ 0.13σ, corresponding to an over-subtraction of the background noise and

thus negative bias in the estimated MF by BFD. The fitted values across all tiles

are shown in Table 6.4.

Similar results were found in the χ2
M test. In Figure 6.8 we show the CDF of

χ2
M for MF andM = [MF ,MR,M1,M2] for the same band and tile as Figure 6.7.

In each case, the measured χ2
M distribution is not consistent with a χ2 distribution

of the corresponding degrees of freedom (DOF), with an evident and systematic
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moment g r i z
µ σ µ σ µ σ µ σ

MF

shot 0.019 1.127 -0.016 1.136 -0.022 1.113 -0.019 1.098
shot+US 0.016 1.002 -0.015 1.026 -0.020 1.007 -0.018 1.013
MR

shot 0.029 1.068 0.017 1.074 -0.000 1.068 -0.003 1.062
shot+US 0.027 1.004 0.016 1.004 -0.000 0.998 -0.003 1.009
M1
shot 0.001 1.052 0.003 1.058 -0.002 1.046 -0.003 1.040
shot+US 0.001 1.019 0.003 1.026 -0.002 1.019 -0.003 1.019
M2
shot -0.004 1.041 -0.001 1.055 -0.001 1.047 -0.005 1.030
shot+US -0.004 1.011 -0.001 1.023 -0.001 1.022 -0.004 1.011

Table 6.4: The mean and standard deviation values for the pull distribution
noise test, with “shot” denoting consideration of background Poisson noise and
detector read noise only, while “shot+US” includes the measured US noise variance
described in Section 6.3.3.

bias.

Further investigation was done to understand the mean offsets of the pull

distributions in Figure 6.7. Figure 6.9 shows the fitted µ value for each of the

48 tiles as a function of the object density of the tile. The blue points show

the mean µ of the Gaussian fit to the pull distribution of BDF flux moments for

each tile as a function of object density where a clear correlation can be seen,

particularly for the redder riz bands. This is consistent with the discussion in

Section 5.3.1 that proposed a chromatic response in DES object magnitudes due

to differences in sky noise and object density between the bands. We suspect that

the over-subtraction is due to a combination of (i) residual light from large, bright

galaxies, (ii) scattered light from bright stars, and (iii) errors in how SExtractor

treats the US component of the background. The mean µ offsets from all tiles

tiles are µg = 0.02, µr = −0.08, µi = −0.135, and µz = −0.123.

A correction for this effect was computed by estimating the local sky back-
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Figure 6.8: The CDF of χM forMF in light blue andM = [MF ,MR,M1,M2] in
dark blue, as compared to the nominal χ2 distributions of N = 1, 4 in dashed black
lines. We find that 〈χ2

M〉=1.24 and 4.64 for N of 1 and 4 respectively, indicating
an inconsistency with the hypothesis that the image noise is purely due to shot
noise from the sky background and detector read noise. Taken from [193].
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Figure 6.9: The Gaussian mean offset µ in the BFD flux moment pull distribu-
tion as a function of object density for the 48 used Balrog tiles in blue. The green
points show the mean offset for the tiles after a local sky subtraction which mit-
igates the flux bias. While g band is relatively unaffected, the redder riz bands
show statistically significant sky over-subtraction that is correlated with object
density. Taken from [193].

ground in each galaxy postage stamp using a 2-pixel-wide window that scanned

across the frame boundary. This value is then converted to an offset in the flux

moment MF and its contribution to the uncertainty is computed by subtracting

this value from each pixel in the stamp. While this is sufficient for isolated sources,

a more sophisticated correction would have to be done in the presence of blended

sources. The updated flux moments are shown as the green points in Figure 6.9

and have values of µg = 0.019, µr = −0.023,, µi = −0.022,, and µz = −0.025.

While this process contributes additional uncertainty to the MF measurement, it

reduces the mean sky error from 10-20% of the sky noise to only ∼ 2%.
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6.3.3 Empty Sky Cross Power Spectra

In order to determine if the excess noise was due to US, a slight variant on the

Balrog injection procedure was followed in which we injected zero-flux objects

into 39 tiles at random positions and then made cutout postage stamps8 of these

random patches of sky. Stamps that had any overlap with detected sources as

determined by the SExtractor segmentation map were discarded. The cross-

power spectra of distinct exposures of the “ghost” injections in griz were then

computed and averaged over each tile, which would yield zero signal if the noise

is only Poisson or read noise as they cancel on average. This procedure isolates

the contributions from US.

The 2D average of the cross-power spectra for a single tile is shown in the

top panel of Figure 6.10. A clear detection of US noise is made in each band.

To test that this signal is not an unaccounted for detector artifact, a similar

measurement of the cross-spectra is made across distinct regions which is shown

in the bottom panel of the figure. No signal is present, confirming an unaccounted

for contribution that is localized to the position of each “ghost” injection.

This cross-spectra measurement clearly demonstrates the presence of US in the

noise properties of the images but is inappropriate for computation of the BFD

US-correction covariance matrix as it does not include corrections due to the PSF

and small pixel shifts between the images. Instead, [193] measured the BFD mo-

ments of these empty patches directly. This empirical approach allows computed

BFD moments to calibrate the moment covariance matrix on the survey images

rather than relying on simulations of unknown fidelity, and naturally includes the

contribution by US as a source of noise within the Bayesian calculation. The up-

dated σ values for the χM test after this correction are compared to the original
8Of size 32× 32 pixels, which is the minimum for DES object stamps.
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Figure 6.10: Top panel: The average of the 2D cross-spectra of all Balrog
“ghost” injection cutouts across a single tile, normalized to the 99th percentile
power in each band. As this measurement is made across many exposures, the
sky background and detector read noise contributions cancel while the signal from
US remains. Bottom panel: The same measurement as above, but for the cross-
spectra of distinct regions of the tile. As expected, the signal from US vanishes.
The residual value at k = 0 is due to the background estimation error discussed
in Section 6.3.2. Taken from [193].
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Figure 6.11: The fitted σ value of the χM distribution for four BFD moments
using shot noise only in blue and with the US correction in red. These values
come from measurements across all 48 Balrog tiles. The US correction leads to a
far more consistent fit with the expected value of σ = 1. Taken from [193].

measurements in Figure 6.11.

6.3.4 Discussion of Results

Using Balrog for a suite of image tests of BFD measurements, [193] showed

that US constitute a significant noise contribution to DES Y3 images; up to

a ∼ 30% increase in variance for the flux moment. In addition, a clear over-

subtraction of the sky background is detected in the riz bands which is consistent

with the findings from Chapter 4. A variant of Balrog that injects “ghost” galaxies

with zero flux was then used to grab randomly-selected patches of the single-

epoch images from which a cross-spectra measurement confirmed the existence

of US and formed the basis of a correction to the BFD covariance matrix. This
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correction leads to a far more accurate estimation of image noise, as demonstrated

in Figure 6.11.

While the measured noise due to undetected sources by Balrog is stationary

by construction due to the uniform hexagonal lattice of injection positions (and

thus uniformly distributed with respect to the detection population), this is not

true in general. Galaxies tend to cluster around other bright galaxies, leading

to two associated effects: (i) random projection US at different redshifts, and

(ii) physically associated US at the same redshift. The first is captured by the

presented measurement with Balrog, though it ignored secondary effects such as

the extinction of US by the foreground objects and magnification bias. The second

effect results in an excess of US around detections and breaks the assumption of

stationarity. While [217] demonstrated that this can have a significant impact on

the shear biases of photometric methods that are based on shape measurements,

BFD naturally accounts for this effect as long as the template galaxy population is

clustered in the same way as the target population. Thus no additional correction

is in principle necessary, but this should be validated with further studies.

6.4 Photometric Response near Galaxy Clusters

Clusters of galaxies – especially rich, crowded clusters – are known to present

additional obstacles in the accurate detection and characterization of cluster mem-

bers. These member galaxies often have higher detection incompleteness and

significant photometric biases because of the increased rate of proximity effects.

Detected sources in or near galaxy clusters in the sky can be further biased be-

cause of blending with member galaxies or contamination from intra-cluster light

[218]. To aid in studies of these difficult measurement biases and selection effects,

a high-density Balrog run was performed targeting areas near rich galaxy clusters.
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A sample of 900 tiles, each containing a galaxy cluster with optical richness9

λ > 35, were injected with a similar DF galaxy sample as used in y3-merged at a

lattice separation of 10 ′′ resulting in four times the injection density of the main

cosmology runs. This higher injection density was needed to properly sample the

effects of clusters on the transfer function as a function of radius from a cluster

center given the number of tiles used10. Additionally, we used a more restrictive

riz detection magnitude of 23 to increase the fraction of detected objects for this

analysis.

The magnitude responses of the injected galaxies were measured as well as

their distances to the center of the nearby clusters. The sample was further

subdivided by the host cluster’s richness, the measured object size cm_T, and

the magnitude of the cluster’s brightest cluster galaxy (BCG) to see how these

parameters affect the magnitude bias of the added objects. Preliminary results of

this analysis for clusters in a redshift range from 0.2 to 0.3 are shown in Figure 6.12.

Unsurprisingly, the magnitude responses become more negatively biased closer

to cluster centers where the complex environments make accurate photometric

measurements difficult and faint sources are up-scattered by the abundant residual

light. As the injections approach the center of a cluster, the median bias becomes

increasingly negative indicating that the objects are measured to be progressively

brighter than injected truth the closer they are to the BCG. Of the three properties

examined, the measured object size appears to have the strongest influence over

magnitude bias among the three quantities, though richer clusters also show larger

∆magDF responses. This preliminary result will be followed up in Masegian &

Zhang et al. (in preparation) including a careful study of the detection efficiency
9See [129] for a description of the cluster mass-proxy richness and the DES cluster catalog.

10While this increases the probability of unwanted proximity effects from other Balrog injec-
tions, we estimate that the chances of two neighboring injections with bdf_T > 10 (or ∼ 3.3 ′′)
in this run to be less than 0.25%.
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Figure 6.12: The difference in measured z band magnitude vs. the injected DF
magnitude as a function of input magnitude for the high-density clusters run in
a redshift range of 0.2 to 0.3. The three columns present the magnitude responses
binned by their radial distances to nearby cluster centers as specified at the top
of the columns. The three rows show the response bias colored by the measured
object size cm_T, cluster richness λ, and the cluster BCG magnitude. The median
response biases across the range of the injected magnitudes are displayed as solid
red lines, with the first and second σ contours indicated by the dashed lines above
and below. Taken from [150].
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as a function of various parameters including radial distance.

We find a similar correlation between an object’s measured size and magnitude

response as seen in Section 5.3.3. The proximity effects that cause asymmetric

overestimates of cm_T are amplified in the very crowded cluster environments, a

trend that grows even stronger closer to the cluster centers. Correlation between

magnitude bias and the other examined parameters, cluster richness and the BCG

magnitude, is weaker but still present – particularly for richness. All correlations

appear to bias the recovered magnitudes in the same direction and the scale of

these effects increases as the injections approach cluster centers. Taken together,

the proximity to cluster centers, cluster richness, and BCG brightness artificially

increases the number of observed objects near clusters above a fixed brightness

threshold which, in turn, can collectively bias cluster measurements from a cor-

responding increase in cluster member galaxies. We plan on accounting for these

correlations in future DES cluster analyses.
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Chapter 7

Conclusion

In this dissertation, we have presented the suite of DES Y3 Balrog simula-

tions and resulting object catalogs used in downstream Y3 analyses. Like its Y1

predecessor, this current iteration of Balrog directly samples the DES transfer

function by injecting an ensemble of realistic sources into real survey images to

make precise measurements of the inherited systematic biases in the photometric

response. However, the updated methodology (and entirely new coding frame-

work) for Y3 Balrog makes significant strides beyond [17] in replicating many of

the more complex features of the DESDM pipeline including the coaddition of

single-epoch images and multi-epoch photometric measurements from SOF and

Metacalibration in order to probe more aspects of the true measurement likeli-

hood. In addition, we used a more realistic input sample based on the DES DF

source catalog with observations using DECam filters which eliminated the need

for template fitting to COSMOS galaxies and incorporated more cosmic variance

in object properties. We also implemented a novel ambiguous matching scheme

to capture many of the impacts of source blending while largely eliminating the

contributions from undesired dropouts that happened to land on top of existing

bright sources.
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This effort culminated in tens of millions of Monte Carlo samples of the DES

transfer function at high fidelity across 20% of the full DES footprint to Y3 depth,

capturing systematic biases from more variations in observing conditions than any

previous Balrog analysis. The improved methodology resulted in the injected

objects matching Y3 GOLD photometric properties and capturing clustering sys-

tematics correlated with survey property maps to better than 1% accuracy for a

typical cosmology sample on relevant scales. Additionally, we find that Balrog

captures the clustering amplitudes of these systematics within a few percent for

even highly incomplete samples – an encouraging first step for future analyses that

wish to leverage more of our hard-earned photons.

We quantified the photometric responses of Balrog injections through the Y3

DESDM measurement pipeline, particularly for magnitudes, colors, and morphol-

ogy. We find that the magnitudes of most injections are well calibrated until se-

lection effects near the detection threshold become significant, although we have

found a clear asymmetric bias for objects in crowded fields or near image artifacts

to have moderately to severely overestimated sizes which correlate with large

negative magnitude biases. These biases are fairly common for bright, extended

objects and can become extremely large (up to ∆magDF∼8) at fainter magnitudes

– though they constitute a much larger relative fraction of objects on the bright

end. We demonstrated that these catastrophic photometry failures are real effects

and often pass science cuts. We plan on exploring the causal relationship of this

photometric failure mode further in a future analysis. While these magnitude re-

sponse biases can cause significant discrepancies from more naive error estimates,

fortunately their effect appears to have little impact on the recovered colors where

we find typical median response biases of ∼1-3 mmag for stars and ∼5-10 mmag

for galaxies in the densest regions of parameter space – an effective median color
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calibration offset of less than 1%.

Finally, we discussed a few of the most important applications of the presented

Balrog catalogs to the Y3 cosmology analysis and other DES science measure-

ments. In particular, we provided a realistic measurement likelihood in the cali-

bration of photometric redshifts of source galaxies to reduce systematic biases in

one of the highest sources of uncertainty in the cosmological measurement without

contributing any additional uncertainty to the overall error budget. Additionally,

the use of modified Balrog runs facilitated the measurement of magnification bias

on lens samples for more accurate cosmological constraints from galaxy clustering

and galaxy-galaxy lensing measurements. Unexpected findings such as the noise

contributions from undetected sources in DES images and sky over-subtraction in

the riz-bands described, in addition to the moderate band-dependence in mag-

nitude response and discovery of a new class of catastrophic photometry failures

correlated with measured size, are indicative of the diagnostic power of object

injection pipelines like Balrog in modern galaxy surveys.

7.1 Current Methodological Limitations and Fu-

ture Directions

While this latest iteration of Balrog has made great advances in its ability

to precisely quantify difficult measurement systematics, there remain many chal-

lenges to overcome if we are to reach the level of precision required by upcoming

Stage IV surveys like LSST where the increased depth, pipeline complexity, and

blending rate will otherwise limit the constraining power on cosmological param-

eters. Some of these challenges, such as properly accounting for per-object chro-

matic corrections at injection time or pushing the injection step further upstream
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in the measurement pipeline to account for more systematic effects in the image

calibration, are largely technical barriers that can be addressed with more devel-

opment time. Our ambiguous matching scheme can be improved by incorporating

pixel-level information on the overlap between injected and real sources similar to

the blending parameter introduced in [170]. In addition, many of the complexities

and additional development time needed for careful emulation of a survey’s mea-

surement pipeline can be nearly eliminated by having injection pipelines placed

directly in the software stack of the fiducial data processing runs. While this

was not possible in DES, this approach is now taken in HSC with SynPipe and

planned for LSST. However, there are more fundamental barriers in leveraging

injection pipelines to their full potential.

A primary challenge is increasing the representativeness of the input catalog.

Using the DECam observations of sources in the DES DF as the basis for the

input object photometry rectified many of the input sample issues described in

[17] – particularly the discrepancy in recovered Balrog colors as compared to Y1

GOLD that arose from interpolating the spectral energy distribution (SED) of

COSMOS galaxies to match DECam filters. However, Figure 5.2 shows that we

have further work to do. While it is difficult to disentangle intrinsic errors in the

emulation of the DESDM pipeline from the input sample representativeness, there

are some clear avenues for improvement. The conceptually simplest is to sample

a wider population of deep objects across more deep patches of sky in order to

incorporate greater cosmic variance in the injection sample. However, these deep

observations are very expensive which limits the practicality of this approach. It

may be possible to combine with external deep datasets, though this comes at the

expense of a return to SED interpolations to match DECam filters. In addition,

more detailed studies of the difficult PSF modeling in the DF may yield a stellar
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population more similar to the WF measurements and resolve some of the largest

discrepancies between Balrog and Y3 GOLD for bright, PSF-like objects.

Another possibility is that the discrepancies between the recovered WF sample

and Y3 GOLD are driven, at least in part, by the inability of CModel profiles to

accurately capture the full diversity of galaxy morphologies. True galaxy profiles

have many complex features such as spiral arms, star knots, and long asymmetric

disruptions from mergers that we are not currently capturing with our DF in-

jections. The most direct solution to this problem is to inject the MEDS image

cutouts of the DF sources. We have already built the basic infrastructure to do so

with Balrog, as described in §A.2, but there are new issues to consider. The im-

age cutouts can include artifacts, excessive masking, truncated profiles of nearby

objects, or even be blended with other sources. This may be rectified in the future

by using machine learning methods such as non-negative matrix factorization or

generative adversarial networks to handle the required pixel-level deblending of

sources in the stamps (see [219] and [220] for examples respectively).

However, using the image cutouts directly would introduce undesired noise

when injecting into single-epoch exposures that had better seeing conditions than

the composite PSF of the single-chip DF coadd and remains an unresolved is-

sue. In addition, precisely defining the “truth” properties of the stamps is less

straightforward than for model fit injections. This will likely be handled by mak-

ing accurate measurements of each relevant WF photometry type on the stamps

which would eliminate inheriting non-physical parameter biases from small pro-

file definition differences such as the resulting magnitude bias from differences in

fracdev prior shown in Figure 4.3.

The most difficult challenge to overcome is the high computational cost of

injection pipelines. The new single-epoch processing and additional photometric
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measurements in Y3 Balrog has increased the total mean CPU time per recov-

ered injection to ∼80 seconds; about 12 times greater than in [17]. This large

increase in runtime is only at Y3 depth corresponding to ∼4-6 epochs per injec-

tion and made it unfeasible to directly calibrate many of the other key aspects

of the Y3 cosmological analysis for which Balrog would otherwise be the ideal

measurement tool. For example, to achieve the equivalent statistical precision on

how the blending of galaxies at different redshifts effects the multiplicative shear

bias as measured in [65], we estimate that we would have to run the equivalent

of over a dozen y3-merged samples to sufficiently capture how an identical in-

jection population responds to an input shear signal that varies with redshift.

In addition, the original goal of using Balrog to directly calibrate the spatially-

dependent measurement biases and completeness inhomogeneities in the galaxy

clustering measurement as outlined in [17] would require many more injections

than sources for the estimation of the angular correlation function; a daunting

prospect in light of the ∼40% Y3 density achieved in this analysis. The situation

will become significantly worse for much deeper surveys like LSST where we can

expect hundreds of exposures for each object.

Perhaps even more consequential than the low number density realistically

achievable, the high cost of running Balrog led to only a single injection realization

across just 20% of the total footprint area. This limited the calibrations from

Balrog in Y3 to either be based on mean measurements, such as those described

in Chapter 6, or required a reduction in the considered footprint such as the

clustering measurement presented in Section 5.1.4. While even the relatively low

sampling of y3-merged was sufficient to capture systematics variations in the

clustering amplitude to better than 1% for a MagLim-like sample in the overlap

area, reaching this threshold (or beyond) for highly incomplete samples or for
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accurate calibrations of large-scale fluctuations may require orders of magnitude

more injections. Despite an expected significant increase in the total tiles sampled

for Y6, achieving the many realizations of full footprint coverage required for

the most ambitious Balrog measurements, such as providing realistic random

properties for clustering and shear two-point measurements, will likely remain

impractical without a dramatic increase in computational investment.

One promising solution that we plan to explore is the use of the Balrog samples

as a training set for an emulator that predicts additional realizations conditional

on the survey property maps. A somewhat similar approach is taken in [221]

where they mitigate galaxy clustering systematics by producing “organized” ran-

dom catalogs with fluctuations in number density imprinted from a SOM approach

that trained on maps of the variations in KiDS observing properties. Using an

injection catalog like Balrog directly as a training sample for this approach would

leverage our very high fidelity measurements of the survey transfer function to

include unknown systematics not fully captured by the identified survey proper-

ties. While still more computationally expensive than a machine learning-only

approach, this will allow us to build an efficient way of creating accurate random

samples tuned for the desired measurement without increasing the total survey

pipeline computational cost by more than a factor of two. We plan to use the

presented Balrog catalogs to gauge the accuracy and feasibility of this approach

in an upcoming analysis.

This dissertation only scratches the surface in cosmological calibration po-

tential and the identification of new systematics with injection pipelines such as

Balrog. In particular, the combination of direct Monte Carlo sampling of the

transfer function with an emulator to boost the total statistical power has the

potential to facilitate many of the most difficult measurements in modern galaxy
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surveys and lead us ever closer to a new era of accurate cosmology. It is clear that

we have yet to dig too deep.
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Appendix A

Injection Software

Here we describe a few of the most relevant configuration options when running

the new injection framework introduced in Section 4.2.2, as well as templates for

custom injection classes defined by the user for more advanced pipeline interfacing;

see the code repository1 for more details on running the simulations.

A.1 Injection Configuration

Configuration settings specific to a typical Balrog run have been wrapped into

custom GalSim image and stamp types, both called Balrog:

• image: Balrog - This image type is required for a full Balrog run. It

parses all novel configuration entries and defines how to add GalSim objects

to an existing image with consistent noise properties. It also allows the

Balrog framework to be run on blank images for testing.

• stamp: Balrog - An optional stamp type that allows GalSim to skip ob-

jects whose fast Fourier transform (FFT) grid sizes are extremely large and
1https://github.com/sweverett/Balrog-GalSim
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can occasionally cause memory errors when using photometric model fits to

DES DF objects.

We also provide a much simpler image class called AddOn which adds any simu-

lated images onto an initial image without the full Balrog machinery. Some config-

uration details can also be set on the command-line call to balrog_injection.py

for ease of use as long as they do not conflict with any settings in the configuration

file.

A.2 Input Sample and Object Profiles

In principle any native GalSim input and object type can be used for injec-

tion. However, the object sampling, truth property updating, and truth catalog

generation steps require knowledge about underlying structure of the input data

(e.g. parametric models vs. image cutouts). We handle this ambiguity through

the use of BalInput and BalObject parent classes that define the necessary im-

plementation details to connect GalSim to Balrog. These classes can be used to

register any needed injection types to Balrog including custom GalSim classes.

Subclasses provided for injection types used in DES Y3 runs are described below:

• ngmixGalaxy: Described in Section 4.2.2. A sum of GalSim Gaussian ob-

jects that represent a Gaussian mixture model fit to a source by the mea-

surement software ngmix. Balrog can currently inject the following ngmix

profile model types: a single Gaussian (gauss), a composite model (cm) that

combines an exponential disk with a de Vaucouleurs’ profile, and a modified

CModel with fixed size ratio between the two components (bdf). As ngmix

allows for objects with negative size before convolution with a PSF, these
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negative values are clipped to a small non-zero value (T=10−6, corresponding

to a size scale of ∼10−3 arcsec) to avoid rendering failures.

• DESStar: A synthetic star sample with realistic density and property dis-

tributions across the DES footprint was created to a depth of 27 magnitude

in g. These objects are treated as delta functions convolved with the lo-

cal PSF. These magnitudes are referenced as δ-mag in Chapter 5. Further

details about this star catalog are described in Section 4.3.2.

• MEDSGalaxy: Single-epoch image cutouts of detected DES objects are stored

in MEDS files for each band. These image cutouts can be used directly for

injection after deconvolving with the original PSF solution and re-convolving

with the local injection PSF.

Balrog can inject multiple object types in the same run by setting the gal

field in the configuration as a List type; this is identical to GalSim configura-

tion behaviour. The relative fraction of each injection type is then set in the

pos_sampling field described below.

A.3 Updating Truth Properties and Optional

Transformations

Most Balrog runs sample objects from an existing catalog. Some of the object

properties are modified to fit the needs of the simulation such as the positions,

orientations, and fluxes. Updates to positions and orientations are automatically

applied to the output truth catalogs while flux corrections due to local extinc-

tion and zeropoint offsets are not, though we save the applied extinction factor.
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Different behaviour for these quantities as well as any additional changes can be

defined when creating the relevant BalObject subclass.

Position sampling is determined by the configuration parameter pos_sampling

and can be set to Uniform for spherical random sampling or one of the following

grid choices that are regularly-spaced in image space: RectGrid for a rectangular

lattice, HexGrid for a hexagonal lattice, and MixedGrid for one of the previous

grid choices that mixes multiple injection object types on the same grid with a

set relative abundance inj_frac. The user has control over the grid spacing as

well as whether to apply random translations and/or rotations of the grid for

each tile in addition to random rotations of the object profiles themselves with

rotate_objs.

In addition to flux scaling to match the zeropoint of each image, an additional

extinction factor can be applied with the configuration option extinct_objs.

If set, extinction factors in griz for each tile are loaded and applied to object

fluxes. Incorporating more sophisticated per-object, SED-dependent extinction

implementations based on the maps provided in [177] is planned for a future code

release but are currently applied at the tile level. Any of the native GalSim noise

models can be added to the injection stamps with the Poisson component ignoring

the existing image pixel values as long as the Balrog (or AddOn) image type is

used. Optional transformations such as a constant shear or magnification factor

that are uniform across a tile can be added in the injection configuration with the

same syntax as a typical GalSim configuration, while per-object effects need to be

implemented into the relevant BalObject subclass.
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A.4 Configuration Example

Here we show the high-level configuration settings used for Balrog Run2 and

Run2a, where capitalized quantities in {} refer to local file paths:
modules :

− gals im . des ,
− i n j e c t o r ,
− ngmix_catalog ,
− des_star_cata log

input :
des_star_cata log :

base_dir : {INPUT_DIR}
data_vers ion : y3v02
model_type : Model_16 .5−26.5

ngmix_catalog :
catalog_type : bdf
de_redden : True
d i r : {INPUT_DIR}
fi le_name : {INPUT_FILENAME}
t_max : 100

ga l :
type : L i s t
i tems :
− # y3−merged DF i n j e c t i o n

type : ngmixGalaxy
− # y3−s t a r s de l ta−i n j e c t i o n

type : desStar

p s f :
type : DES_PSFEx

stamp :
draw_method : no_pixel
gsparams :

maximum_fft_size : 16384
type : Balrog

image :
bands : g r i z
ext inc t_obj s : True
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rotate_obj s : True
n_rea l i z a t i on s : 1
no i s e : {} # Turn on Poisson no i s e
nproc : 16
pos_sampling :

des_star_cata log :
type : MixedGrid
i n j_ f r a c : 0 . 1

ngmix_catalog
type : MixedGrid
gr id_spac ing : 20
grid_type : HexGrid
i n j_ f r a c : 0 . 9
o f f s e t : Random
ro ta t e : Random

random_seed : {SEED}
run_name : {Run2/Run2a}
type : Balrog
ve r s i on : y3v02
wcs :

type : F i t s
x s i z e : 2048
y s i z e : 4096
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Appendix B

Angular Clustering Systematics

Section 5.1.4 introduced a method for translating the differences between the

Balrog and Y3 GOLD catalogs into a predicted systematic error in the angular

clustering of galaxies. We first choose a sample selection which is applied to

both catalogs. We then measure the dependence of galaxy counts fluctuations in

both selected Balrog and Y3 GOLD samples on several measured image quality

indicators, as in Figure 5.3. Finally, for each data quality indicator, we interpolate

the density fluctuation trends to the full survey area and estimate the angular

clustering that these trends imply. As small systematic variations in the survey

depth enter, to leading order, as additive power in the measured clustering signal,

a comparison of the power we measure in these interpolated maps offers a direct

estimate of the importance of any deviation between our injection catalogs and

the real data.

Here we show the same maps as Figure 5.4 for six measured survey properties

in all bands, for the 17.5 < i < 12.5 sample selection meant to emulate the Y3

MagLim sample. With the exception of a negligible spike in power in a few of the

SIGMA_MAG_ZERO maps, the measured systematic errors are less than 1% of the

fiducial galaxy clustering signal (calculated as described in Figure 5.3) on scales

below approximately 1◦ (` > 180).
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Figure B.1: Power spectra of the mean airmass, and associated interpolated
Balrog and Y3 GOLD galaxy count variations, as in Figure 5.4. The left panels
show the angular power spectrum of the noted survey property (in green) and the
corresponding power spectra of the number densities of the Balrog (in blue) and
Y3 GOLD (in gold) MagLim-like galaxies across the Y3 footprint. The reference
galaxy power spectrum in black represents a typical cosmological signal at z = 0.7
with linear galaxy bias parameter of 1. The right panels show the difference in
power between Y3 GOLD and Balrog as a fraction of the fiducial cosmological
power spectrum shown on the left.
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Figure B.2: Power spectra of the mean exposure time, and associated interpo-
lated Balrog and Y3 GOLD galaxy count variations, as in Figure 5.4. The left
panels show the angular power spectrum of the noted survey property (in green)
and the corresponding power spectra of the number densities of the Balrog (in
blue) and Y3 GOLD (in gold) MagLim-like galaxies across the Y3 footprint. The
reference galaxy power spectrum in black represents a typical cosmological signal
at z = 0.7 with linear galaxy bias parameter of 1. The right panels show the
difference in power between Y3 GOLD and Balrog as a fraction of the fiducial
cosmological power spectrum shown on the left.
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Figure B.3: Power spectra of the mean PSF FWHM, and associated interpolated
Balrog and Y3 GOLD galaxy count variations, as in Figure 5.4. The left panels
show the angular power spectrum of the noted survey property (in green) and the
corresponding power spectra of the number densities of the Balrog (in blue) and
Y3 GOLD (in gold) MagLim-like galaxies across the Y3 footprint. The reference
galaxy power spectrum in black represents a typical cosmological signal at z = 0.7
with linear galaxy bias parameter of 1. The right panels show the difference in
power between Y3 GOLD and Balrog as a fraction of the fiducial cosmological
power spectrum shown on the left.
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Figure B.4: Power spectra of the mean error on the grey zeropoint calibration
and associated interpolated Balrog and Y3 GOLD galaxy count variations, as in
Figure 5.4. The left panels show the angular power spectrum of the noted survey
property (in green) and the corresponding power spectra of the number densities
of the Balrog (in blue) and Y3 GOLD (in gold) MagLim-like galaxies across the
Y3 footprint. The reference galaxy power spectrum in black represents a typical
cosmological signal at z = 0.7 with linear galaxy bias parameter of 1. The right
panels show the difference in power between Y3 GOLD and Balrog as a fraction
of the fiducial cosmological power spectrum shown on the left.
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Figure B.5: Power spectra of the mean sky brightness, and associated interpo-
lated Balrog and Y3 GOLD galaxy count variations, as in Figure 5.4. The left
panels show the angular power spectrum of the noted survey property (in green)
and the corresponding power spectra of the number densities of the Balrog (in
blue) and Y3 GOLD (in gold) MagLim-like galaxies across the Y3 footprint. The
reference galaxy power spectrum in black represents a typical cosmological signal
at z = 0.7 with linear galaxy bias parameter of 1. The right panels show the
difference in power between Y3 GOLD and Balrog as a fraction of the fiducial
cosmological power spectrum shown on the left.
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Figure B.6: Power spectra of the variance from sky background, and associated
interpolated balrog and Y3 GOLD galaxy count variations, as in Figure 5.4. The
left panels show the angular power spectrum of the noted survey property (in
green) and the corresponding power spectra of the number densities of the Balrog
(in blue) and Y3 GOLD (in gold) MagLim-like galaxies across the Y3 footprint.
The reference galaxy power spectrum in black represents a typical cosmological
signal at z = 0.7 with linear galaxy bias parameter of 1. The right panels show
the difference in power between Y3 GOLD and Balrog as a fraction of the fiducial
cosmological power spectrum shown on the left.

210



Appendix C

Tabular Results

Here we present the tabular results of many of the plots shown in Chapter

5. The mean (<∆>), median (∆̃), and standard deviation (σ) of the Balrog

griz magnitude responses binned in injection magnitude for the y3-stars and

y3-merged samples are shown in Table C.1 and C.2 respectively. The equivalent

quantities for the color responses are shown in Table C.3 and C.4. Measurements

of the Balrog classification, or “confusion”, matrix described in Section 5.4 are

shown in Table C.5.
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True Mag 〈∆g〉 ∆̃g σg 〈∆r〉 ∆̃r σr 〈∆i〉 ∆̃i σi 〈∆z〉 ∆̃z σz
(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)

17.00 0.001 0.000 0.004 0.002 0.003 0.005 0.003 0.004 0.010 0.005 0.006 0.006
17.25 0.001 0.003 0.013 0.002 0.003 0.009 0.004 0.005 0.008 0.006 0.006 0.006
17.50 0.001 0.002 0.005 0.002 0.004 0.026 0.005 0.006 0.009 0.006 0.007 0.012
17.75 0.001 0.002 0.006 0.003 0.004 0.007 0.005 0.006 0.006 0.006 0.007 0.011
18.00 0.002 0.003 0.015 0.004 0.005 0.006 0.006 0.006 0.011 0.007 0.007 0.008
18.25 0.003 0.003 0.006 0.005 0.005 0.008 0.006 0.007 0.013 0.006 0.007 0.011
18.50 0.004 0.004 0.006 0.005 0.006 0.008 0.006 0.007 0.009 0.007 0.008 0.014
18.75 0.004 0.004 0.014 0.005 0.006 0.010 0.006 0.007 0.008 0.007 0.008 0.017
19.00 0.004 0.004 0.008 0.005 0.006 0.014 0.005 0.007 0.022 0.007 0.008 0.017
19.25 0.004 0.005 0.008 0.004 0.006 0.017 0.006 0.007 0.013 0.007 0.009 0.021
19.50 0.004 0.005 0.008 0.004 0.006 0.021 0.005 0.007 0.026 0.007 0.009 0.026
19.75 0.004 0.005 0.015 0.004 0.006 0.023 0.006 0.008 0.022 0.007 0.010 0.023
20.00 0.003 0.005 0.015 0.004 0.006 0.029 0.006 0.008 0.028 0.008 0.010 0.034
20.25 0.003 0.005 0.029 0.004 0.007 0.024 0.006 0.009 0.019 0.009 0.011 0.025
20.50 0.003 0.005 0.031 0.004 0.007 0.030 0.007 0.010 0.028 0.009 0.012 0.037
20.75 0.003 0.005 0.033 0.005 0.008 0.028 0.007 0.010 0.038 0.010 0.013 0.041
21.00 0.003 0.005 0.032 0.005 0.008 0.030 0.008 0.011 0.033 0.012 0.014 0.043
21.25 0.003 0.006 0.029 0.005 0.009 0.027 0.009 0.012 0.033 0.013 0.015 0.052
21.50 0.003 0.006 0.030 0.006 0.010 0.031 0.011 0.014 0.042 0.016 0.017 0.059
21.75 0.002 0.006 0.033 0.006 0.010 0.037 0.012 0.015 0.048 0.018 0.019 0.072
22.00 0.002 0.006 0.047 0.007 0.011 0.042 0.014 0.016 0.053 0.022 0.021 0.085
22.25 0.002 0.006 0.044 0.009 0.013 0.049 0.017 0.018 0.065 0.026 0.024 0.107
22.50 0.002 0.006 0.055 0.011 0.014 0.064 0.020 0.020 0.076 0.031 0.026 0.126
22.75 0.003 0.006 0.065 0.014 0.016 0.070 0.023 0.022 0.108 0.038 0.028 0.159
23.00 0.004 0.008 0.083 0.017 0.019 0.083 0.028 0.025 0.107 0.047 0.033 0.218
23.25 0.006 0.009 0.093 0.022 0.022 0.098 0.031 0.025 0.131 0.062 0.035 0.304
23.50 0.010 0.012 0.124 0.027 0.024 0.116 0.033 0.024 0.162 0.084 0.031 0.521
23.75 0.015 0.014 0.147 0.034 0.029 0.154 0.031 0.018 0.200 0.140 0.037 0.876
24.00 0.021 0.016 0.174 0.045 0.034 0.208 0.017 -0.007 0.315 0.297 0.036 1.571
24.25 0.033 0.021 0.245 0.052 0.035 0.226 0.002 -0.041 0.463 0.456 -0.014 2.170

Table C.1: The mean (〈∆〉), median (∆̃), and standard deviation (σ) of the Balrog griz magnitude responses binned in
injection magnitude for the y3-stars sample. The quoted magnitudes correspond to the left bin edge. Simple Gaussian
statistics do not fully capture the complexity of the responses – see Figure 5.5.
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True Mag 〈∆g〉 ∆̃g σg 〈∆r〉 ∆̃r σr 〈∆i〉 ∆̃i σi 〈∆z〉 ∆̃z σz
(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)

18.00 -0.066 -0.039 0.081 -0.055 -0.035 0.081 -0.048 -0.029 0.087 -0.043 -0.024 0.076
18.25 -0.063 -0.042 0.101 -0.052 -0.033 0.084 -0.042 -0.024 0.069 -0.039 -0.020 0.076
18.50 -0.059 -0.036 0.077 -0.046 -0.028 0.079 -0.039 -0.019 0.079 -0.040 -0.020 0.083
18.75 -0.055 -0.036 0.078 -0.039 -0.020 0.076 -0.039 -0.020 0.077 -0.034 -0.014 0.083
19.00 -0.055 -0.033 0.083 -0.041 -0.021 0.077 -0.035 -0.015 0.086 -0.031 -0.010 0.090
19.25 -0.044 -0.023 0.084 -0.036 -0.018 0.079 -0.031 -0.011 0.085 -0.026 -0.006 0.101
19.50 -0.040 -0.022 0.078 -0.033 -0.013 0.087 -0.027 -0.006 0.096 -0.022 -0.002 0.105
19.75 -0.040 -0.020 0.085 -0.030 -0.009 0.088 -0.025 -0.003 0.109 -0.019 0.002 0.115
20.00 -0.035 -0.015 0.078 -0.026 -0.006 0.105 -0.022 0.000 0.110 -0.016 0.005 0.125
20.25 -0.035 -0.015 0.098 -0.024 -0.003 0.105 -0.020 0.003 0.119 -0.012 0.009 0.134
20.50 -0.032 -0.012 0.090 -0.023 0.000 0.109 -0.016 0.006 0.126 -0.008 0.013 0.153
20.75 -0.030 -0.009 0.110 -0.020 0.002 0.122 -0.013 0.009 0.145 -0.003 0.017 0.161
21.00 -0.027 -0.006 0.107 -0.018 0.005 0.133 -0.010 0.013 0.155 0.001 0.021 0.174
21.25 -0.026 -0.005 0.116 -0.016 0.008 0.148 -0.007 0.017 0.163 0.003 0.025 0.194
21.50 -0.023 -0.002 0.127 -0.014 0.010 0.157 -0.005 0.020 0.176 0.006 0.028 0.211
21.75 -0.022 0.000 0.147 -0.012 0.014 0.171 -0.002 0.023 0.189 0.008 0.031 0.228
22.00 -0.020 0.002 0.154 -0.010 0.017 0.181 -0.001 0.026 0.203 0.011 0.034 0.254
22.25 -0.019 0.005 0.171 -0.009 0.020 0.192 0.001 0.030 0.222 0.015 0.036 0.291
22.50 -0.017 0.007 0.187 -0.007 0.024 0.212 0.003 0.033 0.248 0.020 0.039 0.339
22.75 -0.017 0.010 0.200 -0.005 0.028 0.231 0.005 0.036 0.279 0.022 0.037 0.403
23.00 -0.014 0.013 0.220 -0.004 0.031 0.259 0.004 0.036 0.314 0.024 0.030 0.496
23.25 -0.012 0.017 0.247 -0.004 0.034 0.293 -0.002 0.031 0.355 0.028 0.014 0.663
23.50 -0.011 0.020 0.279 -0.008 0.033 0.329 -0.023 0.013 0.391 0.037 -0.013 0.916
23.75 -0.009 0.022 0.323 -0.023 0.021 0.369 -0.064 -0.026 0.442 0.069 -0.053 1.312
24.00 -0.009 0.020 0.383 -0.055 -0.007 0.413 -0.132 -0.091 0.528 0.142 -0.115 1.874
24.25 -0.012 0.014 0.463 -0.108 -0.057 0.492 -0.233 -0.194 0.713 0.232 -0.217 2.463

Table C.2: The mean (〈∆〉), median (∆̃), and standard deviation (σ) of the Balrog griz magnitude responses binned in
injection magnitude for the y3-merged sample. The quoted magnitudes correspond to the left bin edge. Simple Gaussian
statistics do not fully capture the complexity of the responses – see Figure 5.8.
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True Color 〈g − r〉 g̃ − r σg−r 〈r − i〉 r̃ − i σr−i 〈i− z〉 ĩ− z σi−z

(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)

-0.2 -0.006 -0.003 0.082 -0.006 -0.003 0.111 0.000 -0.003 0.156
-0.1 -0.004 -0.002 0.098 -0.007 -0.003 0.102 -0.002 -0.002 0.114
0.0 -0.003 -0.002 0.092 -0.004 -0.002 0.074 -0.002 -0.001 0.091
0.1 -0.004 -0.003 0.09 -0.004 -0.002 0.078 -0.002 -0.001 0.11
0.2 -0.002 -0.002 0.074 -0.003 -0.002 0.09 -0.002 -0.001 0.111
0.3 -0.001 -0.002 0.077 -0.002 -0.002 0.097 -0.002 -0.001 0.101
0.4 -0.001 -0.001 0.085 -0.001 -0.002 0.096 -0.002 -0.001 0.092
0.5 0.000 -0.001 0.09 0.000 -0.001 0.094 -0.001 -0.001 0.087
0.6 0.000 -0.001 0.103 0.001 -0.001 0.091 0.000 -0.001 0.083
0.7 -0.001 -0.001 0.109 0.001 -0.001 0.088 0.001 -0.001 0.078
0.8 -0.002 -0.001 0.113 0.002 -0.001 0.092 0.001 0.000 0.075
0.9 -0.003 -0.001 0.126 0.002 -0.001 0.097 0.001 0.000 0.081
1.0 -0.006 -0.001 0.131 0.002 -0.001 0.101 0.004 0.001 0.084
1.1 -0.010 -0.002 0.142 0.003 -0.001 0.106 0.003 0.001 0.078
1.2 -0.017 -0.003 0.154 0.002 -0.001 0.112 0.020 0.001 0.073
1.3 -0.021 -0.003 0.155 0.002 0.000 0.116 -0.024 0.000 0.177
1.4 -0.027 -0.004 0.17 0.000 0.001 0.123 0.006 -0.003 0.119
1.5 -0.044 -0.01 0.208 0.000 0.000 0.129 -0.008 -0.008 0.007
1.6 -0.061 -0.017 0.24 0.000 0.000 0.137 – – –
1.7 -0.076 -0.026 0.265 -0.004 -0.001 0.138 – – –

Table C.3: The mean (〈∆〉), median (∆̃), and standard deviation (σ) of the
Balrog g − r, r − i, and i − z color responses binned in injection color for the
y3-stars sample. The quoted colors correspond to the left bin edge. Simple
Gaussian statistics do not fully capture the complexity of the responses – see
Figure 5.6.
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True Color 〈g − r〉 g̃ − r σg−r 〈r − i〉 r̃ − i σr−i 〈i− z〉 ĩ− z σi−z

(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)

-0.2 0.081 0.053 0.211 0.079 0.043 0.216 0.092 0.047 0.239
-0.1 0.047 0.030 0.192 0.053 0.032 0.201 0.062 0.030 0.213
0.0 0.026 0.016 0.182 0.028 0.013 0.182 0.030 0.009 0.177
0.1 0.012 0.006 0.179 0.011 0.002 0.155 0.019 0.004 0.163
0.2 0.002 -0.002 0.178 0.004 0.000 0.140 0.011 0.001 0.145
0.3 -0.009 -0.006 0.169 0.001 -0.001 0.140 0.007 0.000 0.134
0.4 -0.015 -0.008 0.161 -0.003 -0.001 0.139 0.004 0.000 0.141
0.5 -0.019 -0.009 0.158 -0.007 -0.003 0.140 0.001 -0.001 0.160
0.6 -0.024 -0.010 0.157 -0.012 -0.005 0.146 -0.004 -0.003 0.161
0.7 -0.028 -0.011 0.158 -0.015 -0.007 0.147 -0.009 -0.005 0.159
0.8 -0.031 -0.011 0.159 -0.018 -0.007 0.146 -0.012 -0.007 0.161
0.9 -0.036 -0.011 0.162 -0.022 -0.008 0.152 -0.016 -0.009 0.171
1.0 -0.041 -0.011 0.167 -0.026 -0.010 0.161 -0.019 -0.011 0.176
1.1 -0.046 -0.011 0.173 -0.029 -0.012 0.170 -0.031 -0.016 0.193
1.2 -0.051 -0.010 0.184 -0.035 -0.013 0.178 -0.053 -0.024 0.210
1.3 -0.059 -0.011 0.194 -0.071 -0.030 0.221 -0.049 -0.024 0.215
1.4 -0.069 -0.013 0.210 -0.149 -0.091 0.276 -0.054 -0.018 0.223
1.5 -0.074 -0.015 0.222 -0.171 -0.105 0.288 -0.076 -0.028 0.236
1.6 -0.070 -0.016 0.224 -0.183 -0.112 0.300 -0.075 -0.015 0.220
1.7 -0.066 -0.016 0.224 -0.206 -0.126 0.314 -0.050 -0.007 0.240
1.8 -0.096 -0.028 0.265 -0.206 -0.127 0.334 -0.063 -0.017 0.255
1.9 -0.193 -0.092 0.358 -0.221 -0.112 0.363 -0.061 -0.003 0.220

Table C.4: The mean (〈∆〉), median (∆̃), and standard deviation (σ) of the
Balrog g − r, r − i, and i − z color responses binned in injection color for the
y3-merged sample. The quoted colors correspond to the left bin edge. Simple
Gaussian statistics do not fully capture the complexity of the responses – see
Figure 5.10.
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True Mag Star->Star Gal->Star Star->Gal Gal->Gal
(TP; %) (FP; %) (FN; %) (TN; %)

18.50 99.6 1.6 0.4 98.4
18.75 99.6 2.9 0.4 97.1
19.00 99.4 2.9 0.6 97.1
19.25 99.3 2.6 0.7 97.4
19.50 99.2 2.8 0.8 97.2
19.75 99.1 2.3 0.9 97.7
20.00 98.7 1.9 1.3 98.1
20.25 98.6 1.8 1.4 98.2
20.50 98.2 1.8 1.8 98.2
20.75 97.8 1.9 2.2 98.1
21.00 97.3 1.8 2.7 98.2
21.25 96.7 1.7 3.3 98.3
21.50 95.9 2.2 4.1 97.8
21.75 95.1 2.0 4.9 98.0
22.00 93.4 2.3 6.6 97.7
22.25 90.8 3.2 9.2 96.8
22.50 86.4 4.1 13.6 95.9
22.75 79.5 5.2 20.5 94.8
23.00 70.3 6.7 29.7 93.3
23.25 58.2 8.3 41.8 91.7
23.50 46.4 10.1 53.6 89.9
23.75 37.5 12.4 62.5 87.6
24.00 30.9 14.5 69.1 85.5
24.25 25.9 15.0 74.1 85.0

Table C.5: Elements of the classification (or confusion) matrix for Balrog
sources binned by injection magnitude when normalized by percent, where the
measured classification is determined by EXTENDED_CLASS_SOF<= 1 for stars and
EXTENDED_CLASS_SOF> 1 for galaxies. The second through fifth columns corre-
spond to the true positive (TP), false positive (FP), false negative (FN), and true
negative (TN) rates of Balrog stars respectively. The very pure y3-stars sample
is used to compute the TP and FN rates, while the nosier classifications of the DF
y3-merged injections are used for the rest. The quoted magnitudes correspond to
the left bin edge. See Figure 5.15.
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