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A CONTROL SCHEME FOR MICROCOMPUTERS BEING USED IN MULTIPROCESSOR ARRAYS 

: John Meng and Fong Gin 

University of California, Berkeley 
Lawrence Berkeley Laboratory 

Berkeley, California U.S.A. 94720 

ABSTRACT 

In general, microcomputer central processor devices 
are completely controllable from memory and memory con­
trol 1 ines. By interjecting a controlling processor 
between the central processor chip and its memory, and 
using the central processor •memory ready" signal for 
synchronization, data can be supplied to the micropro­
cessor either from an attached memory or from the con­
trolling processor. The controlling processor may also 
download codes into the microprocessor's memory to be 
used either as programs or as da.ta. By manipulating 
restart, hold and interrupt signal lines in addition to 
the memory 1 ines,' total control is achieved. Such a 
scheme can be used to orchestrate the simultaneous ap­
plication of arrays of microcomputers to single large 
problems or to many discrete smaller problems. We 
describe the details of such connections to three colll­
mercially available devices: A Motorola 68000, an Ad­
vanced Micro Devices 29116 and a National Semiconductor 
NS32032 and indicate how our scheme may be used to con­
nect such devices into a cooperating parallel array. 

INTRODUCTION 

Microcomputers now functionally replace large chunks 
of what previously ·was minicomputer domain. This is 
happening because microcomputers are 1) capable, 2) 
physically smaller, 3) of equivalent or of greater memory 
addressing capacity, 4) less power consumptive, and 5) 
less expensive. These microprocessors are today prime 
candidates for becoming the computing elements in 
multiple processor computing engines. 

Single path sequential machines, classic Von Neumann 
architecture, from the smallest microcomputer to the 
largest mainframe, are all facing an impenetrable barrier 
to performance. The speed of light being the upper limit 
to signal transit velocity, the time it takes for data 
to move within the physical structure of the microchip 
or within the physical structure of the mainframe will 
never be less than that determined by the distance it 
must move, divided by the speed of light. The smaller 
the computing device, the faster it can be. The only 
known route around the speed of 1 ight barrier is to use 
multiple processing devices all working on a problem 
simultaneously. We have successfully used minicomputer 
central processors in a parallel configuration to demon­
strate speedups proportional to. the number of proces­
sors.2,3 It is important for ·us to be able .to do 
similarly using microprocessors. Significant problems 
are initialization, downloading and functional control 
of the microprocessors. We achieve this in our mini­
computer-based system by using the on-board control 
panel logic in each minicomputer central processor.4 

A central authority--a controlling processor--must 
be able to completely orchestrate the performance of the 
micros in order to effectively apply their computing 
power in parallel to a user problem. Software-to-soft­
ware communication is possible wherein programs are 
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preplaced into each micro to request and execute tasks 
passed down from the central authority. This scheme has 
at least two major disadvantages. First, task and code 
passing is software driven and, hence, slow. Se.cond, 
some significant parts of the micro's capacity must be 
dedicated to looking for commands, downloading programs, 
executing them and passing on results. This overhead 
not only interferes with execution of user programs, but 
competes with user jobs for memory space. 

THE HARDWARE SOLUTION 

By giving the central authority control 
microprocessor central processor connection 
memory, we can relieve these drawbacks 

over the 
to its 

(Fig. 1). 
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f.!.9..:.._!. The above diagram illustrates the control pr~ 
cesser connection into the system. Input/Output and 
gating are duplicated for each microprocessor central 
processor in the parallel array. FIFOs allow the con­
trol processor to take 'snapshots' of bus sequences. 



When it is necessary to download programs, the control-
1 ing processor takes control of the micro's memory and 
performs a direct memory transfer. Having completed 
this, it returns the memory to the micro and uses its 
connection to the micro interrupt and control 1 ines to 
start micro execution. To signal ·the controlling pro­
cessor, as at the completion of a job, the micro simply 
halts or performs some other easily detectable stunt. 
The First In First Out (FIFO) stacks monitor data, ad­
dress and status lines at micro bus speeds.· The control 
processor can read these devices leisurely to interpret 
its 'snapshots' of microprocessor activity. Taking such 
snapshots does not interfere with the micro. They are 
useful in reconfigurable multi-processor systems when an 
optimum configuration of processors is being sought for 
a particular problem, and where this snapshot monitoring 
can tell the controlling processor where slowdowns are 
occurring. 

Figure 1 illustrates a control processor's attach­
ment to bus, control and status 1 ines. Figures 2,3 and 
4 complete this drawing with specific connections to 
each of three commercially available devices. In 
Fig. 1, gating is shown inserted into memory-data and 
address busses to allow their connection either to the 
micro or to the control processor, under control of the 
control processor. 

The control processor has a direct memory 1 ink for 
downloading data or programs and for uploading results. 
It monitors status 1 ines from the micro and drives con­
trol 1 ines into the micro. Single-step control of the 
micro allows a debugging mode of operation where the 
control processor intercepts memory requests and itself 
acts as though it were the micro's memory. A programmer 
can then 'spoon feed' the micro and leisurely contemplate 
the results. The control processor can also be used to 
generate breakpoints during debugging based on micro bus 
addresses, data or status. 

Figure 2 illustrates the connection of the National 
Semi conductor NS32032 into the controlling scheme ill us­
trated in Fig. 1. A small amount of additional logic is 
required to insure synchronization of interrupt and con­
trol signals. In order to single step the micro, the 
READY signal, normally used to delay micro operations 
until external devices can perform, is held FALSE and 
synchronously released for a single micro bus cycle on 
the leading edge of a control signal from the controlling 
processor. 

The NS32032 addresses memory in bytes, and uses four 
lines to select which byte or which group of bytes it is 
accessing. Gating is added for controlling this function 
and the memory of Fig. 1 is redrawn showing a four-in­
dependent-byte organization. The NS32032 is designed to 
work with a memory management chip and a floating point 
arithmetic chip. Either, both or neither may be includ­
ed in the system. 
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f.!.9..;_1.. With minimal perturbations in the general con­
nectJon scheme shown in Fig. 1, the NS32032 is connected 

·and controlled by the control processor. Labels on lines 
leading from this figure refer to the same labels on 
Fig. 1. 

The Advanced Micro Devices AM29116 is unique among 
the three devices we are considering. Whereas the other 
two devices are designed to run programs with just the 
addition of memory to the central processor chip, the 
AM29116 is just the processing part of a central proces­
sor and needs a considerable amount of control logic in 
addition to memory to run as a stand-alone computer. 
The appropriateness of its consideration derives from 
its potential as a processing element in a special class 
of multiple-processor systems; namely pipeline proces­
sors, and from its potential as a high speed special 
purpose processor for quickly performing simple repeti­
tive tasks on large blocks of data. 

The AM29116 performs high s'peed 16-bit 1 ogic. The 
specific operation is determined by sixteen instruction 
1 ine inputs into the chip. Data is passed into and out 
of the device on sixteen additional lines. In Fig. 3 we 
have shown the data input/output lines connecting into 
the memory. in Fig. 1. An independent memory is shown in 
Fig. 3 to store instruction sequences. It' has gating 
allowing it to be written and read by the control pro­
cessor. 'Counters are included in the processor block to 
sequence memory accesses. Single stepping is a function 
handled by the AM2925 clock generator chip. Some addi­
tional control logic is shown to handle memory accesses 
and system initialization. 
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~. Unlike the other two devices under considera­
~he AM29116 is not functionally a fully integrated 
central processor device. Instruction select 1 ines are 
separate from data input/output lines. This is uniquely 
useful for some applications. For example, repetitive 
operations on a block of arguments are very fast. The 
device makes an ideal computing element in pipeline pro­
cessor stages. Connections must be made into the sepa­
rate instruction memory as well as into the argument 
memory to effectively control the device. 

Figure 4 illustrates connection of a Motorola MC68000 
into the control scheme of Fig. 1. 
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~. The M68000 connection to the control processor 
TSSTiililar to that of the NS32032. However, the bus is 
asynchronous, simplifying the connection of some hand­
shaking and control signals. 
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This connection is similar to the NS32032 connection. 
The differences are in the use of an asynchronous bus by 
the MC68000, and in the use of 16-bit instead of 32-bit 
data transfers. The MC68000 uses byte addressing and 
consequently the two byte-select lines are shown con­
necting to a byte-oriented memory through control gating. 

The asynchronous bus eliminates the need for syn­
chronizing logic shown in Fig. 2. This is replaced by 
some bus handshaking 1 ogi c used to control the DTACK 
(Data Transfer ACKnowledge) 1 ine. 

MULTIPLE-PROCESSOR CONFIGURATIONS 

Using our control scheme, the obvious multiple pro­
cessor configuration is that sketched in Fig. 5. 
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~ Micros connected in the group above are all un­
aertlie absolute control of the control processor. In­
dependent problems may be downloaded and run or single 
problems may be downloaded and run in parallel. Proces­
sor intercommunication is handled via the control pro­
cessor. With the added connection to data memories, 
this architecture is being used in the MIDASX multi­
processor system. 

The micros are autonomous. After setup they run inde­
pendently of the control processor and independently of 
all the other micros in the system. For problems not 
requiring processor intercommunication, this multiple 
processor configuration achieves processing s11eeds 1 i­
nearly proportional to the number of processors.2,3 

Data memories in Fig. 5 are shown directly connected 
to each micro. In the MIDAS' multi-processing system 
these data memories are connected to the processors vi a 
a crossbar gating array, and used to transport data from 
processor to processor. The control processor has access 
to data memories via the micros. If the micro were the 
AM2g116, this access route would not be available, since 
instruction memory and data memory are maintained separ­
ately throughout the chip. In Fig. 3 we have included 
gating in both memory-type connections, allowing the 
control processor access both to data memory and to in­
struction ·memory. With added logic, of course, the 
AM29116 can become a 'complete' processor just like the 
MC68000 or the NS32032, and can be used in equivalent 
fashion. Different microprocessor central processors 
can be mixed indiscriminately in arrays such as that of 
Fig. 5, and tasks passed to each can be selected to fit 
each's unique characteristics. The NS32032 features a 
32-bit data path into and out of the chip, for example, 
and this might be useful for high precision integer 
arithmetic work. The AM29116, on the other hand, only 
handles sixteen-bit data, but executes arithmetic or 
shifting functions in 100 ns. It might be particularly 
valuable where a large block of data had to be trans­
formed word-by-word. 



Figure 6 is a pipeline structure. Data is passed 
through the pipeline at a fixed rate, and operations on 
the data must be completed within one time frame of the 
transfer clock. 

~ In a pi pel ined configuration, data is stepped 
one stage per transfer clock. Parallel processing oc­
curs when more than one stage simultaneously contains 
data. Processing per stage is limited to that which can 
be done in the time between transfer clocks. 

Whereas full-blown microprocessor central processors 
would not normally be able to keep up with the clock in 
such a pipeline, the AM29116 can. The instruction 1 ines • 
on the AM29116 can be set by the controlling processor 
so that operations performed on the passing data are 
done in the proper sequence. One could even imagine a 
branched pipe with valves at branch points 
to send the data through the correct one of a choice of 
pipelined operations. In the conventional computer, in­
structions are sequentially presented to the processor. 
In the pipelined computer, data is sequentially passed 
to processors having fixed instructions. The pi pel ined 
processor has the advantage of an inherent parallel ism 
as soon as more than one data word gets into the pipe. 

CONCLUSION 

Because there is an upper 1 imit represented by the 
speed of 1 i ght on the processing speed of sequent ia 1 
computing systems, moves are under way to produce multi-
1pl e-processor systems. Microcomputers, because of small 
size and· low power consumption, make large· arrays for 
use in such systems practical. Control of our multi­
processor systems is done by interrupting the connection 
of the microprocessor centr.a 1 processor to its memory. 
Resulting parallel structures can accommodate a variety 
of microprocessors within one system making use of the 
unique advantages of ea·ch. A fast pi pel ined parallel 
processor is feasible where instruction memory and data 
memory connections are physically separated. 
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