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ABSTRACT OF THE DISSERTATION

Machine Learning Approaches for VLSI Reliability Analysis

by

Wentian Jin

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, March 2023

Dr. Sheldon X.-D. Tan, Chairperson

The reliability of Very Large Scale Integration (VLSI) circuits is crucial in mod-

ern electronic devices. VLSI circuits, which contain millions of transistors, are vulnerable

to a variety of reliability issues such as electromigration (EM), time-dependent dielectric

breakdown (TDDB), and temperature variation. These issues can lead to circuit failure

and reduce the lifetime of electronic devices. Traditionally, VLSI reliability analysis and

prediction have been performed using physics-based models and simulators. These models,

however, are computationally intensive and can be time-consuming to run. In recent years,

machine learning (ML) techniques have been used to predict and diagnose reliability issues

in VLSI circuits.

This thesis presents an in-depth study of machine learning techniques applied to

EM analysis, post-silicon thermal map estimation, and electrostatics analysis. Specifically,

the first segment proposes two data-driven ML methods for the fast prediction of transient

EM stress of general interconnects in VLSI circuits. The traditional numerical partial differ-

ential equation (PDE) problem is treated as an image processing or graph aggregation prob-
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lem which yields considerable speedup with acceptable accuracy. However, these methods

are still supervised learning approaches, requiring extensive training data generated from

numerical solvers. Therefore, the second segment proposes a hierarchical physics-informed

neural networks (PINN) based method for EM analysis. This approach leverages PINN,

which is trained mainly by physics laws with minimal labeled data requirements. The hier-

archical nature of interconnects is leveraged, and the entire interconnect tree is solved step

by step. Temperature variation has always been problematic in VLSI circuits, as reliability

degrades drastically as temperature varies. The third segment presents a real-time ther-

mal map estimation method for commercial VLSI circuits. This approach treats thermal

modeling as an image-generation task using generative neural networks (GANs), produc-

ing tool-accurate thermal map estimations. Electrostatics analysis is an essential step for

analyzing TDDB, an important failure mechanism for interconnects. Lastly, the fourth seg-

ment presents a PINN-based 2D electric field analysis method. This approach eliminates

the heavy dependence of finite element methods (FEM) used in traditional TDDB analysis

and leads to orders of magnitude of speedup.
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Chapter 1

Introduction

1.1 Electromigration Analysis for VLSI Interconnects

Electromigration (EM) is a primary long-term reliability concern for copper-based

back-end-of-the-line interconnects used in modern semiconductor chips. As predicted by the

International Technology Roadmap for Semiconductors (ITRS), EM is projected to only get

worse in future technology nodes [2]. This, as with many other reliability effects, is due

to the continued trend of feature-size reduction and rapid integration, which ultimately

affects the critical sizes for the EM failure process. EM-related aging and reliability will

become worse for current 7nm and below technologies. As a result, it is crucial to ensure the

reliability of the very large scale integration (VLSI) chips during their projected lifetimes.

For EM analysis, it is well known that existing Black and Blech-based EM mod-

els [11, 12] are overly conservative and can only work for single wire segment [34, 79]. To

mitigate these problems, recently many physics-based EM models and simulation techniques

have been proposed [24, 37, 81, 14, 62, 15, 13, 21, 92, 106, 4, 16, 83, 77, 85]. These computa-
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tional techniques primarily focus on finding a solution of the Korhonen equations [46], which

are the partial differential equations (PDEs) describing the hydrostatic stress evolution in

confined multi-segment interconnects subject to blocking material boundary conditions. A

number of conventional numerical and analytical methods have been proposed to attempt

to solve the PDEs efficiently and accurately [22, 80, 106, 93, 16]. Although numerical meth-

ods, such as finite difference method [22, 80] and finite element method [106], can work for

complex interconnect structures and obtain EM stress accurately, they impose high com-

putational costs due to the discretization of space and time. Recently, a semi-analytical

method based on the separation of variables method has been proposed [93, 16], which

shows promising performance in both accuracy and efficiency for general multi-segment in-

terconnects. However, solving the Korhonen equation in particular and PDEs in general

by traditional numerical methods still remains a significant challenge due to the inherent

limitations of those methods.

Recently, breakthroughs in deep learning for cognitive tasks based on deep neural

networks (DNNs) have brought new opportunities for solving differential equations in many

applications in the electric design automation (EDA) field [49]. However, how to apply

deep learning techniques to solve nonlinear partial differential equations still remains in its

infancy.

On the other hand, scientific machine learning (SciML) has emerged as a promising

and alternative solution to traditional numerical analysis techniques for solving PDEs. The

main concept is to replace traditional numerical discretization with a DNN that approxi-

mates the solution of the PDE. One important framework is the so-called physics-informed
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neural networks (PINN), which use differentiable DNNs to regularize the loss functions

via backpropagation-based training to obtain physics-informed/constrained surrogate mod-

els [68, 97]. The resulting models can quickly infer the solutions of the PDE for all input

coordinates and parameters. Recently, a PINN-based EM analysis approach has been pro-

posed in [35]. The authors show that PINN can be applied to solving the PDE for stress

evolution in confined metal. However, it only demonstrated the solution on simple inter-

connect straight wires. Additionally, our study shows that the plain PINN method does

not work well for large interconnect trees.

To address these challenges, we propose two data-driven deep learning techniques

and a hierarchical PINN-based model for fast transient hydrostatic stress analysis. The

specific contributions of this segment are as follows:

• First, we show that EM analysis, modeled by partial differential equations, can be

viewed as a 2D image-to-image transforming process. Then, we propose to explore the

conditional generative adversarial networks (GAN) [28] structure in which the input

images, which are the multi-segment interconnects topology with current densities,

are treated as conditions.

• To learn the temporal dynamics in the transient EM analysis, we further explore the

conditional GAN structures to use the time variable as the continuous condition for

generator and discriminator. We show such a time-conditional GAN works well for

time-varying stress modeling.

• Different hyperparameters of GAN were studied and compared. We use current den-

sities of wire segments and aging time as the conditions for the conditional GAN.
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The resulting EM-GAN can quickly give an accurate stress distribution of any multi-

segment wires for a given aging time.

• Second, we apply graph neural network (GNN) to perform transient EM stress on

multi-segment interconnect for the first time to the best of our knowledge. A graph

dataset on EM assessment is created using COMSOL multiphysics. The input of the

GNN model is edge features, such as length, width, current density, a graph structure,

and time. Its output is the stress on the edges. Then, we can estimate the hydrostatic

stress in each segment wire at the given time.

• We design our own graph neural network (called EMGraph) to perform the node-edge

regression task based on the popular GraphSage network. Compared with the GAN-

based method, the proposed EMGraph model can learn more transferable knowledge

to predict stress distributions on new graphs without retraining via inductive learning.

We use EMGraph to predict EM stress on large and unseen designs with good accuracy

and fast speed, which cannot be achieved by EM-GAN method [42] because of its size-

fixed image limitation. In addition, the size of the EMGraph model is much smaller

than that of the EM-GAN model.

• A novel graph convolution-decoder structure is employed in the EMGraph model. Our

model first processes the input graph using graph convolution. The resulting graph

embedding features are then fed into node and edge decoders, which convert latent

features to stress outputs.

• Lastly, we show that the plain PINN-based unsupervised learning does not work

very well for interconnects with a large number of segments in terms of accuracy and

4



training speed. To mitigate this problem, we propose a new hierarchical PINN solving

strategy to reduce the number of variables, which can lead to faster training and more

accurate models. The resulting PINN training framework is called HierPINN-EM for

fast EM-induced stress analysis for multi-segment interconnects.

• In the HierPINN-EM framework, the solving process consists of two steps (levels). The

first step is to find a parameterized solution for single-segment wires under different

boundary conditions, geometrical parameters, and stressing current densities. This

step can be solved by different approaches. In this work, we apply the supervised

learning method to build the DNN model with a parameterized input layer as a

universal solution to different single-segment wires under various boundary conditions.

• In the second step of HierPINN-EM, we apply the existing unsupervised PINN concept

to solve the stress and atom flux continuity problem in the interconnects by enforcing

the physics laws at the boundaries of all wire segments. In this way, HierPINN-EM

can significantly reduce the number of variables at the PINN solver, which leads to

faster training speed and better accuracy than the plain PINN method.

• The proposed HierPINN-EM framework consists of two steps. The first step is to find

a parameterized solution for single-segment wires under different boundary conditions,

geometrical parameters, and stressing current densities. This step can be solved by

different approaches. In this work, we apply the supervised learning method to build

the DNN model with a parameterized input layer as a universal solution to different

single-segment wires under various boundary conditions. In the second step, we apply

the existing unsupervised PINN concept to solve the stress and atom flux continuity

5



problem in the interconnects by enforcing the physics laws at the boundaries of all

wire segments. In this way, HierPINN-EM can significantly reduce the number of

variables at the PINN solver, which leads to faster training speed and better accuracy

than the plain PINN method.

Our experimental results demonstrate that:

EM-GAN is capable of quickly and accurately providing stress distribution of any

multi-segment wires for a given aging time. Compared to COMSOL [1] simulation results,

our experimental results show that the EM-GAN method has an average error of 6.6% and

orders of magnitude speedup. It also provides an 8.3× speedup over the previous state-of-

the-art analytic-based EM analysis solver [16].

EMGraph yields an average error of 1.5% compared to the ground truth results,

and it is orders of magnitude faster than both COMSOL and the state-of-the-art method.

It also achieves better accuracy and a 14× speedup over the EM-GAN method on several

interconnect tree benchmarks.

HierPINN-EM outperforms the plain PINN method in both accuracy and perfor-

mance with over 79× error reduction and orders of magnitude speedup, indicating much

better scalability. HierPINN-EM also yields 19% better accuracy with 99% reduction in

training cost over EMGraph.

1.2 Real-Time Full-Chip Thermal Map Estimation

As technology advances, high-performance microprocessors are becoming increas-

ingly thermally constrained due to steadily increasing power densities [86]. To enhance
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reliability, many system-level thermal/power regulation techniques such as clock gating,

power gating, dynamic voltage and frequency scaling (DVFS), and task migration have

been proposed in the past [33, 55, 90]. One critical aspect of the algorithms mentioned

above is correctly estimating the full-chip temperature profile to guide the online thermal

management schemes properly [47, 45]. However, accurate thermal estimation is a difficult

task, especially for commercial off-the-shelf multi-core processors.

Some of the existing methods depend on on-chip temperature sensors. However,

typically, only a few physical sensors are available, and they may not be located in close

proximity to the true hotspots on the chip, misleading the temperature regulation deci-

sion [7]. Hence, the more popular solution is to supplement the data from the few on-chip

sensors with estimated temperatures of all the prominent hotspots on the chip via thermal

models based on estimated power-traces [9]. These methods offer higher spatial resolution

as they allow for the temperature of all the hotspots on the chip to be monitored in real-time

[64, 36, 96, 88].

However, existing thermal modeling methods still suffer a few drawbacks. Firstly,

they require accurate power-traces as inputs, but estimating the power of each functional

unit (FU) of a real processor under varying workloads is not a trivial task, if not infea-

sible [94, 25]. On the other hand, from the system-level thermal or power management

perspective, the parameters that can be easily accessed are the core frequency, voltage, and

many utilization or performance metrics natively supported by most commercial proces-

sors [103]. Examples include Intel’s Performance Counter Monitor (PCM) [38] and AMD’s

uProf [6]. Thermal models parameterized by these parameters will be more desirable and
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practical. Secondly, it is difficult to calibrate these models for practical use due to sim-

plified modeling, boundary conditions, and the lack of sufficient accuracy. Lastly, most

models such as HotSpot [36] still employ expensive numerical methods to find temperature

solutions, which may not be fast enough for real-time use.

On the other hand, estimating the full-chip 2D thermal map of multi-core CPUs

from given performance monitor parameters can be viewed as an imaging synthesis problem.

We can treat the performance monitor parameters as extracted latent features for power

information of the chip. Then we can synthesize the 2D thermal maps once the neural net-

work is trained for the utilization to temperature transformation. Such training and image

generation process can be carried out using GAN, a popular generative deep neural net-

work for imaging synthesis, semantic imaging editing, style transfer, image superresolution,

etc [28, 23].

Inspired by this observation, in this work, we propose a novel data-driven fast

transient full-chip thermal map estimation method for multi-core commercial CPUs by

exploiting conditional generative adversarial learning. The specific contributions of this

segment are as follows:

• First, ThermGAN can be implemented on most, if not all, existing commercial multi-

core microprocessors, as it only uses the existing temperature sensors and workload-

independent utilization information. In other words, our strictly post-silicon approach

does not require any modifications to the chip’s design.

• We propose to treat this existing thermal modeling problem as an image generation

problem conditioned on high-level performance monitors, which are available in most,
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if not all, commercial microprocessors. We then propose to explore the conditional

generative neural network structure in which the input high-level performance data is

treated as categorical conditions.

• In our work, we use a simple memory-less convolutional neural network for both gen-

erator and discriminator, with Wasserstein distance as the loss function. We demon-

strate that the proposed ThermGAN can estimate transient and real-time thermal

maps without using any historical data for training and inferences, which is in con-

trast with a recent LSTM-based thermal map estimation method in which historical

data is needed [74].

• We use an advanced infrared thermography setup system that enables clear heatmaps

to be recorded directly from commercial microprocessors while they are under load.

A total of 257,400 pairs of PCM data and thermal maps were collected, and 75% were

used for training.

• The resulting ThermGAN can provide tool-accurate full-chip transient thermal maps

from the given performance monitor traces of commercial off-the-shelf multi-core pro-

cessors.

Experimental results show that the trained model is very accurate in thermal

estimation with an average RMSE of 0.47◦C, namely, 0.63% of the full-scale error. Our

data further show that the speed of the model is less than 7.5ms per inference, which is

two orders of magnitude faster than the traditional finite element-based thermal analysis

and is suitable for real-time thermal estimation. Furthermore, the new method is ∼4x more

accurate than the recently proposed LSTM-based thermal estimation method [74] and has
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a faster inference speed. It also achieves ∼2x accuracy with much less computational cost

than the EigenMaps method [70], which is a state-of-the-art pre-silicon method.

1.3 Electrostatics Analysis for VLSI Interconnects

Electrostatics is an important subject of study as it is pivotal in many VLSI mod-

eling applications. The goal is to compute voltage potential and electric fields with some

voltage and current boundary conditions for dielectrics and metal interconnects or planes.

In the back-end of VLSI manufacturing, a strong electric field can induce failure of the

dielectrics, which is known as Time-dependent dielectric breakdown (TDDB) [60]. Simula-

tion of this aging effect requires electrostatics. Also, several methods of parasitic extraction

involve electrostatics simulations in the chip layouts [18]. Recently, global placement is also

modeled as electrostatic problem [57].

Traditionally, this problem is primarily solved by numerical methods with spatial

discretization of the governing equation using polynomials into a finite-dimensional algebraic

system (as is done in finite element method (FEM) or finite difference method (FDM)). Such

numerical methods typically require meshing of a complicated layout or geometry, which

can be very computationally prohibitive for large problems.

On the other hand, DNNs have propelled an evolution in machine learning fields

and redefined many existing applications with new human-level AI capabilities. DNNs such

as convolutional neural networks (CNNs) have recently been applied to many cognitive

applications such as visual object recognition, object detection, speech recognition, natural

language understanding, etc. due to dramatic accuracy improvements in those tasks [49].
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However, how to apply deep learning techniques to learn and encode laws of physics and

help to solve nonlinear partial differential equations still remains in its infancy.

Recently, the so-called PINN or physics-constrained neural networks (PCNNs)

have been proposed to learn and encode physics laws expressed by nonlinear PDEs for

complex physical, biological or engineering systems [66, 67]. The idea is to use DNNs,

which are differentiable, to regularize the loss functions via back-propagation based train-

ing to obtain so-called physics-informed/constrained surrogate models, which can quickly

infer the solutions of the PDEs to all input coordinates and parameters. The promise of

PINN/PCNN is that we only need a small number of training examples and the resulting

DNN models will quickly respect the underlying principled physics laws for all the input

coordinates and parameters so that fast and accurate numerical solutions can be obtained.

Another significant benefit of the PINN/PCNN idea is that they are mesh-free compared to

traditional FEM or FDM based methods. However, only very simple PDE problems were

demonstrated in [68, 97, 78, 10, 67], although some progress was made for more complicated

aerodynamics simulation recently [19].

Inspired by recent progress with PINN/PCNN for solving partial differential equa-

tions, in this work, we propose a new data-driven 2D analysis of electric potential and electric

fields based on a physics-constrained deep learning scheme, called PCEsolve. The specific

contributions of this segment are as follows:

• We first show how to formulate the differential loss functions to consider the Laplace

differential equations with voltage boundary conditions for a typical electrostatic anal-

ysis problem. The resulting solving process becomes a nonlinear optimization process,
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which is solved by the back-propagation method in existing DNN networks. We apply

the resulting PCEsolve solver to calculate electric potential and electric field for VLSI

interconnects with complicated boundaries.

• Our study for purely label-free training (in which no information from FEM solver

is provided) shows that PCEsolve can get accurate results around the boundaries,

but the accuracy degenerates in regions far away from the boundaries. To mitigate

this problem, we explore adding some simulation data or labels at collocation points

derived from FEM analysis. We explore both voltage and electric field (1st order

derivative) label information, and the resulting PCEsolve can be much more accurate

across all the solution domain.

• We also studied the impacts of weights on different components of loss functions to

improve the model accuracy for both voltage and electric field.

Experimental results demonstrate the PCEsolve achieves an average error rate of

3.6% on 64 cases with random boundary conditions, and it is 27.5× faster than COMSOL

on test cases. The speedup can be further boosted to ∼ 38, 000× in single-point estimations.

Our study shows that the current PINN/PCNN frameworks have some potentials for solving

practical electrostatics analysis but with limited accuracy.

1.4 Organization

The rest of this thesis is organized as follows. Chapter 2 presents two data-

driven learning-based EM analysis methods for multi-segment interconnects in VLSI cir-

cuits, namely GAN-based model EM-GAN and GNN-based model EMGraph. To eliminate
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the heavy dependency on simulated labeled data, Chapter 3 presents a hierarchical PINN-

based method, called HierPINN-EM, to solve the Korhonen equations for multi-segment

interconnects for fast EM failure analysis. Chapter 4 presents a data-driven full-chip tran-

sient thermal map estimation method for commercial multi-core microprocessors using the

generative adversarial learning technique. Chapter 5 presents a 2D electric field analysis

approach based on the concept of physics-constrained deep learning. Finally, Chapter 6

concludes the thesis.
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Chapter 2

Data-Driven Learning-Based

Electromigration Analysis

2.1 Related Work and Motivation

2.1.1 Review of EM and EM modeling

EM is a diffusion phenomenon of metal atoms migrating from cathode to anode of

confined metal interconnect wires due to the momentum exchange between the conducting

electrons and metal atoms [11]. With the EM driving force, the hydrostatic stress increases

over time. When the stress reaches a critical value, a void is nucleated at the cathode and

ahillock is created at the anode of the interconnects. This eventually leads to an open or

short circuit, which is an EM-induced reliability problem in modern VLSI circuits.

Black’s equation predicts the EM-induced time-to-failure (TTF) based on empiri-

cal or statistical data fitting, which only works for a specific single wire [11]. Blech’s limit,
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which is an immortality check method, cannot estimate transient hydrostatic stress and

is subject to growing criticism due to unnecessary overdesign [12]. To mitigate this prob-

lem, the physics-based EM model, Korhonen equations [46], is employed to describe the

hydrostatic stress evolution for general multi-segment interconnects.

The general multi-segment interconnect consists of n nodes, including p interior

junction nodes xr ∈ {xr1, xr2, · · · , xrp} and q block terminals xb ∈ {xb1, xb2, · · · , xbq}, and

several branches. The physics-based Korhonen’s PDE for this general structure in nucleation

phase can be formulated as follows [93, 16].

∂σij(x, t)

∂t
=

∂

∂x

[
κij(

∂σij(x, t)

∂x
+Gij)

]
, t > 0

BC : σij1(xi, t) = σij2(xi, t), t > 0

BC :
∑
ij

κij(
∂σij(x, t)

∂x

∣∣∣∣
x=xr

+Gij) · nr = 0, t > 0

BC : κij(
∂σij(x, t)

∂x

∣∣∣∣
x=xb

+Gij) = 0, t > 0

IC : σij(x, 0) = σij,T

(2.1)

where BC and IC are boundary and initial conditions respectively, ij denotes a branch

connected to nodes i and j, nr represents the unit inward normal direction of the interior

junction node r on branch ij. σ(x, t) is the hydrostatic stress, G = Eq∗
Ω is the EM driving

force, and κ = DaBΩ/kBT is the diffusivity of stress. E is the electric field, q∗ is the

effective charge. Da = D0 exp(−Ea
kBT ) is the effective atomic diffusion coefficient. D0 is the

pre-exponential factor, B is the effective bulk elasticity modulus, Ω is the atomic lattice

volume, kB is the Boltzmann’s constant, T is the absolute temperature, Ea is the EM

activation energy. σT is the initial thermal-induced residual stress.
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2.1.2 DNN based approaches for solving PDEs

In order to solve the PDE (2.1) accurately, numerical methods [22, 80, 106], such

as finite difference and finite element methods, are applied for EM assessment. However,

these methods require huge computational costs and are not scalable for modern chips.

Therefore, an analytic-based method, called the separation of variables method, is employed

to estimate the transient hydrostatic stress with eigenvalues. This method suffers from

computing eigenvalues slowly and determining the number of eigenvalues [93, 16].

Deep learning has revolutionized the machine learning field with breakthroughs

in many cognitive applications such as image, text, speech, and graph recognition [49, 28].

Inspired by these observations, neural networks are modified to solve PDEs.

There are several strategies for solving PDEs using DNN-based methods. One

approach is to frame the PDE-solving process into a nonlinear optimization process coded

by DNN with loss functions to enforce the physics laws represented by the PDE and bound-

ary conditions. Recently proposed physics-informed neural networks [68, 67] or physics-

constrained neural networks [78, 61] represent this strategy. However, most of the reported

works only solve very small PDEs with simple boundary conditions. Furthermore, it is

unclear whether such methods can deliver sufficient accuracy without any labels (unsuper-

vised learning). On the other hand, the second approach uses supervised learning to build

DNN models based on the measured or simulated label data. Despite the abundance of suc-

cessful models in cognitive applications, identifying an appropriate representation for VLSI

interconnects and formulating an effective DNN model for EM analysis remain significant

challenges that demand investigation.
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To harness the tremendous success of deep learning models in image processing

applications, it is practical to represent VLSI interconnects as a 2-D image, and the EM

analysis problem can be addressed as an image-to-image problem. The topology of inter-

connects can be projected onto a pixel grid while other relevant electrical or geometrical

information can be stored in multiple channels of the image. This formulation makes it

possible to model the EM-induced stress evolution using existing image processing models

with necessary adaptations.

To efficiently represent the multi-segment interconnects structure, a graph is more

suitable to store the node and edge information of the interconnect trees. Kipf and Welling

introduced a definition of the convolution operation on a graph, which aggregates infor-

mation into the node from its neighborhood nodes [44]. However, this method only works

on a fixed graph because the input needs an adjacency matrix representing a graph. Once

the graph is changed, the model needs to be trained again. To mitigate this problem, the

GraphSAGE network is proposed for inductive learning on graphs [32]. Unlike the matrix

factorization method proposed by Kipf and Welling, GraphSAGE only learns the local node

features by aggregating the information from its neighborhood and can predict the features

at unseen nodes. This means that the model can predict the embedding features on new

graphs without retraining. Also, several works leveraging GNN have been proposed recently

for solving various problems in EDA, such as analog circuit clustering [76], estimation of

device parameters in [72], chip power estimation in [104], 3D circuit partitioning [58], tran-

sistor sizing [89], analog IC placement [53]. Since GNN represents more general and natural
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relationship among different design objectives, the knowledge learned by GNN models tends

to be more transferable for different designs, which is highly desirable in this work.

2.2 EM-GAN: CGAN-Based Current Density to EM Stress

Transformation

2.2.1 Data preparation

For machine learning-based approaches, one crucial aspect is sufficient training

data. For our GAN-based EM stress estimation, the input data are interconnect topologies

with various current densities in different wire segments, while the output is the evolution

of the EM-induced stress distribution across all wire segments. The proposed EM-GAN is

trained to model the transformation scheme between these two datasets. In what follows,

we present the details of the training data and how we preprocess and map them into the

domain that can be leveraged by GAN-based model.

To achieve the abundance of training data, we randomly generated 2500 different

topologies of multi-segment interconnects. Each of them has a different number of wire

segments with random widths, lengths, and current densities. These generated topologies

with current densities are then fed into COMSOL, an off-the-shelf finite element method

(FEM) solver. For each input, COMSOL produces a series of stress distributions that

reflect the stress evolution along the aging time. The data acquisition process is illustrated

in Fig. 2.1(a). The time-step between two adjacent results can be adjusted to obtain the

best trade-off between accuracy and performance.
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Figure 2.1: Illustration of training data: (a) Raw data acquisition for training dataset (b)
Input: A design with wire segments filled with current densities (c) Output: Evolution of
EM-induced stress distribution along 10 aging years.
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These data are all saved in numerical format. As stated in Section 2.1.2, to leverage

the GAN model, we have to transform them into the image domain so that the problem is

simplified as an image-to-image task.

• Input: Every interconnects topology is composed of rectangular wire segments with

random sizes. When generating the topologies, we set the bounds for both x- and

y-dimensions to 256 µm, and the resolution of the wire segments is set to 1 µm. With

this configuration, we can easily project the topology onto a 256 × 256 grid, which

can also be seen as a single-channel image, as shown in Fig. 2.1(b). We note that this

configuration does not restrict our work to only small-size interconnects, as in real

cases, bulk interconnect system may be divided into small pieces with partitioning

algorithms for parallel calculation. The proposed EM-GAN is used as the solver for

small partitions, and the results can be synthesized back to form the final results for

the original bulk interconnect system. Another input is the current density, which is

generated by applying random current sources to the interconnects. In each topology,

current density varies drastically among different wire segments but is equally and

uniformly distributed within the same segment. To combine these two inputs into

a single image, we fill every wire segment with its current density, and the resulting

single-channel image is shown in Fig. 2.1(b). In this work, we refer to every combined

input of topology and current density as a design.

• Output: The results we obtain from COMSOL for each design are a time-series of

gradually changing stress distributions. In this work, the maximum aging time is

set to 10 years, and we reserve 10 results from the 1st to the 10th year for training
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purposes. Similar to the raw data of current densities, the stress distributions are

also saved in numerical format, so they can also be combined with topologies. The

combined result is referred to as a stress map in this work. The combination process

together with the resulting stress maps at the 1st, 5th, and 10th aging years are

illustrated in Fig. 2.1(c). Each stress map can also be seen as a single-channel image

with the same 256× 256 size as the input design. The difference is that each pixel in

stress maps represents the stress value in the corresponding 1 µm2 area, and for each

input design, there are 10 resulting stress maps.

Feeding all 2500 randomly generated designs into COMSOL results in 25000 stress

distributions, which are then organized into a training dataset with 2500 pairs of (Input :

1 design, Output : 10 stress maps) samples. The 1-to-10 relationship within each data pair

implies that a single-input multiple-output (SIMO) model is required, while traditional

GANs are only capable of single-input single-output (SISO) modeling. The technique we

use to overcome this barrier will be detailed in Section 2.2.2.

Now that both the input and output have been transformed into the image domain,

a GAN-based model can be leveraged to solve the proposed problem as an image-to-image

task, as illustrated in Fig. 2.2. However, some preprocessing is still required before the data

can be fed into the model. Since there is only one channel in the image, the figures shown

in Fig. 2.1 are depicted as heat maps in which the colors are only for visualization purpose.

In a typical color image, pixels usually have red-green-blue channels, and the values are

limited to the range of 0 to 255, which is not the case in our dataset. Pixels in design and

stress map are filled with real values of current density and stress, respectively. In this work,
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both current density and stress can range drastically from magnitudes of −109 to 109. The

positive sign here denotes the direction toward right and up, and vice versa. It is commonly

accepted that values around zero are more numerically stable for neural networks. Thus,

we have to scale our dataset down to such a range. In this work, we rescale all samples to

zero mean and unit standard deviation using data standardization method. All values are

squeezed into the range of -7 to 7 with the majority of values around zero.

2.2.2 Problem formulation

The current density image to EM stress image transformation

We first show that we can view the PDE solving process for a multi-segment wire

as image synthesis process, in which the DNN can automatically extract features reflecting

the physics-law of stress evolution in the confined metal wire. Then we can use the DNN

network to map the input images of interconnect wires with stressing current to the stress

distributions of wire segment for any given aging time.

Review of GANs

Generative Adversarial Networks (GANs) are widely used generative models that

consist of two neural networks: (1) a Generator G, which is trained to produce real-like data

that mimics the samples in the training set, and (2) a discriminator D, which takes either

real or fake data as input and aims to discriminate between them. The input of G is usually

random noise z, which follows a certain distribution. Thus, the generated output is also a

random sample extracted from the distribution of fake data. The training of GAN requires

both G and D to be trained simultaneously in an alternative fashion, and the final goal is
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to let the distribution of fake data overlap with that of the training set. The output of D

measures the similarity between these two distributions, and usually, the Jensen-Shannon

Divergence is employed as the measurement. To reduce the randomness in the generated

data, Conditional GAN (CGAN) was created to provide a certain extent of control on the

output of G. CGAN is a variant of GAN that introduces additional condition input so

that the fake data distribution is conditioned on it. CGANs have been widely used as a

conditional generation method and are at the forefront of a wide range of applications.

Time dependent architecture

GANs are designed for static applications where a single input always leads to a

single output. However, our dataset consists of 2500 pairs of (1 design → 10 stress maps)

samples, which requires the model to be able to generate a sequence of stress distributions

across all the aging years using only one design as input. To overcome the barrier between

traditional GAN and the time-dependent data, we propose the EM-GAN, which is a CGAN-

based model with the capability of time-variant output synthesis.

There are some recent studies trying to preserve the temporal dynamics through

modifications of GAN architecture. In TimeGAN [100], additional auxiliary networks called

embedding and recovery are added to learn the temporal information of data. Other re-

searchers employ recurrent neural networks (RNN), which is a natural architecture for time

series modeling, in both generator and discriminator for time series data augmentation [69]

and missing value imputation for multivariate time series data [59]. These existing works

mostly deal with simulated or size-limited synthetic data, in which employing RNNs will

not cause too much overhead. However, in this work, we are dealing with a time-dependent
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image synthesis problem where both input and output are of quite large sizes (256 × 256

pixels). Such large data throughput results in a heavy model, and integrating it recursively

in an RNN-like architecture will lead to a bulky network that can be expressed as

p (z, 0)
G→ p (ŷ1 | z)

p (z, ŷ1:t−1)
G→ p (ŷt | z, ŷ1:t−1)

(2.2)

where z is a random design, G the generator model, and ŷt the estimated stress

distribution produced at the tth time-step, which is conditioned on both design and history

results. This is not a practical architecture due to the significant computational overhead it

would introduce in both training and inference. Additionally, considering the fact that EM-

induced stress continuously evolves over 10 years, such a large time range further impedes

the employment of RNN, which otherwise would produce numerous intermediate results at

each time-step before the final aging year is reached. In real cases, designers only care about

whether the interconnects are able to last before the chip lifetime is reached, which implies

that getting only the stress result at the specified aging year is enough. The intermediate

results are only needed when a wire failure is spotted, and further investigation into the

stress evolution is required.

Based on these observations, we propose the EM-GAN model, which employs a

CGAN as the backbone and is illustrated in Fig. 2.3. The design z is taken as one input,

and another input is the explicitly specified aging year t, which serves as the time condition.

Compared with the sequential network in (2.2), EM-GAN is simplified to directly map the

design to the stress map at the conditioned aging year with no intermediate result generated.

Additionally, if stress-induced failure is found in the stress map, a backward investigation
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can be conducted by changing the input aging year to previous time-steps, such that the

detailed evolution of the stress map can be gathered and analyzed.

With such a time-conditioned architecture, a single design can be projected onto

multiple stress maps by varying the time condition input. The proposed EM-GAN model

can be expressed as

p (z, t)
G→ p (ŷ | z, t) (2.3)

where z is a random design, t the specified aging year, G the generator network,

and ŷ the stress map estimated by the generator conditioned on time t.

2.2.3 EM-GAN architecture

As shown in Fig. 2.3, the generator G of EM-GAN takes the design image imgdes ∈

R256×256×1 and the aging year t ∈ R as input. The scalar value t is expanded into R256×256×1

through channel-wise duplication, so that imgdes and t can be concatenated element-wise

into a two-channel image x with the size of 256× 256× 2. This two-channel image is then

taken as the real input of the generator G. The architecture employed for G is an encoder-

decoder network, which is widely used in image-to-image applications. In this network,

the input x is first downsampled through a series of convolutional layers until a bottleneck

layer is reached, where the extracted latent features are saved. These features may contain

various abstract information, such as physics-law and temporal dependency. The rest of G

leverages the extracted features and generates the stress map by upsampling them through

transposed convolutional layers. However, a drawback of this encoder-decoder network is

that all information passes through the narrow bottleneck layer in the middle, which is not
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Figure 2.3: EM-GAN framework for stress estimation

necessary. In this work, both input design and output stress map share the same topology

of interconnects. The extraction and reconstruction of such geometric information leads to

excessive overhead in both computation and bandwidth. To make the model focus solely

on the processing of temporal and physical features, we add skip connections between the

encoder and the decoder, as shown in Fig. 2.3. With this configuration, the bottleneck layer

is bypassed, and the geometric information is passed through the shortcuts directly from

the encoder to the decoder. Skip connections can greatly improve the output accuracy,

which will be discussed in detail in Section 2.4.1.

The output stress map of the generator is denoted as G(x) and referred to as fake

stress map in this work. In the training process, either a fake G(x) or a real stress map y

from the training set is fed into the discriminator D together with its corresponding design
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and aging time x. The discriminator then judges whether the stress map is real or fake,

based on the given x. The output of the discriminator is a scalar score, which is denoted

as D(G(x),x) or D(y,x), depending on which stress map, fake or real, was inputted. It

reflects how confident the discriminator is that the stress map it is being fed is a real one.

The key idea of the EM-GAN model is to let the generator learn the mapping

method from the distribution of designs with aging year to that of the real stress maps.

Such transformation is achieved by progressively training the generator according to the

gradients backpropagated from the loss, which is based on the output of the discriminator.

The generator and the discriminator are trained simultaneously but with opposite training

objectives. The training goal of the discriminator is to minimize D(G(x),x) and maximize

D(y,x), which can be expressed as

max
D
{Ex,y[D(y,x)]− Ex[D(G(x),x)]−

λgpEx̂[(‖∇x̂D(x̂,x))‖2 − 1)2]}
(2.4)

where Ex,y[D(y,x)] is the average score given by the discriminator to real stress

maps, while Ex[D(G(x),x)] is the average score given to the fake ones. These two terms

together confine the discriminator to be more confident in telling apart the real input from

the fake ones. The last term in (2.4) is the gradient penalty adopted from WGAN-GP [8],

which maintains the 1-Lipschitz continuity of the discriminator. x̂ is interpolation between

the generated EM stress image and its ground truth, and λgp is the hyperparameter which

controls the weight of gradient penalty.

On the contrary, the training objective of the generator is to produce real-like

stress maps so that the discriminator is deceived to give high scores to the fake inputs.
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Since the generator has no influence on the scores given to the real samples, term D(y,x)

is discarded in its objective function, which can be shown as

min
G
{Ex[−D(G(x),x)] + λL2 · Ex,y[‖y −G(x)‖2]} (2.5)

where only term Ex[D(G(x),x)] is reserved. We also add the average L2-norm

Ex,y[‖y−G(x)‖2] here to further improve the objective function according to [39] in which

λL2 controls its weight. Introducing L2-norm into the loss function Skip connections im-

proves the quality of generated stress maps which will also be discussed in detail in Sec-

tion 2.4.1.

In both (2.4) and (2.5), we adopted the Wasserstein distance as the measure of

difference between distributions of real and fake stress maps. Compared to the conventional

Jensen–Shannon Divergence, Wasserstein distance provides higher convergence possibility

and stability in the training process. The detailed architectures of both generator and

discriminator in the proposed EM-GAN are illustrated in Fig. 2.4.

2.3 EMGraph: Graph Neural Network-Based EM Stress Solver

2.3.1 Problem formulation

This work aims to predict the transient hydrostatic stress over time on general

multi-segment interconnects using GCN. The current densities for each branch can be cal-

culated using an IR drop solver, such as SPICE circuit simulator. Besides current density,

the width and length of each branch also impact the EM stress. Thus, the input features
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Figure 2.4: The architecture of the neural networks in the proposed EM-GAN: (a) generator
(b) discriminator.
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Table 2.1: Input and output for GCN model

Features Type Definition

input

J edge current density (A/m2)

L edge length (µm)

W edge width (µm)

t edge/node time (s)

output σ edge/node stress (Pa)

include current density, width, length, and time. The output feature is the hydrostatic

stress. Table 2.1 lists all the inputs and outputs of the GCN model.

The general multi-segment interconnect can be naturally viewed as a graph, as

shown in Fig. 2.5. Fig. 2.5(a) shows an interconnect tree extracted from a real power

delivery network (PDN) where the current has direction. Each junction and branch can

be represented by a node and an edge in a graph, respectively. To describe the direction

of current, a directed graph is employed to represent the tree structure, as shown in Fig.

2.5(b). Then, the embedding features can be mapped into nodes and edges. Therefore, we

can obtain a directed graph G = (V,E) that consists of a node set V and a directed edge

set E. The node embedding feature of input is time (xv = [t], v ∈ V). The edge embedding

features of input are current density, length, width and time (xv,u = [J, L,W, t]T , (v, u) ∈ E),

where J is positive if current flows from v to u and vice versa. The node embedding feature

of output is stress (zv = [σ], v ∈ V) at node v. The edge embedding features of output are

stress at five sampling points (zv,u = [σ1, σ2, σ3, σ4, σ5]T , (v, u) ∈ E), as shown in Fig. 2.5(b).
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Based on the embedding features of input and output, the graph learning task is a node-edge

regression.

To obtain the training set, we implemented an interconnect tree generation algo-

rithm that randomly generates branches with various widths, lengths, and current densities

in a fixed area of 256×256 µm2. The resulting dataset contains 2500 unique designs, and

the number of branches ranges from 5 to 110. To obtain the ground truth stress results,

the designs are simulated using a finite element-based commercial software COMSOL, and

for each design, 10 results at 1st to 10th discrete aging years are produced.

2.3.2 EMGraph architecture

In this section, we focus on developing a GCN model that takes node and edge

features as input and output as described in Section 2.3.1. However, there is no GNN model

for node-edge regression task. Therefore, we proposed our own GCN model, which is called

EMGraph, for EM stress assessment. The primary challenges are as follows: first, the stress

ranges from −2× 109 to 2× 109 Pa. It is difficult for a neural network to predict the entire

range, which spans 10 orders of magnitude; second, the edge is directed, and the output has

both node and edge features. The GCN model should be complex enough to deal with this

graph; third, the accuracy of the stress prediction should be high. However, the regression

using GCN has low accuracy.
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Figure 2.5: (a) Schematic and (b) directed graph of a multi-segment interconnect.
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Data rescaling

It is commonly accepted that values around zero are numerically more stable for

neural networks. Thus, we rescale all input and output features to -1 to 1 using the min-

max normalization method. However, considering the large range of the output stress

values (4×109 Pa), such normalization squeezes values with fewer orders of magnitude into

a small range around zero. This may lead to more accurate predictions at large stress points

but may impact the accuracy at the smaller ones as they may be considered noise by the

model. This concern is verified by our experimental results in Sec. 2.4.2. However, such

configuration is actually in favor of our goal since the large stress points are the ones that

may lead to reliability issues and require higher accuracy, while the smaller ones are less

important and can be ignored. This is further justified as hydrostatic stress typically will

exceed the critical stress before a void is nucleated [84].

Graph convolution network

We propose an EMGraph architecture based on the GraphSAGE network [32] since

the GraphSAGE only works for the node classification task. The input layer of EMGraph

is represented by

h0
v = xv and h0

v,u = xv,u (2.6)

where h0
v and h0

v,u are node and edge hidden embedding features of the 0th layer, respec-

tively. The lth hidden layer of EMGraph is given by

hl+1
v = ReLU(bl

1 + Wl
1(hl

v||
∑

u∈N(v)

av,u(hl
u||hl

v,u))) (2.7)
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Figure 2.6: (a) One node and four neighborhood nodes. Both nodes and edges are embedded
with features. Each edge has the direction. (b) One hidden layer node-edge embedding
update of EMGraph. The convolution operation is to aggregate the information of its
neighborhood nodes and connected edges into one node. In the meantime, a convolution
also aggregates the information of two end nodes into one edge.

hl+1
v,u = ReLU(bl

2 + Wl
2(hl

v||hl
u||hl

v,u)) (2.8)

where ReLU(·) is an activation function, av,u is a known parameter representing the direc-

tion of edge, N(v) is the set of neighborhood nodes of the node v, || denotes concatenation,

hl
v and hl

v,u are node and edge hidden embedding features of the lth layer, Wl and bl

are learnable weights and biases, respectively. Fig. 2.6 provides an example of one hidden

layer node-edge embedding update for EMGraph. The edge features can impact the node

features. In turn, the node features can also influence the edge features. The convolution

of EMGraph consists of two parts: one is to aggregate the information of its neighborhood

nodes and connected edges into one node, and another is to aggregate the information of

two end nodes into one edge. Concatenation is similar to the “skip connections” in different

layers and is also employed to consider both node and edge features. Therefore, EMGraph
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Figure 2.7: Framework of EMGraph with Multilayer perceptron network.

can do the node-edge regression task. To represent directed edge, we introduce a parameter

av,u, which is 1 for the inward direction and −1 for the outward direction at the node, as

shown in Fig. 2.6. The output layer of EMGraph is expressed as

zv = bL
1 + WL

1 (hL
v ||

∑
u∈N(v)

av,u(hL
u ||hL

v,u)) (2.9)

zv,u = bL
2 + WL

2 (hL
v ||hL

u ||hL
v,u)) (2.10)

Node and edge decoder

To improve the modeling capacity of the EMGraph, we feed node and edge features

of the output in Section 2.3.2 to node and edge decoders which are two separate multilayer

perceptron (MLP) networks, as shown in Fig. 2.7. The GCN model, which is the first part

of EMGraph, is only responsible for graph embedding which converts the input graph into

latent edge and node features. These features are trained to extract and contain important

neighboring information for stress prediction, which are then utilized by node and edge

decoders to infer the stress values on each branch.
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We propose such an architecture based on the observation that after a certain

point, increasing the number of hidden units and hidden layers in the GCN model does not

help much in improving the output stress accuracy. Due to the small size of GCN, modeling

capacity needs to be increased to further improve accuracy. Therefore, we employ another

way to increase the number of learnable parameters by combining GCN and MLP networks.

The MLP network can further process the information as it learns node and edge features

separately.

2.4 Experimental Results and Discussions

2.4.1 EM-GAN accuracy and performance

In this section, we present the experimental results demonstrating both the accu-

racy and speed of our proposed EM-GAN model for time-dependent EM stress estimation.

Our model is implemented in Python using the TensorFlow (1.14.0) library [3],

which is an open-source machine learning platform. As detailed in Section 2.4.1, our dataset

consists of 2500 pairs of (1 design→ 10 stress maps). To train EM-GAN, a random selection

of 15% of the dataset is set aside for testing purposes, while the remaining 85% forms the

training set. To fit the dataset to the input layer of EM-GAN, we reorganize each 1-to-10

data pair into 10 samples of (design with aging year → stress map). During the training

process, all samples are randomly permuted at the beginning of every epoch.

We run the training for 15 epochs on a Linux server with 2 Xeon E5-2698v2 2.3GHz

processors and Nvidia Titan X GPU. The cudnn library is used to accelerate the training

process on GPU. To employ mini-batch stochastic gradient descent (SGD), we set the batch
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size to 8 and use the RMSProp optimizer to solve it. The learning rate of the optimizer is

0.0001, where the decay, momentum, and epsilon parameters are set to 0.9, 0, and 10−10,

respectively. The weight of the L2-norm distance λL2 is set to 100.

Accuracy of EM stress map estimation

Once the EM-GAN model is trained, only the generator part is preserved, which

serves as the generative model. It can take any multi-segment interconnects topology with

current densities as input and produce an estimated stress map at the specified aging year.

To evaluate the estimation error of the trained model, we compare the estimated stress

maps against the real ones, which serve as ground truth here. We employ the root-mean-

square error (RMSE) and the normalized RMSE (NRMSE) given in (2.11) and (2.12) as

the metrics of error.

RMSE =

√∑
(x,y)∈S [σ(x, y)− σ′(x, y)]2

|S|
(2.11)

NRMSE =
RMSE

σmax − σmin
(2.12)

where σ and σ′ are the real and generated stress map, respectively. S is the set

containing all pixels on the interconnects, and |S| denotes the number of elements in S.

σmax and σmin are the maximum and minimum stress values in the ground truth stress

map, respectively.

The accuracy evaluation is conducted on the test set with 375 designs that were set

aside during the training process. The random generation of designs in both the training and

test set guarantees that there is no overlap of either topology or current densities between
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these two datasets. It means that all samples used for evaluation are unseen and completely

new to the trained EM-GAN, which makes the testing closer to real applications. When

EM-GAN is employed to estimate stress distribution for a real design, it is merely possible

that the given topology or current density is identical to any design from the training set.

The model has to extrapolate what it learned from the training set to unseen cases, which

is exactly what we are testing in this evaluation experiment.

For each of the 375 designs used for testing, it is fed into the generator of EM-GAN

together with 10 scalars representing 1st to 10th aging years, and the results of which are 10

stress maps showing the evolution of EM-induced stress distribution. Comparing all 3750

generated stress maps against their corresponding ground truth (real stress maps derived

from COMSOL), EM-GAN achieves an average RMSE of 0.13 GPa and NRMSE of 6.6%.

Considering the large numerical range (usually several GPa and 4 GPa in this work) that

typical EM stresses vary in, such accuracy is more than enough for EM failure assessment,

such as critical wire identification. Some testing results are visualized in Fig. 2.10. Two

designs are randomly picked from the test set, and the estimated stress maps at 1st, 4th,

7th and 10th aging years are shown together with the ground truth for comparison.

Speed of inference

In what follows, we present a comparison of the speed of our EM-GAN with

the state-of-the-art work [16] for EM stress analysis. We formulated the problem as a

large multi-segment interconnects design that can be partitioned into 528 smaller designs

of dimensions 256× 256 µm2. We generated the designs randomly using the same method

as the one used to generate the training dataset. The number of interconnect branches in
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Figure 2.8: Comparison of EM stress estimation speed between state-of-the-art and EM-
GAN.

each design varied from 5 to 79. Both EM-GAN and the [16] method were run to estimate

the EM stress distribution for all 528 designs at the 10th aging year. The tests were run on

the same server and the accumulated time cost for all 528 designs are plotted in Fig. 2.8.

Although [16] produced more accurate results that were consistent with the solu-

tion obtained from COMSOL, our EM-GAN showed an 8.3× speedup over [16]. The total

time cost of EM-GAN and [16] was 37.86s and 4.58s, respectively. For [16], the time cost

of predicting each stress map varied between 0.49s and 0.003s depending on the number

of branches involved in the input design. However, for our EM-GAN, any given design is

taken as a whole image with same dimensions. The inference process is essentially an image

transformation process that deals with a fixed number of pixels, regardless of the number of

wire segments involved in the input design. Therefore, the inference time of our EM-GAN
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is invariant to the varying number of interconnect branches, making it much more efficient

in estimating the EM stress for large-scale designs and exhibiting better scalability.

Analysis of loss and skip connections

As described in Section 2.2.3, EM-GAN employs skip connections in the generator

to bypass the bottleneck layer and convey geometric information directly from the encoder to

the decoder. Another technique we used to improve estimation accuracy is adding L2-norm

error in the loss function of generator. To analyze whether and how these modifications

help to improve results, we trained two modified EM-GAN models. We kept most of the

architecture the same as EM-GAN in both modified models. The only exception is that one

model removed the L2-norm from the objective function, and the other model discarded all

skip connections.

Both modified models were trained for 15 epochs on the same server and tested

using the same test set as above. The results showed that both modified models suffered

from degradation in output accuracy. Specifically, the model without L2-norm loss reached

an average NRMSE of 8.4%, and the error was even worse at 15.2% for the other model

with no skip connections. Additionally, compared to the modified models, EM-GAN per-

formed better in terms of standard deviation, maximum, and minimum errors, as shown in

Table 2.2. In Fig. 2.9, we randomly pick one design and show the inference results generated

by all three models along with their corresponding ground truth for comparison.

We first analyze the influence of skip connections. As shown in the results above,

models with skip connections outperformed the one without it by a significant margin.

Employing a conventional encoder-decoder architecture means that the network has to
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Figure 2.9: Comparison of inference results between different models and the ground truth.

process both geometric and physics information from the input. This is unnecessary in this

work since the input design and the output stress map share exactly the same geometric

information, i.e. the interconnects topology. The extra work added to the network occupies

both computational and spatial resources that could have been used for extracting more

meaningful latent features. The skip connections mitigate this problem by introducing

shortcuts for the topology information to be directly passed from the input side to the

output side. It alleviates the workload of the main network and spares more bandwidth for

latent information flow, which then helps increase the output accuracy.

The influence of L2-norm loss on the result accuracy is not as significant as that

of skip connection, but its removal still leads to a degradation of the NRMSE from 6.6%
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Table 2.2: Statistics of NRMSE for EM-GAN and modified models on testing set.

Metrics
EM-GAN

(Skip, L2-norm)

w/o Skip,

L2-norm

Skip,

w/o L2-norm

Mean 6.6% 15.2% 8.4%

Standard

Deviation

1.2% 2.1% 2.1%

Max 12.9% 24.6% 18.4%

Min 3.1% 9.8% 3.8%

to 8.4%. As shown in Fig. 2.9, the stress map generated by EM-GAN is slightly closer to

the ground truth than the model without L2-norm. Besides improving result accuracy, a

more significant impact the L2-norm brings to EM-GAN is actually the speedup of training

process. The modified model without L2-norm converges much slower than EM-GAN. This

is reasonable since L2-norm is manually added to the objective function as prior knowledge

from humans. It helps to guide the training process towards a partially defined target,

especially at the early stages of the training process.

The loss function is two folds, one is dynamically determined by the other part of

the model itself, i.e., the discriminator, and the other is a predefined goal, i.e., the L2-norm

distance. At the very early stages of the training process, when both discriminator and

generator are not well-trained yet, using the loss defined by the discriminator to guide the

training is more like a random walk. The model with L2-norm converges much faster in the

training process and is always closer to the ground truth than the one without L2-norm.
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Figure 2.10: Comparing the ground truth EM stress distribution with EM-GAN generated
ones using two different designs.

It is reasonable to say that the L2-norm helps the model as prior knowledge. At the very

beginning of training process, both discriminator and generator are not well-trained and

the discriminator cannot provide useful guidance to the generator. This is where L2-norm

can complement the discriminator and provide the generator with a meaningful learning

direction. In our experiment, adding the L2-norm accelerates the convergence speed by 2×

and also leads to better inference accuracy.
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2.4.2 EMGraph accuracy and performance

In this section, we present the accuracy and speed of EMGraph models on our

randomly generated dataset, which comprises 2500 circuit designs. The dataset is divided

into a training set of 2125 samples and a test set of 375 samples selected randomly.

The EMGraph model is implemented in Deep Graph Library (DGL) [91], which is

developed for deep learning on graph and built on PyTorch. For the GCN part, we utilized

5 layers with number of hidden features set to 8, 16, 32, 64 and 128, respectively. For the

node and edge decoders, the fully connected layers were set to [128, 256, 1024, 256, 64, 1]

and [128, 256, 1024, 256, 64, 5] separately. The model was trained and tested on a Linux

server with 2 Xeon E5-2699v4 2.2 GHz processors and an Nvidia Titan RTX GPU. The

training batch size was set to 32, and the learning rate of the Adam optimizer was set

to 10−4. The cross validation technique was employed, and the model was trained for 80

epochs in 2 hours.

Accuracy of EM stress prediction

Fig. 2.11(a) and Fig. 2.11(b) show the predicted stresses versus the ground truth

of all 223,380 nodes and 1,114,350 edges in the test set. The results were obtained using the

trained EMGraph to predict EM-induced stresses on all 375 test cases, which were never

seen by the model during the training process. For each case, 10 predictions for the 1st to

10th aging year were conducted.

As shown in Fig. 2.11, the stress values vary in a large numerical range from

−2 × 109 to 2 × 109 Pa. For both nodes and edges, there are more outliers in the range
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Figure 2.11: EMGraph prediction vs ground truth on all testing cases for (a) nodes and (b)
edges.

around zero, while the results tend to be more accurate at both ends of the full range. This

is acceptable and indeed what we desired, since the large stresses are the ones that may

lead to reliability issues and require higher accuracy.

For better illustration and comparison, we convert all prediction results into stress

maps, in which stress values are filled into the interconnects topology and shown in colors.

The RMSE between the predicted stress map and its ground truth is employed to evaluate

the result accuracy.

EMGraph yields RMSE values ranging from 1.6× 107 to 1.8× 108 Pa on the test

set and achieves an averaged RMSE of 6 × 107 Pa, which translates to a 1.5% error rate

considering the full stress value range of 4× 109 Pa.

Fig. 2.12 shows the stress maps of both the best and worst cases (in terms of

averaged RMSE) predicted by EMGraph. The results of EM-GAN [42] and the ground
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truth obtained from COMSOL are also shown in parallel for comparison. As the EM-

induced stress is a time-varying process, for each case, we show the results at the 1st, 5th,

and 10th aging year for a better illustration of the stress evolution.

As shown in Fig. 2.12, EMGraph yields much better accuracy in both cases, with

7× better in the best case and 2.5× better in the worst case. Although the RMSE of the

worst case is 11× larger than that of the best case, the predicted stress map for the worst

case is still quite accurate and closer to the ground truth than the result of EM-GAN. In

comparison with EM-GAN, EMGraph demonstrates much better accuracy in both cases,

with 7× better in the best case and 2.5× better in the worst case. More statistics on the

comparison between EM-GAN and EMGraph are listed in Table 2.3.

Speed of inference

The training process of the EMGraph takes 2 hours, and the trained model consists

of a 441KB GNN, a 2252KB edge decoder, and a 2251KB node decoder. The lightweight

model, combined with the highly parallelizable nature of the graph input, makes EM-

Graph have the potential to yield fast inference speed. In what follows, we compare the

speed performance of EMGraph, EM-GAN, and the state-of-the-art work [16], which is a

separation-of-variables-based analytical method.

As shown in Table 2.3, the average inference speed of EMGraph for each case is

only 0.27ms, which is 14× and 265× faster than the 3.8ms and 71.7ms inference speeds

yielded by EM-GAN and work [16], respectively. These statistics were obtained by running

three methods on all test cases and taking the average of the time cost for each case.
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Figure 2.12: Comparison of the predicted stress maps obtained by EMGraph and EM-GAN
on (a) best case and (b) worst case.
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Table 2.3: Accuracy and speed comparison

Metrics EMGraph EM-GAN State-of-the-art

Max RMSE 1.8× 108 Pa 5.2× 108 Pa

Close to

ground truth

Min RMSE 1.6× 107 Pa 1.2× 108 Pa

Mean RMSE 6× 107 Pa 2.6× 108 Pa

Mean

Error Rate

1.5% 6.6%

Inference

Speed

0.27ms 3.8ms 71.7ms

Although work [16] yields higher accuracy, EMGraph achieves a two orders of magnitude

speedup while still rendering comparable results in accuracy. Moreover, as EMGraph treats

each graph input as individual nodes and edges that can be processed in parallel, it has the

potential to achieve even more significant speedups on large designs.

Scalability on large unseen designs

In this section, we further test the scalability of the trained EMGraph model on

13 large designs that are randomly generated without any limitations on their dimensions.

Although we trained EMGraph on the dataset with a fixed size of 256×256 µm2, we note

that EMGraph is not limited to a certain size, in contrast to EM-GAN, which is only

applicable to the size it was trained on. We fix the size of the dataset in this work just to

make a fair apple-to-apple comparison between two models. The scalability of EM-GAN is

limited due to its image-processing-based nature, and the cost of its forward propagation
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Figure 2.13: EMGraph prediction vs ground truth on large design with 401 branches.

becomes exponentially large as the input size increases, which is not the case for EMGraph.

The inference cost of EMGraph is linearly dependent on the number of branches in its input

graph, and such calculations are highly suitable for parallelization, which further boosts its

scalability to large designs.

Fig. 2.13 shows the stress map predicted by EMGraph for the largest design with

401 branches at the 10th aging year. EMGraph maintains its high accuracy on the large

designs and achieves an average RMSE of 1.1 × 108 Pa across all 13 large designs, with a

minimum of 8× 107 Pa and a maximum of 1.6× 108 Pa. The number of branches in these

large designs ranges from 113 to 401, which is much larger than the cases in the previous

test set. We only compare the results with ground truth here, as EM-GAN is not applicable

to such large designs.
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Although the accuracy on large cases slightly degenerates compared to the previous

test set, considering that these are much more complicated designs and were never seen by

the model before, such accuracy is still acceptable. We also recorded the time cost of

EMGraph, and the average inference speed for each case is only 0.32ms, which is still at the

same level as it yields on the smaller cases, thanks to the parallel nature of the nodes and

edges in the input graph.

2.5 Summary

The work presented in this chapter introduces two data-driven, learning-based EM

analysis methods for multi-segment interconnects. First, we present a GAN-based transient

hydrostatic stress analysis model, which is called EM-GAN, for EM failure assessment. In

this approach, we treat the traditional numerical PDE solving problem as a time-varying

2D-image-to-image problem, where the input is the multi-segment interconnects topology

with current densities, and the output is the EM stress distribution in those wire segments

at the given aging time. We randomly generated the training set and trained the model

with the COMSOL simulation results. Different hyperparameters of GAN were studied

and compared. After the training process, EM-GAN is tested against 375 unseen multi-

segment interconnects designs and achieved high accuracy with an average error of 6.6%.

It also showed an 8.3× speedup over recently proposed state-of-the-art analytic-based EM

analysis solver. Second, we present a graph neural network-based model, which is called

EMGraph, for transient EM stress analysis. EMGraph performs the node-edge regression

task to predict the stress at the wire segment (edge). Compared with the GAN-based image
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method, EMGraph can learn more transferable knowledge to predict stress distributions on

new graphs without retraining via inductive learning. Experimental results show the model

has a smaller size, better accuracy, and faster speed over EM-GAN on several interconnect

trees benchmarks. Therefore, EMGraph is very powerful and suitable for the transient EM

stress assessment.
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Chapter 3

Physics-Informed Neural

Network-Based Electromigration

Analysis

3.1 Related Work and Motivation

3.1.1 Existing numerical approaches for solving PDEs

In order to solve the PDE (2.1), numerous conventional numerical and analytical

methods have been proposed to attempt to solve the PDEs efficiently and accurately [22, 80,

106, 93, 16, 83, 77]. Although the numerical methods, such as finite difference method [22,

80, 83] and finite element method (FEM) [106], can work for the complex interconnect

structures and obtain EM stress accurately, they require high computational costs due to

discretization of space and time. Recently, semi-analytical method based on the separation
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of variables method has been proposed [93, 16], which shows promising performance in both

accuracy and efficiency for general multi-segment interconnects. Furthermore, a very fast

analytic approach [77] has been proposed, but it cannot be applied to interconnect line

wires..

3.1.2 Learning based approaches for solving PDEs

Recently, machine learning, particularly deep learning based on deep neural net-

works, has achieved breakthrough success in many cognitive applications, such as image,

text, speech, and graph recognition [49, 28]. Inspired by these observations, neural networks

have been adapted to solve PDEs [78, 87, 41].

In previous chapter, a generative adversarial network (GAN)-based method, called

EM-GAN, is proposed to perform fast transient hydrostatic stress analysis by solving Ko-

rhonen equations [42]. It achieved an order of magnitude speedup over the efficient analytic-

based EM solver with good accuracy. However, this method only works for a fixed region

because its output is an image with a fixed size, which restricts its application in real chips.

Furthermore, the image is not a natural tool to represent multi-segment interconnects be-

cause the region with large areas is filled with nothing. We further proposed an improved

GNN-based EM solver, called EMGraph [40]. Since GNN represents a more general and

natural relationship among different design objectives, knowledge learned by GNN models

tends to be more transferable for different designs, which is highly desirable. However, all

these methods are still supervised learning approaches that require extensive training from

numerical solvers or measured data.
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To mitigate this drawback, a recently proposed unsupervised learning framework,

called physics-informed neural networks [68, 67], PINN or physics-constrained neural net-

works [78, 61], has been introduced. The key concept is to frame the process of solving

PDEs into a nonlinear optimization process using DNN with loss functions to enforce the

physics laws represented by the PDE and boundary conditions. However, only very simple

PDE problems were demonstrated in [68, 97, 78, 10, 67], although some progresses were

made for more complicated aerodynamics simulation recently [19]. Recently, a PINN-based

approach for EM analysis has been proposed [35]. The method attempts to improve the

PINN method to better handle the temperature-dependent diffusivities for metal atom mi-

grations. It tries to add more neurons representing some pre-determined allocation points

and time instances into the neural networks. This method slightly improves the plain PINN

method by achieving better training accuracy at the cost of longer training time under the

same number of neurons.

3.2 HierPINN: Hierarchical Physics Informed Neural Net-

work

In this section, we present the new hierarchical PINN solving strategy, which takes

multi-segment interconnect tree as input and predicts the EM-induced stress for arbitrary

locations in the interconnects at any given aging time. The proposed model solves the stress

evolution equations in a hierarchical way, which consists of two levels (stages). The first

stage, or the lower level, takes only a single-segment straight wire as input and predicts the

stress inside and at both ends of the given wire. The first stage can be viewed as implicitly
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enforcing the physics laws related to the stress evolution inside a segment wire and leaving

the boundaries as the input and output variables to be used in the second stage. The second

stage, or the upper level, takes all internal junctions or boundaries as inputs and matches

the stress predicted by the lower level at each junction to meet the boundary conditions

among adjacent wires (i.e., stress continuity and atom flux conservation) in the original

PDE using the PINN optimization framework. Each level employs a multilayer perceptron

(MLP) network with different configurations as the backbone. The rest of this section will

introduce both levels in detail together with the data preparation procedures.

3.2.1 Lower level: single-segment straight wire stress predictor

The lower level of the proposed hierarchical PINN is a stress predictor/solver

which takes single-segment straight wire as input and predicts the EM-induced stress for any

location on the wire at a given aging time instant. We note that multi-segment interconnects

always consist of many wire segments with different widths and lengths, stress currents, and

atomic fluxes at the two terminals. For one wire segment, once the geometrical parameters,

current density, and boundary conditions are given, EM-induced stresses are determined

at all locations, including terminals for a given time instant. For one wire segment under

those parameterized conditions, one way to obtain the fast and compact model is by means

of DNN networks via supervised learning. The whole process is illustrated in Fig. 3.1: The

backbone of the stress predictor is a multilayer perceptron network with 7 layers. The

input layer has 7 neurons corresponding to the location, aging time, stress current, and

geometrical parameters of a straight wire. The input vector is called the wire feature vector
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Figure 3.1: Framework of proposed stress predictor in the first stage.

denoted as u. As shown in Fig. 3.1, we use L, W , and G to denote the length, width, and

driving force of the input wire. F1 and F2 are the atom fluxes at the left and right ends

of the wire segment. x and t are the location and aging time at which the stress is to be

predicted. For any input wire, the positive direction of location, driving force, and atom

flux is always pointing from left to right, such that negative values are allowed to represent

the opposite direction. The output layer of the stress predictor has only a single neuron

with no non-linear activation function attached. The scalar value of this output neuron

indicates the predicted stress at the input location x and aging time t.

For any given combination of wire geometries, driving force, and boundary con-

ditions at both ends of a wire, the stress evolution is uniquely determined according to

the EM stress PDE. With that being said, the task of the proposed stress predictor is to

solve the PDE in a single-wire case. The boundary conditions at the left and right ends
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of the wire are defined by F1 and F2, respectively, while the rest of the parameters in the

stress evolution equation are set by the other 5 input neurons. The input neurons are then

processed through layers of non-linear forward propagation operations, and the final output

neuron is a scalar value indicating the predicted stress. In this process, the stress predictor

serves as an approximation to the single-wire EM stress solver. The hidden layers inside

the MLP learn to capture the governing physics laws and convert the input features into

stress results.

We want to stress that for practical use of this method, the first stage needs

to be trained ONLY ONCE. Then it can be used for different multi-segment wires with

different numbers of wires and topologies and stressing current density conditions. This is

a real benefit of our approach as the training cost of this stage can be ignored for sufficient

applications of this method. Second, our method is open to other solving solutions at the

first stage (such as analytic solutions, fast numerical solutions). Third, we can pursue more

accurate DNN modeling even at high computing costs.

Regarding the accuracy, the accuracy of the stress predictor as an approximated

PDE solver is guaranteed in two senses. First, we limit the stress predictor to work only

on simple single-wire cases instead of overcomplicated interconnect trees. Although a mul-

tilayer perceptron, as a universal approximator, can theoretically approximate any compli-

cated non-linear solver, it is not practical to implement it in real cases with limited resources

and strict speed requirements. Thus, such limitation substantially reduces the complexity

of the problem given to the model, which makes it possible to achieve both high accuracy

and performance.
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Secondly, the stress predictor is trained on a large dataset consisting of 80k random

wires, as shown on the left-hand side in Fig. 3.1. To obtain abundant high-quality train-

ing data, we generated 80k single straight wires and randomly assigned length, width, and

current density to each wire. These wires were then randomly connected together to create

interconnect trees. Due to the randomness in both the generation and connection proce-

dures, the resulting interconnect trees are also completely random with various topologies.

These interconnects were then passed into COMSOL, which is a commercial FEM solver,

to do the EM stress simulation. The COMSOL-simulated stress evolutions in every single

wire, as illustrated at the bottom of Fig. 3.1, were saved as ground truth results. During the

FEM simulation process, the time-variant atom fluxes at both ends of each wire (F1(t) and

F2(t)) were recorded and then concatenated with wire geometries to serve as input features

in the training dataset. Again, such a one-time training cost does not add significant overall

computing cost to the final HierPINN-EM solution, as mentioned earlier.

To verify the accuracy of the proposed stress predictor, we generated another 20k

single wires to serve as the test set. These wires were generated using the same methodology

as we used in generating the training dataset. These test data were never seen by the model

during the training process, and the trained stress predictor showed impressive accuracy on

this test set, with details demonstrated in Section 3.3.1.
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Figure 3.2: Framework of proposed hierarchical PINN based EM Predictor.

3.2.2 Upper level: atom flux predictor for all the wire segments

After the lower-level stress predictor is trained, we can then build the upper level

on top of it, as illustrated in Fig. 3.2. Similar to the stress predictor, the backbone of the

upper level is still an MLP but with completely different objectives and configurations.

The goal of the upper level is to predict the correct boundary conditions, i.e. atom

fluxes, for every single wire in the given interconnect tree so that the EM stress in internal

junctions or boundaries are continuous, and EM stress in each wire can be independently

derived using the stress predictor already trained in the lower level. To achieve this, we

implemented the atom flux predictor using an MLP model with seven layers.

This model takes internal junctions instead of wire segments as input. Therefore,

the first stage in the upper level, as illustrated on the left-hand side of Fig. 3.2, is to label

all internal junctions in the input interconnect tree starting from 1. Each internal junction
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is then assigned a feature vector, and the feature vector of the j-th junction is denoted as

xj . The first two entries in the feature vector are the label number j and aging time t.

Since each internal junction may have up to four wires connected to it from four directions,

i.e. left side, upside, right side, and downside, we appended the driving forces in these four

directions (GL, GU , GR, and GD) to the feature vector, and the driving force would be set

to zero if there was no connected wire in the corresponding direction. The resulting feature

vectors are then passed into the atom flux predictor.

The output of the atom flux predictor for the j-th internal junction is a vector

denoted as zj . There are three entries in zj , which correspond to the predicted atom fluxes

in the left, up and right directions, respectively. As suggested by the second and third

boundary conditions in EM PDE (2.1), the atom fluxes at each internal junction must

satisfy the flux conservation law. As a result, we apply the flux conservation law to zj

so that we can calculate the fourth atom flux in the downward direction using the other

three predicted results. In this way, the flux conservation law is strictly enforced at every

internal junction in the interconnects. The predicted atom fluxes are then filled into the

corresponding F1 and F2 entries of wire feature vectors u, in which the other entries are

directly obtained from the original input interconnects.

One huge advantage of our proposed hierarchical method is that the upper level

only needs to be trained at internal junctions instead of the whole interconnects. As a

result, the x entries in the wire feature vectors are set to 0 or 1, corresponding to the

left/down or right/up end of each wire, respectively. This avoids random sampling inside
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each wire (0 < x < 1), which would otherwise result in a large number of training points

and significantly increase the training cost.

Next, the wire feature vectors are passed into the trained stress predictor to obtain

the stress results at all internal junctions. For each internal junction at any aging time, there

will be two to four predicted stress results depending on the number of wires connected at

that junction. According to the first boundary condition in EM PDE (2.1), stress values

should be continuous at boundaries, meaning that the predicted stress results should be

equal to each other at any internal junction. This leads to the following physics-informed

loss function, which we propose to train the atom flux predictor.

L =
1

NI ×Ki

NI∑
i=1

Ki∑
k=2

(σk(t)− σk−1(t))2 (3.1)

where NI denotes the number of internal junctions in the interconnects, Ki rep-

resents the number of connected wires at the i-th junction, which ranges between 2 and 4.

σk(t) is the k-th predicted stress result for the current junction at aging time t. The loss

function is the mean squared error (MSE) of all predicted internal junction stress, which

serves as a measurement of stress discontinuity at boundaries. When training the upper

level, the lower level stress predictor is fixed, and the loss is only back-propagated back to

the atom flux predictor to update the weights and biases in the model.

We note that the proposed hierarchical PINN approach bears some similarity to the

domain decomposition method [107] in which hierarchical solving strategies are employed.

However, there are several distinguished differences between the two approaches. First,

in domain decomposition, the subcircuits are typically obtained by partitioning and have
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to be solved for each subcircuit every time when the whole circuit is to be solved. While

for HierPINN-EM, solutions of the single wire, whose boundary or junctions are naturally

defined, can be obtained much more efficiently via inference on the DNN network, which

only needs to be trained ONCE. At the top level, the domain decomposition method tries

to solve more dense matrices due to the subcircuit reduction via matrix-solving processes

like LU decomposition, while HierPINN-EM uses the unsupervised PINN framework to

find the solution, which is meshless and easy for design space parameterizations. It uses the

differential nature of the DNN model trained in the first stage to guide the backpropagation

process in the second stage.

3.3 Experimental Results

In this section, we demonstrate the prediction accuracy, speed, and scalability of

the proposed HierPINN-EM by testing it on both straight wires and interconnect trees that

were randomly generated. Both Atom Flux Predictor and Stress Predictor in HierPINN-

EM are implemented in Python 3.8.12 with PyTorch 1.7.1. The training and testing of both

models were run on a Linux server with 2 Xeon E5-2699v4 2.2 GHz processors and Nvidia

TITAN RTX GPU. In the training phase, the Adam optimizer was used to update the

model, and the learning rate was set to 10−4. The cross-validation technique was employed

in the training process.
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3.3.1 Accuracy of lower level on single-segment wires

The lower-level stress predictor serves as the foundation of our proposed hierarchi-

cal method. A 7-layer multilayer perceptron with configurations of [7, 256, 512, 1024, 512,

256, 1] is employed as the backbone of the stress predictor. The stress predictor takes a wire

feature vector consisting of wire geometries, EM driving force, and boundary conditions as

input and outputs the predicted EM-induced stress at a given position and aging time. As

discussed in Section 3.2.1, we created a large dataset of 100k single-segment straight wires,

using 80k of them for training and reserving the remaining 20k wires for testing. The model

was trained for 20 epochs, which took approximately 23 hours.

Fig. 3.3 illustrates the predicted stress versus the ground truth at 2576392 locations

for an aging time of 106 seconds. These locations were randomly sampled from all 20k wires

in the test set, which were never seen by the stress predictor during the training process.

As shown in Fig. 3.3, the predicted stress values all closely align with the red line

(slope=1, intercept=0). For all 20k wires in the test set, the trained stress predictor yields

a root-mean-square error (RMSE) ranging from 7.5 × 103 to 5.7 × 104 Pa and achieves an

average RMSE of 2.7×104 Pa. Both the worst and best predicted wire segments are shown

in Fig. 3.4.

The predicted results agree very well with the ground truth, even in the worst case.

Such accuracy is even more impressive, considering that the ground truth stress values vary

in a large range between −5 × 107 and 5 × 107 Pa. By dividing the RMSE with the full

stress range (i.e., 108 Pa), the worst and mean error rates of the stress predictor can be
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Figure 3.4: Comparison of predicted stress and ground truth in (a) best and (b) worst wire
segments.
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calculated as 0.008% and 0.057%, respectively. Its low error rate in predicting stress in each

segment will serve as the foundation for accurate predictions in larger interconnect trees.

We want to note that this stress predictor only needs to be trained ONCE and

can then be embedded into the upper level for EM analysis of different interconnect trees

with different topologies. As a result, it can be viewed as a library that needs to be built

once and can actually be generated using different methods as long as the stress evolution

physics laws in a single wire are learned and enforced.

3.3.2 Accuracy of EM stress prediction on straight wires

To verify the accuracy of HierPINN-EM, we first test it on 121 randomly generated

multi-segment straight wires. All test cases have random numbers of segments ranging from

10 to 130. The stressing current density and geometrical parameters of each segment are also

randomly assigned. Fig. 3.5 shows the comparison of EM stress predicted by HierPINN-EM

and ground truth FEM results simulated by COMSOL. Fig. 3.5(a) shows the results of the

smallest case in the test set, which has 10 segments, and Fig. 3.5(b) shows the results of

the largest case with 130 segments. To show the evolution of the EM stress as aging time

increases, we plotted stress results at three aging time instants (104, 105, and 106 seconds)

for each case. The RMSEs of the HierPINN-EM predicted stress results are 5.9× 104 and

2.0× 105 Pa, respectively, for these two cases. For all 121 test cases, HierPINN-EM yields

RMSEs ranging from 4.7× 104 to 4.0× 105 Pa, and the mean error is 1.9× 105 Pa, which

can be converted to 0.19% mean error rate when taking the full 108 Pa stress range into

consideration.
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Figure 3.5: Stress comparisons of (a) a 10-segment and (b) a 130-segment straight wire
between HierPINN-EM and COMSOL at 3 aging time instants: 1e4, 1e5 and 1e6 seconds.
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To compare HierPINN-EM with the existing PINN method, we also implemented

a plain PINN model using a 7-layer MLP with exactly the same structure as HierPINN-

EM. Note that we did not compare our method with [35], as this method can be essentially

viewed as a plain PINN method with some trade-offs between training accuracy and training

time due to more complicated neuron representations.

All equations from (2.1) are formulated into a single physics-informed loss function

to train the plain PINN. We tested the plain PINN on the same 10-segment and 130-segment

test cases, and the comparison of plain PINN and FEM stress results at aging time of 106s

is shown in Fig. 3.6. The RMSEs of plain PINN results in these two cases are 6.4× 106 and

1.6 × 107 Pa separately, which are 107× and 79× worse than that of HierPINN-EM. Due

to the large number of collocation points required in each segment in the training process

of the plain PINN model, the training cost is around 30 minutes on the 10-segment case,

and it leaps significantly to around 10 hours on the 130-segment case. As a comparison, the

training costs of HierPINN-EM are only 5.5s and 39.1s separately in these two cases. The

result verifies the great advantage in scalability of our proposed hierarchical method over

the plain PINN model.

The physics-informed loss function used to train the plain PINN model contains

all PDE equations for all domains, which leads to a complex training process. This means

that the PINN model has to be trained simultaneously in all segments and boundaries to

minimize every single error in the loss function to satisfy different physics laws. This makes

the training process of PINN highly unstable, and successful convergence is not always

guaranteed. In contrast, our proposed HierPINN-EM overcomes this issue by splitting the

68



0 50 100 150 200
-5
-4
-3
-2
-1
0
1
2
3
4
5

St
re

ss
 (P

a)

Length ( m)

 FEM, t=1e6
 PINN, t=1e6

1e7

(a)

 FEM, t=1e6   PINN, t=1e6

(b)

Figure 3.6: Stress comparisons of (a) a 10-segment and (b) a 130-segment straight wire
between plain PINN and COMSOL at aging time instant 1e6 seconds.
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equations into two levels so that the model at each level is separately trained to satisfy a

simpler physics law. The lower level is focused on a single segment while the upper level is

based on a trained lower level model so that the upper level only has to be trained on a few

internal junction points, which significantly alleviates the training load. Once the upper

level is trained, the physics laws inside each segment are automatically satisfied thanks to

the highly accurate lower level model, which is already shown in Section 3.3.2.

Moreover, different physics laws in a single loss function also require careful con-

sideration in weight assignment to balance the influence of each equation [41]. Such a weight

balancing process adds extra overhead to the training process of the plain PINN model and

further limits its scalability in large interconnects.

3.3.3 Accuracy of EM stress prediction on interconnect trees

To demonstrate the generalizability of the proposed model, we further test HierPINN-

EM on 2-D interconnect trees with more complicated topologies. The test set consists of

165 interconnect trees with random numbers of segments ranging from 10 to 105. Similar

to the straight wire test set, the stressing current density and geometrical parameters of

each segment are also randomly assigned.

To make an apple-to-apple comparison with GNN-based method EMGraph, we

convert all prediction results into stress maps, which are generated by projecting the pre-

dicted stress results for every single segment onto the interconnects topology and shown in

3-D formats. We show the comparison between HierPINN-EM, EMGraph, and COMSOL

results of the smallest (10 segments) and largest (105 segments) designs from the test set
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in Fig. 3.7. The evolution of the stress at 3 time instants, i.e., 104, 105, and 106 seconds, is

illustrated from left to right in each row.

Comparing the predicted stress maps in Fig. 3.7 with the COMSOL ground truth

results, HierPINN-EM yields 1.2 × 105 and 3.4 × 105 Pa RMSE for these two cases, while

EMGraph yields 3.1× 105 and 3.9× 105 Pa, which are slightly worse than HierPINN-EM.

For all 165 interconnect trees in the test set, HierPINN-EM achieves better accuracy with

a mean RMSE of 2.8×105 Pa, while EMGraph achieves 3.6×105 Pa. Thus, HierPINN-EM

outperforms EMGraph in accuracy with 19% better RMSE when predicting EM-induced

stress for 2-D interconnect trees.

Moreover, EMGraph sets the number of sampling points in each segment to 5,

which leads to a coarse granularity in predicted stress results. This is not a big concern

when the lengths of segments are relatively small. However, when the segments get much

longer, it may introduce huge errors into the prediction since there are large spaces between

5 sampling points and the interpolations between them become much less reliable. This

problem is solved in HierPINN-EM as the location input x is a scalar value in float format,

which can represent any point in the segment. The granularity of the results can be easily

controlled by altering the sampling density of input x. The better inference flexibility gives

HierPINN-EM more potential in generalizability to larger interconnect trees.

3.3.4 Speed of inference

The training process of HierPINN-EM is conducted in stages; the lower level was

trained for 23 hours, while the training cost of the upper level varies case by case between

71



t = 104 s

HierPINN-EM

EM-Graph

t = 105 s t = 106 s

1e6 1e7 1e7

1e6 1e7 1e7

(a)

t = 104 s

HierPINN-EM

EM-Graph

t = 105 s t = 106 s

1e6 1e7 1e7

1e6 1e7 1e7

(b)

Figure 3.7: Stress comparisons of (a) a 10-segment and (b) a 105-segment interconnect tree
between HierPINN-EM and COMSOL at 3 aging time instants: 1e4, 1e5 and 1e6 seconds.
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Table 3.1: Accuracy and speed comparison

Metrics HierPINN-EM EMGraph COMSOL

Max RMSE 8.9× 105 Pa 5.3× 105 Pa

Ground Truth

Min RMSE 8.4× 104 Pa 1.9× 105 Pa

Mean RMSE 2.8× 105 Pa 3.6× 105 Pa

Mean

Error Rate

0.28% 0.36%

Training

Speed

<1min 2hr -

Inference

Speed

0.8ms 0.27ms 30min

4 to 57 seconds, mainly determined by the number of internal junctions in the interconnect

tree. Although the training of the lower level seems quite time-consuming, it only has to be

trained ONCE and provides a universal predictor that can be repeatedly used in the upper

level with no further tuning effort required.

Once the HierPINN-EM is trained, both levels will be set to inference mode. All

sampling points in the interconnects will be passed simultaneously into the model to leverage

the parallel computation advantage of the GPU. We tested the training and inference speeds

of both HierPINN-EM and EMGraph on the interconnect tree test set, and the results are

summarized in Table 3.1.
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Both learning-based methods can achieve significant speedups compared to COM-

SOL. Specifically, the mean inference speed of HierPINN-EM for each interconnect tree is

0.8ms, which is 3× slower than the 0.27ms inference speed of EMGraph. However, the dif-

ference in inference speed is mainly caused by the difference in sampling density, as shown

in Section 3.3.3. During the inference test, the number of sampling points in each segment

varies according to the wire length in HierPINN-EM, but is fixed to only 5 in EMGraph

due to its fixed input layer structure. This results in approximately 30× more sampling

points in HierPINN-EM, leading to higher computational cost. However, with such adap-

tive sampling ability, HierPINN-EM can predict more accurate stress map with much better

granularity. Therefore, the loss in inference speed is actually an acceptable tradeoff.

Another major advantage of HierPINN-EM over EMGraph lies in its better flexi-

bility in the inference phase. Limited by the message-passing structure of GNN, to predict

EM stress in any single segment, the whole interconnect graph requires to be fed into EM-

Graph so that the target segment can receive useful information from its multi-hop neighbors

which can be leveraged to predict stress. This means that EMGraph can only predict stress

for interconnects as a whole, but is not able to make predictions for small local regions. In

contrast, HierPINN-EM takes position x and time t as input parameters, which enables it

to make stress predictions with much better flexibility. It can predict stress for any seg-

ment or even a single point in the interconnects at any aging time by simply passing the

interested location and time into the model. This enables HierPINN-EM to achieve more

significant speedups in local stress analysis. The better accuracy, inference flexibility, and
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granularity of results make HierPINN-EM a better learning-based approach for transient

EM stress analysis.

3.4 Summary

The work presented in this chapter introduces a hierarchical PINN-based method,

called HierPINN-EM, to solve the Korhonen equations for multi-segment interconnects,

which enables fast EM failure analysis. HierPINN-EM divides the physics laws into two

levels and solves the PDE equations step by step. The lower level uses supervised learning

to train a DNN model that takes parameterized neurons as inputs, serving as a universal

parameterized EM stress solver for single-segment wires. The upper level employs physics-

informed loss function to train a separate DNN model at the boundaries of all wire segments,

enforcing stress and atom flux continuities at internal junctions in interconnects. Numerical

results on a number of synthetic interconnect trees show that HierPINN-EM can lead to

orders of magnitude speedup in training and over 79× better accuracy compared to the

plain PINN method. Furthermore, HierPINN-EM yields 19% better accuracy with a 99%

reduction in training cost over the previous graph neural network-based EM solver, EM-

Graph. Overall, the proposed HierPINN-EM method offers a powerful and efficient solution

for fast EM failure analysis in multi-segment interconnects.
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Chapter 4

Full-Chip Thermal Map

Estimation With Generative

Adversarial Learning

4.1 Related Work and Motivation

To estimate on-chip temperature maps, there are two general strategies. The first

strategy involves estimating full-chip heat maps from physics-based thermal models and

power-related information [96, 88]. Such bottom-up numerical methods include HotSpot [36],

which is based on simplified finite difference methods, finite element methods [31], equiv-

alent thermal RC networks [27], and the recently proposed top-down behavioral thermal

models based on the matrix pencil method [51] and subspace identification method [26, 56].

In general, full-chip thermal analysis from given power information requires expensive nu-
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merical analysis such as finite difference or finite element-based approaches, which are very

expensive for online applications [17]. The second strategy involves using an interpolation-

based approach to estimate full-chip heat maps from embedded sensor readings [20, 9].

Since the number of sensors and their placement significantly impact the accuracy of the

aforementioned interpolation, smart sensor placement algorithms have been proposed that

can be used during design time to find the optimal placement for the given budget of

embedded temperature sensors [20, 63, 71, 70, 105, 52]. Work in [20] exploits Fourier anal-

ysis techniques to fully recover the thermal map. However, the accuracy is limited by the

non-band-limited nature of the temperature signals and approximations required for non-

uniform placement of the thermal sensors, which is common in heterogeneous multi-core

processors. Nowroz et al. [63, 71] tried to minimize the number of thermal sensors in the

sensor placement to recover thermal maps (or some key locations) based on interpolation of

hard sensor information in frequency domain and DC domain, respectively. Such a strat-

egy was further improved by using Eigen decomposing of the interpolation matrix, which

leads to near-optimal sensor number and placement [70]. Zhang et al. [101, 105] proposed a

statistical method for both power and thermal maps estimation, in which the correlations

of power dissipation of different modules of a chip were exploited to recover the power map

from sensor readings first, and temperature was estimated once the power map is obtained.

However, the estimation is based on power correlation information. Recently, Ziabari et

al. [108] introduced the power blurring method for fast 2-D temperature map computation,

which is essentially the Green’s function-based method in which the temperature response

to unit power impulses must be computed first from FEM thermal analysis. However, this
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method is difficult to apply practically as accurate thermal models are not always available

first.

However, the aforementioned methods either require design-time hardware changes

(such as inserting or relocating sensors) or at the very least require detailed knowledge of the

chip’s floorplan, correlations among functional unit power sources, and constants specific

to the technology-node, which are not disclosed by the original chip manufacturer. An

exclusively post-silicon approach to real-time transient estimation of the spatial temperature

distribution across the entire chip area, i.e., at time t, estimate the full-chip spatial heatmap

T (x, y)t, remains a challenge for existing commercial microprocessors.

On the other hand, machine learning, especially deep learning, is gaining much

attention due to the breakthrough performance in various cognitive applications such as

visual object recognition, object detection, speech recognition, natural language processing,

etc. due to dramatic accuracy improvements in their time-series or sequential modeling

capabilities [28]. Machine learning for electronic design automation (EDA) is also gaining

significant traction as it provides new computing and optimization paradigms for many

of the challenging design automation problems that are complex in nature. For instance,

machine learning methods have been applied to power modeling [30] and design space

exploration [43]. Additionally, machine-learning-based schemes have recently been explored

to build a workload-dependent thermal prediction model [103], where the future steady-

state temperature of the chip can be predicted by application characteristics and physical

features.
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Recently, long-short-term memory (LSTM) based machine learning approach based

on Intel Performance Counter Monitor (PCM) metrics has been proposed for hot spot de-

tection [73, 75] and for full-chip thermal map estimation [74] of commercial off-the-shelf

multi-core processors. To improve efficiency, 2D discrete cosine transformation (DCT) is

used to compress the thermal images for the learning process [74]. However, this method

needs to know the historical data of both PCM and temperatures for the training, which

can be expensive. Furthermore, the accuracy of this approach is still less than expected due

to the data compression process.

Recently, GAN-based methods have been applied for VLSI physical designs such

as generation of various noise maps to facilitate the IR-drop noise sensor placement [54], for

layout lithography analysis [99], and sub-resolution assist feature generation [5], for analog

layout well generation [95]. However, few studies have investigated data-driven circuit-level

and thermal analysis to model the dynamic systems described by the partial differential

equations.

4.2 Training Data Preparation

Sufficient data is always vital for machine learning methods. To enable the pro-

posed model to learn the distribution of PCM data and map it to the correct thermal

distribution map, sufficient amount of training data is a must. In this work, a large amount

of thermal distribution data of the CPU (called thermal map in this work) and correspond-

ing real-time PCM data are required from which the model can learn the transformation

scheme in between. In what follows, we will present the setup used to acquire the training
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data, as well as the necessary pre-processing methods performed on the training set prior

to feeding them to the model.

To externally acquire accurate thermal maps of a working CPU, we propose to use

a measurement system based on an infrared (IR) camera. Fig. 4.1 illustrates the overall

setup of our thermography system. The IR camera over the chip is a FLIR A325sc (16-bit

320 × 240 pixels, 60Hz). The camera is rated for the temperature range of 0◦C to 328◦C,

and spectral range of 7.5µm to 13µm. A microscope lens is used to provide a finer spatial

resolution of 50µm/px. The CPU used in our test is an Intel i7-8650U working on an

Intel ® NUC7i7DNHE motherboard with the stock CPU cooler removed. The distance

between the camera and the chip is approximately 70mm. When the CPU is running, the

thermo-electric device mounted at the back of the chip transfers heat from its upper side

to the other. The water block and circulation loop attached below further dissipate the

heat into the radiator, where the heat finally radiates to the air. With this setup, we are

able to maintain the temperature of the CPU within its specified range as the stock cooler

between the IR camera and the chip is removed. To synchronize the captured thermal

map with its corresponding PCM data, we connect the IR camera and the CPU through

a synchronization I/O. Each thermal map and PCM data that were collected at the same

time instant are paired and saved together as one sample.

PCM is a tool from Intel that monitors the performance and energy metrics of

all series of Intel processors. The monitored metrics range widely from basic processor

monitoring utilities, such as instructions per cycle (IPC) and core frequency, to sleep and

energy states of the processor, and to peripheral memory bandwidth and cache miss. A
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Figure 4.1: IR thermography setup used to collect training data in this work
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Table 4.1: Performance metrics (Intel PCM)

Pkg. Socket Socket Core 1 to 8

INST EXEC C6res% EXEC

ACYC IPC C7res% IPC

TIME FREQ C2res% FREQ

PhysIPC AFREQ C3res AFREQ

PhysIPC% L3MISS C6res L3MISS

INSTnom L2MISS C7res L2MISS

INSTnom% L3HIT C8res% L3HIT

C0res% L2HIT C9res% L2HIT

C2res% L3MPI C10res% L3MPI

C3res% L2MPI SKT0 L2MPI

C6res% READ C0res%

C7res% WRITE C1res%

C8res% TEMP C3res%

C9res% C0res% C6res%

C10res% C1res% C7res%

Energy C3res% TEMP

number of APIs are provided for real-time monitoring which is highly suitable for our real-

time full-chip thermal modeling application. The complete list of all 170 PCM metrics that

we collect and employ for the thermal modeling of Intel i7-8650U is shown in Table 4.1.

The temperatures in each thermal map vary widely from 25◦C to 100◦C, while

the values of the metrics in PCM data have all kinds of scales. Some metrics only change

in a small range around zero, while others range widely with several orders of magnitude.

Such inconsistencies in data scales may cause severe instability and accuracy degeneration
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in neural networks. Before feeding them to the machine learning model, all data must be

rescaled to comparable ranges. In this work, to accommodate the tanh activation function

employed in our model, as detailed in Section 4.3, we rescale all thermal maps to the range of

[-1,1] using the min-max normalization scheme as given in (4.1). For PCM data, we rescale

all metrics to a mean of 0 and a standard deviation of 1 using the data standardization

method.

Data′ij = (
Dataij −min(Data)

max(Data)−min(Data)
× 2)− 1 (4.1)

Fig. 4.2 illustrates the flow of conventional thermal modeling for full-chip estima-

tion and our proposed ThermGAN method. There are multiple stages in the conventional

flow. First, only thermal-related metrics are extracted from the PCM data while the exact

locations of the thermal sensors are unknown. The thermal model should predict the sensor

locations prior to performing the actual thermal estimation. As the final estimation is based

only on the sensor data, the accuracy of full-chip thermal modeling is inherently limited. As

shown in the lower flow in Fig. 4.2, our proposed GAN-based method takes all PCM data

as input and is trained on measured thermal maps. The unknown physics law governing

the transmission between them is automatically learned by the model, making it possible

for high-accuracy full-chip thermal modeling.

We note that the proposed thermal modeling technique is orthogonal to specific

CPU being modeled and the way thermal maps are obtained. It can be applied to any real-

time monitoring metrics to full-chip thermal modeling of commercial multi-processor chips.

The CPU used in this work is only for illustrative purposes. Furthermore, the thermal
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Figure 4.2: Conventional thermal modeling flow and the proposed ThermGAN flow.

maps obtained in this work were from the setup without heat sinks due to the imaging

measurement requirement. However, the proposed method can be applied to any obtained

or computed thermal maps. Research is underway to obtain accurate transient thermal

maps from CPUs running in a practical setup with heat sinks.

4.3 CGAN-Based PCM to Temperature Transformation

4.3.1 From PCM to thermal image transformation

We first demonstrate that the process of estimating a full-chip thermal map for a

multi-core processor can be viewed as an image synthesis process. In this process, the DNN

can convert features (PCMs) and continuous time variables into an image.

4.3.2 Review of GANs

Generative Adversarial Nets (GANs) were first introduced by Ian Goodfellow in

2014 [29] and have drawn tremendous attention in recent years. A typical GAN consists

84



of two networks known as the discriminator D and generator G. The generator takes a

random vector z, usually normally distributed, as its input and maps it to an output image

that is as close to those in the training dataset as possible. Images in the training set are

labeled as ’real’ images, and the ones produced by the generator are noted as ’fake’. The

discriminator takes either a real or fake image as its input and discriminates between them.

Both D and G are trained simultaneously, and this process is a contest between these two

networks. The generator keeps optimizing itself to fool the discriminator with fake images

while the discriminator also strives to increase its classification accuracy. Once the GAN is

trained, the generator should be able to generate real-like images by mapping its random

input to the learned distribution of real images. The discriminator, on the other hand, will

classify all its input images as ”real” or ”fake” with the same possibility of 50%, indicating

that fake and real images look pretty much alike and are no longer distinguishable by the

discriminator.

The training of GANs is usually a tricky process and may never converge due to

the gradient vanishing problem. Wasserstein GAN (WGAN) was introduced by Martin

Arjovsky in [8] to mitigate this issue. Wasserstein Distance, rather than the conventional

JS-Divergence, was proposed to serve as the measurement of the difference between real and

fake image distributions. With such a small change in the loss function, WGAN promises

a more stable training process and less likelihood of mode collapse. The results have shown

significant advantages of GANs over conventional methods in terms of both performance

and accuracy.
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Figure 4.3: The proposed ThermGAN framework.

Fig. 4.3 illustrates our proposed structure of converting PCM data into thermal

map using WGAN. The raw PCM data z is given to the generator G as a 1×170 vector

with all entries standardized around zero, as described in Section 4.2. Both PCM data and

thermal maps follow a unique probability distribution separately. The generator learns the

mapping method between these two distributions and transforms the input PCM data z to

its corresponding thermal map, denoted as G(z). The fake thermal map G(z) and the real

ones y are then fed alternatively into the discriminator D along with their paired PCM data,

which serves as the condition input. For G(z), the PCM data concatenated to it is the input

of G used to generate G(z). For y, the PCM data collected at the same time instant is used

as the condition input. The output of the discriminator, noted as D(z,y) or D(z,G(z))

depending on whether real or fake thermal map was taken as input, is a real value indicating

how confident the discriminator is toward the input being a correct thermal map conditioned

on the given PCM data. The objective in training the discriminator is therefore to maximize

D(z,y) and minimize D(z,G(z)) in terms of expectations over the distributions of y and
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z. Such an objective function of the discriminator can be mathematically expressed as the

following equation (4.2).

max
D
{Ez,y[D(z,y)]− Ez[D(z, G(z))]−

λgpEẑ[(‖∇ẑD(ẑ, z))‖2 − 1)2]}
(4.2)

Ez,y and Ez represent the expectations over the distributions of z and y, respec-

tively. To maintain the 1-Lipschitz continuity of the discriminator, we adopt the gradient

penalty from WGAN-GP [8]. ẑ is the interpolation between the fake and the real thermal

map and λgp controls the weight of gradient penalty. The training objective of the generator

is to deceive the discriminator with generated thermal maps, so its objective is to maximize

the expectation of D(z,G(z)). The objective function of the generator is defined in (4.3).

Since the generator has no influence on the real thermal maps, the D(z,y) term is omitted

in the function.

min
G
{Ez[−D(z, G(z))] + λL2 · Ez,y[‖y −G(z)‖2]} (4.3)

In both (4.2) and (4.3), we use the Wasserstein Distance as the loss function, which

has the advantage of higher training stability and convergence possibility. The detailed

architecture and parameters of the ThermGAN are shown in Table 4.2. We discard the

random noise from the original GAN, as in our work, there are abundant PCM data in the

training set that follow a certain distribution. This makes the PCM data itself can be seen as

random noise, just as the original z vector does. The PCM data given to the generator is first

passed through a fully connected layer and reshaped to a square array. Then it is upsampled

through six transposed convolutional layers and outputted as a 256×256 fake thermal map.
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Table 4.2: ThermGAN parameters used in this work

Generator Discriminator

Layer Kernel #Output Activation Layer Kernel #Output Activation

FC - 8192 LReLU Conv 5x5 128×128×64 ReLU

Reshape - 4×4×512 - Conv 5x5 64×64×128 ReLU

Conv trans 5x5 8×8×512 LReLU Conv 5x5 32×32×256 ReLU

Conv trans 5x5 16×16×512 LReLU Conv 5x5 16×16×512 ReLU

Conv trans 5x5 32×32×256 LReLU Conv 5x5 8×8×512 ReLU

Conv trans 5x5 64×64×128 LReLU Conv 5x5 4×4×512 ReLU

Conv trans 5x5 128×128×64 LReLU Conv 5x5 2×2×512 ReLU

Conv trans 5x5 256×256×1 tanh FC - 512 ReLU

- - - - FC - 1 None

All thermal maps are originally 185×154 in dimensions; however, for the convenience of

being handled by the discriminator, they are expanded to 256×256 by equally padding zero

values in every dimension. The discriminator is a conventional convolutional classifier with

only one neuron as an output and, to utilize the Wasserstein distance, no activation function

is applied to it.
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4.3.3 Transient thermal map estimation

Traditionally, computing thermal information from power is a time-convolutional

operation, which requires historical power data. However, our thermal image generation

problem from the utilization and on-chip sensor readings can be viewed as a real-time inverse

or fitting problem using on-chip real-time information. Similar problems based on limited

on-chip sensor readings have been explored by many pre-silicon temperature estimation

methods [63, 71, 70].

For our problem, the PCM metrics indeed consist of real-time temperature sensor

information for each core and the emtire chip. Although the temperature at any time instant

is determined by history thermo-information, such a dependency is already decoupled by

the temperature sensors, allowing for the estimation of the thermal map. As shown in

the experimental section, ThermGAN can produce highly accurate transient thermal map

estimation and outperforms the time-dependent LSTM model from [74] in terms of both

accuracy and speed.

4.4 Experimental Results and Discussion

In this section, we present the experimental results demonstrating the speed and

accuracy of our proposed ThermGAN model for PCM data to thermal map estimation.

We implemented the entire network in Python 3.7 based on TensorFlow(1.14.0) [3],

a widely used open-source machine learning library. The model was trained for 10 epochs

on a Linux server with 2 Xeon E5-2698v2 2.3GHz processors and Nvidia Titan X GTX

GPU. The batch size was set to 8, and each data sample consisted of a pair of synchronized
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Table 4.3: Benchmarks

Processor Memory System

AObench PHPbench T-test

Compress-7zip Cyclictest Cachebench

Encode-flac Git RAMspeed

Build-gcc Mbw Stream

Idle Dbench Aio-stress

- Tinymem Fio

- - Tiobench

PCM data and thermal map. We used 18 computationally intensive benchmarks from the

Phoronix benchmark suite [65] to collect the training data. As listed in Table 4.3, the

benchmarks were split into three categories: processor, memory, and system. The variety

of the benchmarks ensured that the CPU was subjected to different kinds of workloads,

leading to the diversity of the training samples. For each workload, we kept the CPU

running for 4 minutes and sampled the data at a frequency of 60Hz. At each time instant,

both PCM data and the thermal map were captured simultaneously and saved in pair as

one sample. Finally, we obtained 14,300 samples for each benchmark, and a total of 257,400

samples were collected in the training set.

The collected raw samples are preprocessed as described in Section 4.2. To better

validate the performance of our trained model, we randomly pick 25% of the samples as

the test set and only use the remaining 75% for training. The learning rate and the decay

parameters in the RMSProp optimizer are set to 0.0001 and 0.9. The weight of L2-norm
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Figure 4.4: Evolution of one random sample as the training progresses.

λL2 is set to 100, and λgp is set to 10. We ran the training for 10 epochs, and the results

reported in this section are based on the test set, which was completely unseen by the model

in the training process.

Fig. 4.4 visualizes the training process by showing the evolution of the output of

the generator. We randomly picked one sample from the training set and show results in 5

epochs together with the ground truth. It can be clearly seen that the generated thermal

map becomes closer to the ground truth as the training progresses.
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4.4.1 Accuracy of thermal map estimation

Once the ThermGAN is trained, the discriminator will be discarded, and only the

generator is preserved. This model can take PCM data from any time instant as input and

generate a real-like thermal map indicating the full-chip thermal distribution. To verify

the performance of the model, we use the root-mean-square error (RMSE) given in (4.4) as

the metric to indicate the difference between the generated and real thermal map (ground

truth).

RMSE =

√∑W
x=1

∑H
y=1(T (x, y)− T ′(x, y))2

W ×H
(4.4)

where T and T ′ are the real and generated thermal maps, respectively. Both of

them are images with only one channel, which can easily suit the equation as matrices. The

vertical and horizontal dimensions of the thermal maps are H = 185 pixels and W = 154

pixels, respectively. We evaluated our trained ThermGAN model on the test set, and the

average RMSE across all 64,350 samples in the test set is 0.47◦C with a standard deviation

of 0.56◦C. In this work, the temperature in thermal maps of our test set ranges from 25 to

100◦C. Comparing the absolute values of the error with this 75◦C scale, the ThermGAN

achieves an averaged full-scale estimation error of 0.63% and a standard deviation of 0.75%.

This is a quite promising result since such resolution is accurate enough for thermal es-

timation applications. Fig. 4.8 illustrates the comparison between generated and ground

truth thermal maps, which are randomly picked from the test set. The title of each thermal

map indicates the benchmark it is from and the time instant in which it was collected. We

show every thermal map in both 2D-image and 3D-plot with contour lines. As shown in the
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figure, there are more spikes in the contour lines of the generated thermal map, indicating

more noise, but the overall thermal distribution pattern is indistinguishable. The bottom

row of Fig. 4.8 illustrates the error maps, which are defined as the pixel-to-pixel difference

between the real and fake thermal maps. Most of the errors are within 0.5◦C, except for

only a few points, but still in an acceptable range, which is less than 1.5◦C.

4.4.2 Real case study

The proposed ThermGAN is aimed at online estimation of full-chip transient ther-

mal distribution. To evaluate the model in a real application, we run the test on another

benchmark named “Gimp”. It is also from the Phoronix benchmark suite and is an open-

source image manipulation program that keeps the chip at an intensive workload. This

benchmark was kept unseen throughout the training process and has completely no overlap

with the benchmarks in the training set. We run the “Gimp” workload on the i7-8650U

processor for 2 minutes while the PCM data are collected at the frequency of 60Hz and

fed into the ThermGAN for inference. The IR camera simultaneously captures real thermal

maps of the chip, which are used as ground truth to verify the ThermGAN inference results.

A total of 7200 samples are collected, and ThermGAN achieves an average RMSE of 0.83◦C

with a standard deviation of 0.52◦C. The error increases by 0.39◦C compared to the result

we get on the test set, which is actually a reasonable result as the distribution of data

points in real cases may vary a lot from that of the training set. Despite the degradation

of accuracy, the RMSE is still within 1◦C, and the averaged full-scale error is only 1.1%,

which is more than enough for full-chip thermal estimation in real applications. Some of

the results are detailed in Fig. 4.5. We pick three time instants (883, 4260, and 6903) and
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Figure 4.5: Comparison between estimated thermal distribution and ground truth on
“Gimp” benchmark.

compare the estimated thermal map with its ground truth. We also fix a point on the upper

right section of the chip and plot the time-series temperature prediction for this position.

4.4.3 Speed of inference

The training process of ThermGAN was time-consuming and cost more than 12

hours to converge. However, once the model is trained, it only reserves the generator part,

which is much lighter and can be embedded into the CPU to perform real-time thermal

map estimation. In our test, the time cost for each inference (one estimation of the whole

chip thermal distribution based on the PCM data acquired in real-time) has a mean of

7ms and a maximum of 7.5ms, which translates to an inference frequency faster than 140
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(a) (b) (c)

Figure 4.6: (a) Ground truth and estimated thermal map using (b) ThermGAN and (c)
COMSOL FEM simulation.

thermal maps per second. Such performance further verifies that our ThermGAN model is

capable of real-time thermal estimation. The inference may introduce some overhead into

the CPU computation, but doing temperature estimation at intervals of several seconds is

fast enough to meet the need for real applications such as CPU task arrangement control.

We further study the modeling efficiency by comparing it with the off-the-shelf

FEM tool. Since we start with PCM parameters as inputs, we can’t use traditional thermal

simulator like HotSpot [36]. Instead, we first obtain the power map from the measured

thermal map via 2D spatial Laplace operation and subsequent scaling based on the total

power [73]. We then use COMSOL to model the setup for multi-core processors and use the

power map obtained as the inputs. The FEM simulation was conducted on the same server

as the GAN model, and it takes 3 seconds on average for each thermal map generation.

As a result, our study shows that the proposed ThermGAN model can achieve a ∼240X

speedup over the FEM method with similar accuracy, as shown in Fig. 4.6. We remark that
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much faster numerical thermal analysis methods (than FEM) also exist. But the absolute

speedup is less important than the millisecond performance we achieved in this work.

4.4.4 Metrics in PCM that really matters

As detailed in Table 4.1, we utilized all 170 PCM metrics as inputs for ThermGAN,

which is actually an overkill, since not all metrics are necessarily relevant to thermal estima-

tion. Out of the 170 metrics, only 9 of them, i.e., temperature sensor readings of 8 cores and

1 socket, are directly related to the thermal information. For the remaining 161 metrics,

it is difficult to determine which ones are more correlated with CPU thermal performance

and which are of lesser importance. Therefore, in this work, we leave it to the model to

determine the importance of each metric as the training process will assign heavier weights

to the thermo-relevant metrics automatically. During inference, the irrelevant metrics will

have less influence on the accuracy of the estimated thermal map.

To verify this and identify the thermo-relevant metrics, the following PCM mask-

ing test was conducted using the trained ThermGAN model. For each PCM vector, we

masked only one entry at a time corresponding to the metric of interest. Thus, the input

dimension remained unchanged, and the trained ThermGAN model could still be applied

to it. However, the masked metric did not participate in the feed-forward calculation. By

doing so, we observed how much the output accuracy was influenced by the masked met-

ric, while all the remaining 169 metrics remained unchanged. The RMSE of the generated

thermal map against the ground truth was calculated in the same way introduced in Sec-

tion 4.4.1. For each input, the mask slid through all 170 entries, resulting in 170 thermal
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Figure 4.7: RMSE distribution across 170 masked PCM metrics.

maps, each corresponding to a masked PCM metric. We ran the masking test on the test

set and plotted the average RMSEs for all masked metrics in Fig. 4.7.

The red line represents the average RMSE of thermal maps generated using un-

masked PCM data. Masking different metrics results in vastly various accuracy degradation.

The importance of each metric is proportional to the increment it introduces to the output

RMSE. The top 8 errors are all caused by masking core temperature sensor readings. Each

of them leads to an accuracy loss of more than 1.3◦C. Masking the socket temperature met-

ric caused an error of 0.65◦C, which is not as much as the core temperatures but still among

the top 10 metrics. Such an observation is within our expectation, but they are obviously

not the only factors causing the accuracy degradation. The L3MISS is influencing the ac-
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Figure 4.8: Comparison between generated and ground truth thermal maps.

curacy even more than the socket temperature. For the rest 160 metrics, 70 of them caused

more than a 5% degradation in accuracy compared to the baseline 0.44◦C, and among which

33 metrics led to >10% accuracy loss. We refer to these top 80 metrics as thermo-relevant

metrics, and the rest 90 metrics are playing a relatively small (<5%) or even negligible role

in the estimation, which implies that they are not thermo-relevant metrics. Apart from

the temperatures, most of the thermo-relevant metrics are related to C-state, which reflects

the idle power-saving information per core. The other thermo-relevant metrics consist of

frequencies, L3 caches, instructions per cycle, and so on.

4.4.5 Comparisons with state of the arts

In this subsection, we compare ThermGAN with a recently proposed post-silicon

full-chip thermal estimation method [74] and the pre-silicon estimation method [70].

Work in [74] is a machine-learning-based model aimed at full-chip thermal esti-

mation using PCM data. It employed LSTM as its backbone and is implemented on the

dual-core i5-3337U, which has only 80 PCM metrics as input. To conduct a fair comparison,
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we increased the number of units in both its input and first layers to 170 to accommodate

the 170 PCM metrics of i7-8650U. The same dataset introduced in Sec 4.2 was used for

both training and testing.

The average RMSE across all testing workloads is 1.84◦C, and the standard devi-

ation is 1.11◦C. In contrast, the proposed ThermGAN yields an average RMSE of 0.47◦C

and a standard deviation of 0.56◦C, respectively, as previously mentioned in Sec 4.4.1. Fur-

thermore, the computational cost for each inference is ∼17ms, which is also slower than the

∼7ms inference time yields by ThermGAN.

Since there is no other research on post-silicon thermal estimation other than

[74], we further compare our method with the state-of-the-art pre-silicon method known

as “Eigenmaps” proposed in [70]. We note that this is not an apples-to-apples compar-

ison as the “Eigenmaps” method requires optimized sensor locations in the chip design

process. For commercial off-the-shelf microprocessors, both the number and locations of

the temperature sensors are fixed and may not meet the requirements of the “Eigenmaps”

method. However, in this comparative research, we assume such optimizations are done

and allow the “Eigenmaps” method to get the temperatures from the measured thermal

maps instead of the physical sensors. The locations where the temperatures are sampled

can be seen as virtual sensors which are optimized according to the algorithms in [70]. To

make a fair comparison, the number of virtual sensors is set to one for each of the 4 physical

cores and one for the socket. We ran the “Eigenmaps” method on the test set, and the

average RMSE of estimated thermal maps is 0.94◦C with a standard deviation of 0.45◦C.

It is slightly better than [74], but still worse than the proposed ThermGAN method. In
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terms of the overhead in real-time thermal estimation, the “Eigenmaps” method requires

pre-calculating and saving a dense matrix with 811680100 single-precision floating-point

entries, which translates to 3.25 GB in memory. This is quite expensive and therefore not

suitable for real-time applications.

4.5 Summary

The work presented in this chapter introduces a data-driven full-chip transient

thermal map estimation method for commercial multi-core microprocessors based on the

generative adversarial learning method. The proposed method, named ThermGAN, only

uses the existing embedded temperature sensors and system-level utilization information,

which are available in real-time. Consequently, the methods presented in this work can be

implemented by either the original chip manufacturer or a third party alike. In our approach,

we treat the traditional thermal modeling problem as the image generation task based on

customized conditional generative adversarial networks. The resulting ThermGAN can

provide tool-accurate full-chip transient thermal maps from the given performance monitor

traces of commercial off-the-shelf multi-core processors. Experimental results show that

the trained model is very accurate in thermal estimation with an average RMSE of 0.47◦C,

namely, 0.63% of the full-scale error. Our data further show that the speed of the model is

faster than 7.5ms per inference, which is two orders of magnitude faster than the traditional

finite element-based thermal analysis. Furthermore, the new method is ∼4x more accurate

than the recently proposed LSTM-based thermal map estimation method and has faster
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inference speed. It also achieves ∼2x the accuracy with much less computational cost than

a state-of-the-art pre-silicon-based estimation method.
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Chapter 5

Physics-Constrained Deep

Learning-Based Electrostatics

Analysis

5.1 Related Work and Motivation

In this section, we review some related work. The use of neural networks with

physics laws to solve classic differential equations as constraints was originally proposed in

the late 1990s [50, 48]. However, those works were limited by computational power at the

time. Recently, this idea has received much attention due to the recent advances in deep

learning for many cognitive tasks, along with ever-increasing computational resources [49].

Recently, Raissi et al proposed to solve 1-D PDEs [68, 67] using the so-called PINN, as

shown in Fig. 5.1. In this neural network, the physics law in terms of partial differential
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Figure 5.1: Concept of physics-informed neural networks

equations, boundary conditions, and initial conditions are explicitly checked for each input

(coordinates). This allows the resulting loss function and its gradient to be computed for

back-propagation based training.

The PINN or PCNN approaches have recently been extended to solve high-dimensional

PDEs by approximating the Galerkin method using neural networks [78], assimilate multi-

fidelity training data [61], and its variational analyses have been explored based on arbitrary

polynomial chaos [102] and adversarial inference [98]. However, these models can only solve

small-sized PDEs with simple boundary conditions. PDE problems with complex bound-

aries and geometries actually still remain a challenging problem, as demonstrated by this

work. Berg et al. proposed a new loss function so that the boundary conditions can be

hard-coded to be automatically fulfilled by using two well-defined neural network-enabled

auxiliary functions [10]. Recently, Sun et al. applied the PCNN concept to solve uncer-

tainty quantification problems of fluid flows described by the Navier-Stokes PDEs [82].

This method introduced more parameters into the neural networks to model the param-
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eter variations and showed that PCNN-based models can yield significant speedup over

the first-principle-based numerical approaches. However, all these published works were

demonstrated on many small problems with simple boundary conditions, and the claimed

accuracies were not verified on large engineering problems. As we show in this paper, the

PINN/PCNN-based analysis framework still remains challenging for practical large analysis

problems in terms of both speedup and accuracy.

5.2 Preliminaries

5.2.1 Electrostatics problem

As mentioned above, many VLSI-related problems can be concluded to the elec-

trostatics problem, where electric current does not exist, and there are only static electric

fields due to the voltages applied or charges. They are governed by the first equation of

Maxwell’s equations, also known as Gauss’s law:

∇2u(x) =
−ρ
ε
, x ∈ Φ (5.1)

with following Dirichlet and Neumann boundary conditions:

u = f(x), x ∈ ΓD,

∇u · ~n = g(x), x ∈ ΓN ,

(5.2)

where Φ is the solution domain, ΓD is the part of the boundary where Dirichlet (voltage)

boundary conditions are given, ΓN is the part of the boundary where Neumann boundary

conditions are given, u(x) is the unknown potential to be found, ρ is the charge density, ε

is the permittivity, and f(x) and g(x) are the given voltage sources and current sources at

the boundaries.
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In cases where static charges are absent, which is the focus of this work, Equation

(5.1) becomes the Laplace equation:

∇2u = 0 (5.3)

After solving Equation (5.3), the distribution of the electric field is usually obtained

by calculating the gradient as per its definition:

~E = −∇u (5.4)

Solving for ~E under the given voltage boundary conditions f(u) is often of more

interest for many practical problems. For example, in capacitance extraction, the voltage

is first set to 1V for one interconnect wire (indexed i) and 0V for other wires. Then, the

induced static charge in any other wire j can be computed using Gauss’s flux theorem.

5.2.2 Finite element method

In conventional methods, electrostatics problems are solved using discretization

techniques such as FEM or FDM. Results obtained from commercial tools based on FEM,

such as COMSOL, are usually considered reliable.

In conclusion, FEM first discretizes the domain to be solved by a mesh. The

chosen mesh and the shape function define a function space. Elements of the function space

are defined by expansion coefficients of the shape functions. A numerical solution to the

original PDEs can then be found by searching in this function space for the one that best

fits the original equations. This is done by setting up and solving a linear system from

the original PDEs, with the expansion coefficients to be solved. Typically, the final linear

system is composed of tens of thousands of unknowns, known as degrees of freedom (DOF).
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Solving a problem of this scale is not very expensive, yet it is still noticeable in a longer

routine.

5.3 Physics-Constrained Neural Network Solver for Electro-

statics

In this section, we present the proposed physics-constrained neural network solver

for the electrostatics problem. We first describe how the loss functions are built and then

show how to extend the PCNN concept for a parameterized PCNN network so that the

trained models can be applied to simulation works for different parameters and conditions.

5.3.1 PCNN models for electrostatics analysis

As we can see, PCNN essentially leverages the well-known capability of DNN

as a universal function approximator [66, 67]. PCNN learns to model the behaviors of any

dynamic time-dependent, nonlinear system, expressed by the given PDE with boundary and

initial conditions. For the electrostatic problem, as we see from (5.1), we are computing

the steady-state solution. As a result, we only use a multilayer perceptron (MLP) neural

network architecture as we do not need to learn temporal information. Fig. 5.2 shows the

proposed MLP-based PCNN electrostatic solver that takes the inputs (location x, y) and

outputs an approximate solution. The specific hyperparameters, such as the number of

hidden layers and the number of nodes in each layer, are determined experimentally. For

each hidden layer, ReLU is used as the activation function. For the output layer, sigmoid

is used as the activation function as we scale the output voltage range to [0, 1].
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Figure 5.2: The proposed PCNN based electrostatic model. σ stands for nonlinear activa-
tions. The training of PCNN is done by minimizing the physics-based loss.

The training process of PCNN is essentially an optimization process that seeks

a set of parameters (W,b) that minimizes the physics-based loss defined by the original

differential equation.

Specifically, for our electrostatics problems, the physics-based loss function can be

defined by the original equations (5.3) and (5.2):

Lphy(W,b) = ||∇2u||Φ︸ ︷︷ ︸
Gauss’s law

+ ||u− f(x)||ΓD︸ ︷︷ ︸
Boundary condition

(5.5)

where || · || is the L2 norm over a specific domain. Then, the training of the network is

defined as an optimization problem that seeks the optimal weights and biases (W∗,b∗) that

minimize the loss. The process is also shown in Fig. 5.2:

W∗,b∗ = argmin
W,b

Lphy(W,b) (5.6)
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In practice, the L2 norm is computed using the collocation method [48]. The

domain Φ and the boundary Γ are discretized into sets of collocation points Φd and Γd, with

the number of points |Φd| = Nf and |Γd| = Nb, respectively. Then, the loss is computed

through the root-mean-square error on these points. For the part that corresponds to

Gauss’s law in the PDE form (equation residual),

Lpde(W,b) =
1

Nf

Nf∑
i=0

|∇2U(xi, yi)|2, (xi, yi) ∈ Φd (5.7)

where U(x, y) stands for the PCNN solution.

For the part that covers the boundary condition,

Lbou(W,b) =
1

Nb

Nb∑
i=0

|U(xi, yi)− uib|2, (xi, yi) ∈ Γd (5.8)

where uib is the value of the voltage boundary condition at collocation point (xi, yi).

Combining the two parts of the loss function, the complete loss function used in

practice is defined as

Lpcnn(W,b) = Lpde(W,b) + Lbou(W,b) (5.9)

By minimizing the loss function, the network U(x, y) will converge to an accurate solution

to the original problem.

5.3.2 Improved loss function with labels

Our study shows that for many practical problems with complicated boundary

conditions, the PCNN loss function defined in (5.9) may still lead to large errors, especially

for the region far away from the boundary. In this case, introducing some data from

numerical solutions or measurements as labels can be instrumental for the training of PCNN
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networks. For example, one can obtain the solution with FEM on a coarse mesh and use

it to aid in training the PCNN. Compared with the much longer runtime required to solve

the PDE on a finer mesh or train the label-free PCNN, the cost of getting such assistant

data is negligible.

Denote this set of data ((x, y), u) as Ψlabel, a new part of data-defined loss is then

Llabel(W,b) =
1

Nl

∑
Ψlabel

|U(x, y)− u|2 (5.10)

where Ψlabel is the data points and |Ψlabel| = Nl.

Furthermore, we can add first derivatives into the label data. In this case the data

set is in the form of ((x, y), u,∇u). The loss function becomes

Llabel(W,b) =
1

Nl

∑
Ψlabel

|U(x, y)− u|2 + λ|∇U(x, y)−∇u|2 (5.11)

where λ is a coefficient, which can be determined experimentally. The final loss function

with label data Lpcnn,L(W,b) becomes

Lpcnn,L(W,b) =Lpde(W,b) + Lbou(W,b)+

Llabel(W,b)

(5.12)

5.3.3 Parameterized PCNN surrogate models

The trained PCNN surrogate model discussed in the previous section can only solve

a particular problem described by given PDEs and boundary and initial conditions. To make

the model adaptive to various scenarios, PCNN models need to be parameterized [82]. For

our problems, the supply voltages are parameterized as a demonstration of this idea and
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denoted as θ. Then the final loss function with labels and parameters becomes:

Lpcnn,L,P (W,b, θ) =Lpde(W,b, θ) + Lbou(W,b, θ)+

Llabel(W,b, θ)

(5.13)

We note that once the parameterized PCNN model is trained, the inference time

of the network is much faster than running a conventional FEM-based solver for the differ-

ential equations for different parameters, which can be very useful for process variation and

uncertainty quantification analysis.

5.4 Numerical Results and Discussion

In this section, we present the experimental results of our proposed PINN solver

for the electric potential and electric fields of VLSI interconnects. All the models are

implemented in Python based on the TensorFlow (1.14.0) library [3], which is an open-

source machine learning platform.

5.4.1 Label-free PCNN network

We first implement the original PCNN, which is based on [67]. It is called the

label-free PCNN solver as the model is solely trained by loss functions defined by the physics

constraint of PDE in (5.6) with no simulation data (labels).

We test this solver on a VLSI design with a complicated contour of interconnects.

The resulting electric field is shown in Fig. 5.3(a), and the result derived from COMSOL is

shown as the ground truth [41] in Fig. 5.3(b).
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Figure 5.3: (a) Label-free PCNN solver result (b) Ground truth (c) Error map (d) Centerline
voltage profile
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As shown in Fig. 5.3(c), the label-free PCNN solver yields accurate results near

the boundaries while errors increase in other parts, especially at points that are far away

from any adjacent boundary. The overall root-mean-square-error (RMSE) of the estimated

electric potential result is 0.29V, which can also be translated to 29% normalized-RMSE

(NRMSE) considering the full 1V voltage range. The reason for this low accuracy is that

the solver got stuck at a local minimum where it fails to generate smooth transitions from

high to low electric potentials. As mentioned at the end of Section 5.1, our result here

reveals the low capability of existing PCNNs in modeling practical engineering problems

with complicated boundaries.

The loss function (5.9) of the label-free PCNN solver consists of two parts: bound-

ary loss (Lbou), which penalizes errors on the boundaries, and equation residuals (Lpde),

which enforce the Laplace equation. Both parts contribute equally to the loss function.

However, the loss of equation residuals is derived by gradient-based calculation, which in-

herently has a gradient vanishing problem. The solver has 8 fully-connected layers, and

the equation residuals loss was observed to be 5 to 7 orders of magnitude smaller than the

boundary loss. This biased loss leads to a bad learning scheme in which the model is more

focused on minimizing the boundary errors and ignores the equation residuals part. To

make both parts more balanced, we introduce weight parameters (Wbou and Wpde) to the

loss function.

Lpcnn(W,b) = WpdeLpde(W,b) +WbouLbou(W,b) (5.14)
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Figure 5.4: Influence of weights on PCNN results

To determine the optimal configuration of the weights, we set Wbou to 1 and

gradually increase Wpde from 103 to 109. Some of the results are presented in Fig. 5.4. It is

clear from the figure that increasing Wpde leads to improved accuracy in the transition areas.

However, as Wpde continues to increase, the accuracy near the boundaries deteriorates.

Ultimately, setting Wbou and Wpde to 1 and 108, respectively, yields an optimized solver

with a minimized RMSE of 0.059V or NRMSE of 5.9%. The accuracy is significantly better

than the original implementation, which had an RMSE of 0.29V.

The improvement in the loss function has significantly enhanced the accuracy of

the existing PCNN model, but the results are still unsatisfactory due to the poor accuracy

in the transition areas, which are not well-handled by PCNN. Actually, the idea of entirely
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excluding any simulation data from the training process in the existing PCNN is debatable.

Some prior data, especially those that can be obtained at a low cost, should be incorpo-

rated into the model training. Therefore, we explore the potential of our solver further by

proposing the label-assisted PCNN model.

5.4.2 Simulation-label assisted PCNN

As discussed in Section 5.3.2, we introduce some simulation data as labels to assist

the training, under the assumption that these simulation data can be obtained inexpensively

via existing numerical approaches, as only small or coarse meshes are needed. As shown in

Fig. 5.5(a), only a limited number of simulation results are sampled (black dots) from the

coarse result derived by COMSOL, and most sample points are located in the transition

area. The label-assisted solver is trained in the same way as the label-free solver, except

that coarse data are added to facilitate the training process, and the results are presented

in Fig. 5.5. The overall accuracy is enhanced, and the RMSE is reduced to 0.049V, which

is equivalent to 4.9% in terms of NRMSE. The smoothness of the transition area is also

improved as the label penalizes the model for abrupt changes and forces the solver to

generate a continuously fading transition from high to low electric potentials.

5.4.3 Parameterized PCNN surrogate models

The PCNN models mentioned earlier are designed for a specific case with fixed

boundary conditions, meaning that the voltages on the interconnects are predetermined.

Whenever a new boundary condition is given, even if the voltages only slightly differ, the
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Figure 5.5: (a) Coarse label data (b) Label-assisted PCNN solver result (c) Error map (d)
Centerline voltage profile
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Figure 5.7: Selected training results of Parameterized PCNN
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training process must start anew. This is also true for COMSOL, which requires rerunning

for every new boundary condition. To address this issue, we add the voltages on boundaries

as extra parameter inputs to PCNN, in addition to the original x, y coordinate inputs, and

we refer to this modified model as parameterized PCNN.

The interconnects topology used to train parameterized PCNN remains the same

as that in the aforementioned experiments. However, the boundary voltages can now be set

to random values. We generated 64 different boundary conditions by randomly assigning

either 0V or 1V voltage to each of the six wires, as shown in Fig. 5.6(a). In this work,

the parameterized PCNN has eight inputs, with two for location and six for voltages. It

is trained using all 64 cases simultaneously, and the learning curve is shown in Fig. 5.6(b).

The electric field estimation results for some of the training cases are shown in Fig. 5.7. The

average RMSE across all training cases is 0.036V, and the maximum and minimum RMSEs

are 0.052V and 0.007V, respectively. While the accuracy remains at the same level as the

previous solver, the model’s capacity is significantly enhanced. The parameterized PCNN

is capable of modeling much more cases and achieves good accuracy for each of them.

Another significant advantage of parameterized PCNN is its ability to extrapolate

to brand-new cases. By altering the six voltage inputs, the trained model can perform

inference for unseen test cases without the need for retraining. We tested the model on

two new cases with random boundary voltages, and the RMSEs were 0.21V and 0.23V,

respectively. Moreover, as no training is required for inference, the time costs for both cases

were 0.84s and 0.42s, respectively, which is considerably faster than the 23.14s COMSOL

required to solve each case.
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The speedup can be more significant when doing inferences for a large number of

unseen new cases. Additionally, when the interconnects boundary becomes more complex,

it takes COMSOL more time to generate the mesh and solve for the result. However, the

time cost of PCNN remains the same as the forward propagation structure is unchanged.

Moreover, parameterized PCNN can solve for a small sub-area or even a single point. If

the voltage potential at only one point is required, the time cost of parameterized PCNN

is drastically reduced to 6 × 10−4, which makes the speedup against COMSOL boost to

∼ 38000× since COMSOL still has to solve the complete layout and then pick the required

point out.

5.4.4 Electric field estimation

Once the PCNN model is trained, both the x- and y-axis components of the electric

field can be derived by computing the partial derivatives of the voltage potential with

respect to the x and y inputs. In this work, we leverage existing automatic differentiation,

i.e., back-propagation, to compute the derivatives. We apply the label-assisted solver to

a different layout with new boundary conditions. The estimated voltage potential and

its corresponding electric field are shown in Fig. 5.8. The RMSE is 0.058V for voltage

potential and 8.1× 10−4 V/nm for electric field. We use this result as our baseline error in

this subsection.

As the accuracy of the electric field is a new consideration in this study, the model

and hyperparameters optimized in the previous section may not apply to this new case.

Therefore, we fine-tuned the solver further to obtain the best accuracy in electric field
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Weight of Electric Field Label Data Loss Increases
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Figure 5.9: Influence of Welec on voltage potential and electric field results

estimation. The coarse simulation results of electric field are used as label data in addition

to existing electric potential labels. The weight for these new labels are also introduced into

the loss as Welec, which converts the loss function into (5.15)

Lpcnn,L(W,b) = WpdeLpde(W,b) +WbouLbou(W,b)+

1

Nl

∑
Ψlabel

|U(x, y)− u|2 +Welec|∇U(x, y)−∇u|2
(5.15)

To determine the optimized weight configuration, we set Wpde to zero to eliminate

the influence of second-order derivatives. Then, we fixed Wbou to 1 and gradually increased

Welec. The evolution of the results is shown in Fig. 5.9. The lowest error in both voltage

potential (0.047V) and electric field (9.3×10−4 V/nm) are achieved when the weights (Wbou

: Welec : Wpde) are set to 1 : 103 : 0. The result accuracy is worse than the baseline,

which is within our expectation since the influence of Wpde is temporarily isolated.
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Weight of equation residual Loss Increases
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Figure 5.10: Influence of Wpde on voltage potential and electric field results

We then added Wpde back to the loss function and gradually increased it to find

the final optimized combination of three weights. The evolution of the results is shown

in Fig. 5.10. The best accuracy is achieved when the weights are set to 1 : 103 : 107.

Compared to the baseline, the RMSE of the voltage potential is reduced from 0.058V to

0.036V and from 8.1× 10−4 V/nm to 7.7× 10−4 V/nm for the electric field.

5.5 Summary

This chapter presents a 2D electric field analysis method based on the physics-

constrained deep learning concept. We show how to formulate the loss functions to consider

the Laplace differential equations with voltage boundary conditions for typical electrostatic

analysis problems so that the supervised learning process can be carried out. We apply

the resulting PCEsolve solver to calculate electric potential and electric field for VLSI
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interconnects with complicated boundaries. Our study for purely label-free training (in

which no information from FEM solver is provided) shows that PCEsolve can give accurate

results around the boundaries, but the accuracy degenerates in regions far away from the

boundaries. However, with the assistance of coarse simulation data at collocation points

derived from FEM analysis, PCEsolve can be much more accurate across all the solution

domain. Numerical results demonstrate that PCEsolve achieves an average error rate of

3.6% on 64 cases with random boundary conditions, and it is 27.5× faster than COMSOL

on test cases. The speedup can be further boosted to ∼ 38000× in single-point estimations.

We also studied the impacts of weights on different components of loss functions to improve

the model accuracy for both voltage and electric field.
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Chapter 6

Conclusions

The reliability of Very Large Scale Integration (VLSI) circuits is a crucial concern

for the design and manufacture of modern electronic devices. In this article, we reviewed

the culmination of our work and shared our contributions to major VLSI reliability is-

sues, including electromigration (EM), time-dependent dielectric breakdown (TDDB), and

temperature variation. Specifically, our contributions and results are summarized below.

6.1 Data-Driven Learning-Based Electromigration Analysis

Chapter 2 introduces two data-driven learning-based EM analysis methods for

multi-segment interconnects. Firstly, we present an innovative model called EM-GAN,

which is a generative adversarial network (GAN)-based transient hydrostatic stress anal-

ysis model for EM failure assessment. In this approach, the numerical partial differential

equations (PDE) solving problem is considered a time-varying 2D image-to-image problem,

where the input is the multi-segment interconnects topology with current densities, and

123



the output is the EM stress distribution in those wire segments at the given aging time.

The model was trained using randomly generated training sets and COMSOL simulation

results. Various hyperparameters of GAN were studied and compared, and after the train-

ing process, EM-GAN was tested against 375 unseen multi-segment interconnect designs.

The model achieved high accuracy with an average error of 6.6% and showed a significant

improvement in speed with an 8.3× speedup over the recently proposed state-of-the-art

analytic-based EM analysis solver.

Secondly, we introduce EMGraph, a graph neural network-based model for tran-

sient EM stress analysis. This model performs the node-edge regression task to predict

stress at the wire segment (edge). Compared with the GAN-based image method, EM-

Graph can learn more transferable knowledge to predict stress distributions on new graphs

without retraining via inductive learning. The experimental results showed that EMGraph

has a smaller size, better accuracy, and faster speed than EM-GAN on several interconnect

tree benchmarks. Therefore, EMGraph is a powerful and suitable method for transient EM

stress assessment.

6.2 Physics-Informed Neural Network-Based Electromigra-

tion Analysis

Chapter 3 introduces a hierarchical Physics-informed neural network (PINN)-

based method, named HierPINN-EM, for solving the Korhonen equations for multi-segment

interconnects, aimed at fast EM failure analysis. HierPINN-EM splits the physics laws into

two levels and solves the PDE equations step by step. The lower level uses supervised
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learning to train a DNN model that takes parameterized neurons as inputs and serves as a

universal parameterized EM stress solver for single-segment wires. The upper level employs

a physics-informed loss function to train a separate DNN model at the boundaries of all wire

segments to enforce stress and atom flux continuities at internal junctions in interconnects.

Numerical results on several synthetic interconnect trees demonstrate that HierPINN-EM

can achieve orders of magnitude speedup in training and more than 79× better accuracy

than the plain PINN method. Furthermore, HierPINN-EM yields 19% better accuracy with

99% reduction in training cost over the previous graph neural network-based EM solver,

EMGraph.

6.3 Full-Chip Thermal Map Estimation With Generative Ad-

versarial Learning

Chapter 4 introduces a novel data-driven approach, named ThermGAN, for es-

timating full-chip transient thermal maps of commercial multi-core microprocessors. The

proposed method leverages the existing embedded temperature sensors and system level uti-

lization information available in real-time, making it suitable for implementation by either

the original chip manufacturer or a third party. In our approach, we treat the traditional

thermal modeling problem as an image generation task based on the customized conditional

generative adversarial networks. The resulting ThermGAN accurately estimates the thermal

maps with an average root-mean-square-error (RMSE) of 0.47◦C, which is only 0.63% of the

full-scale error, and a speedy inference time of less than 7.5ms per inference. ThermGAN

outperforms traditional finite element based thermal analysis by two orders of magnitude in
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inference speed and is ∼4x more accurate than the recently proposed long-short-term mem-

ory (LSTM)-based thermal map estimation method, while achieving ∼2x accuracy with

much less computational cost than a state-of-the-art pre-silicon based estimation method.

6.4 Physics-Constrained Deep Learning-Based Electrostatics

Analysis

Chapter 5 introduces a novel method for 2D electric field analysis using physics-

constrained deep learning. This method, called PCEsolve, formulates loss functions to

consider Laplace differential equations with voltage boundary conditions for typical electro-

static analysis problem so that the supervised learning process can be carried out. We apply

PCEsolve to calculate the electric potential and field for VLSI interconnects with complex

boundaries. Our study demonstrates that purely label-free training (in which no informa-

tion from the finite element method (FEM) solver is provided) results in accurate boundary

solutions, but accuracy degrades further from the boundaries. However, the incorporation

of coarse simulation data at collocation points from FEM analysis greatly improves accu-

racy across the entire solution domain. Numerical results show that PCEsolve achieves an

average error rate of 3.6% on 64 cases with random boundary conditions and is 27.5× faster

than COMSOL on test cases. In single-point estimations, speedup can be further boosted

to ∼ 38, 000×. We also explore the impacts of weight variations on different components of

loss functions to improve the model accuracy for both voltage and electric field.
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E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems
32, pages 5508–5518. Curran Associates, Inc., 2019.

[101] Yufu Zhang, A. Srivastava, and M. Zahran. Chip level thermal profile estimation using
on-chip temperature sensors. In 2008 IEEE International Conference on Computer
Design, pages 432–437, 2008.

[102] Dongkun Zhang, Lu Lu, Ling Guo, and George Em Karniadakis. Quantifying to-
tal uncertainty in physics-informed neural networks for solving forward and inverse
stochastic problems. Journal of Computational Physics, 397:108850, 2019.

[103] K. Zhang, A. Guliani, S. Ogrenci-Memik, G. Memik, K. Yoshii, R. Sankaran, and
P. Beckman. Machine learning-based temperature prediction for runtime thermal
management across system components. IEEE Transactions on Parallel and Dis-
tributed Systems, 29(2):405–419, Feb 2018.

135



[104] Y. Zhang, H. Ren, and B. Khailany. Grannite: Graph neural network inference for
transferable power estimation. In 2020 57th ACM/IEEE Design Automation Confer-
ence (DAC), pages 1–6, 2020.

[105] Y. Zhang, B. Shi, and A. Srivastava. Statistical framework for designing on-chip
thermal sensing infrastructure in nanoscale systems. IEEE Transactions on Very
Large Scale Integration (VLSI) Systems, 22(2):270–279, 2014.

[106] H. Zhao and S. X.-D. Tan. Postvoiding fem analysis for electromigration failure
characterization. IEEE Trans. on Very Large Scale Integration (VLSI) Systems,
26(11):2483–2493, Nov. 2018.

[107] Quming Zhou, Kai Sun, Kartik Mohanram, and Danny C. Sorensen. Large power
grid analysis using domain decomposition. In Proc. Design, Automation and Test
In Europe. (DATE), pages 27–32, 3001 Leuven, Belgium, Belgium, 2006. European
Design and Automation Association.

[108] A. Ziabari, J. Park, E. K. Ardestani, J. Renau, S. Kang, and A. Shakouri. Power
blurring: Fast static and transient thermal analysis method for packaged integrated
circuits and power devices. IEEE Transactions on Very Large Scale Integration (VLSI)
Systems, 22(11):2366–2379, 2014.

136


	List of Figures
	List of Tables
	Introduction
	Electromigration Analysis for VLSI Interconnects
	Real-Time Full-Chip Thermal Map Estimation
	Electrostatics Analysis for VLSI Interconnects
	Organization

	Data-Driven Learning-Based Electromigration Analysis
	Related Work and Motivation
	Review of EM and EM modeling
	DNN based approaches for solving PDEs

	EM-GAN: CGAN-Based Current Density to EM Stress Transformation
	Data preparation
	Problem formulation
	EM-GAN architecture

	EMGraph: Graph Neural Network-Based EM Stress Solver
	Problem formulation
	EMGraph architecture

	Experimental Results and Discussions
	EM-GAN accuracy and performance
	EMGraph accuracy and performance

	Summary

	Physics-Informed Neural Network-Based Electromigration Analysis
	Related Work and Motivation
	Existing numerical approaches for solving PDEs
	Learning based approaches for solving PDEs

	HierPINN: Hierarchical Physics Informed Neural Network
	Lower level: single-segment straight wire stress predictor
	Upper level: atom flux predictor for all the wire segments

	Experimental Results
	Accuracy of lower level on single-segment wires
	Accuracy of EM stress prediction on straight wires
	Accuracy of EM stress prediction on interconnect trees
	Speed of inference

	Summary

	Full-Chip Thermal Map Estimation With Generative Adversarial Learning
	Related Work and Motivation
	Training Data Preparation
	CGAN-Based PCM to Temperature Transformation
	From PCM to thermal image transformation
	Review of GANs
	Transient thermal map estimation

	Experimental Results and Discussion
	Accuracy of thermal map estimation
	Real case study
	Speed of inference
	Metrics in PCM that really matters
	Comparisons with state of the arts

	Summary

	Physics-Constrained Deep Learning-Based Electrostatics Analysis
	Related Work and Motivation
	Preliminaries
	Electrostatics problem
	Finite element method

	Physics-Constrained Neural Network Solver for Electrostatics
	PCNN models for electrostatics analysis
	Improved loss function with labels
	Parameterized PCNN surrogate models

	Numerical Results and Discussion
	Label-free PCNN network
	Simulation-label assisted PCNN
	Parameterized PCNN surrogate models
	Electric field estimation

	Summary

	Conclusions
	Data-Driven Learning-Based Electromigration Analysis
	Physics-Informed Neural Network-Based Electromigration Analysis
	Full-Chip Thermal Map Estimation With Generative Adversarial Learning
	Physics-Constrained Deep Learning-Based Electrostatics Analysis

	Bibliography



