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Abstract

Probabilistic Methods for Data-Driven Social Good

by

Sabina Tomkins

Computational techniques have much to offer in addressing questions of so-

cietal significance. Many such question can be framed as prediction problems, and

approached with data-driven methods. In addition to prediction, understanding human

behavior is a distinguishing goal in societally-relevant domains. In this work, I de-

scribe societally-significant problems which can be solved with a collective probabilistic

approach.

These problems pose many challenges to techniques which assume data inde-

pendence, homogeneity and scale. In settings of societal importance, dependencies can

define the data in question; from complex relationships between people, to continuity

between consecutive events. Rather than being generated by single, uniform sources,

data in these domains can be derived and described by heterogenous sources. Finally,

though many data-driven methods depend on large amounts of observations and high-

quality labels in order to guarantee quality results, in domains of critical social value it

is often infeasible to gather such quantities. These challenges demand methods which

can utilize data-dependencies, incorporate diverse forms of information and reason over

small numbers of instances with potentially ambiguous labels.

There are also many opportunities in these domains. Models concerned with

societally relevant problems can draw from the knowledge established by existing aca-

demic disciplines, from the social to the natural sciences. Such knowledge can serve to

inform each step of research from choosing an appropriate problem to putting results

into perspective. Furthermore, there are opportunities to obtain new insights into hu-

man behavior with the abundance of data generated by virtual and online activity, and

mobile and sensor networks. The scale of this data necessitates computational meth-

ods. Methods which can leverage prior knowledge and remain efficient even with large

datasets can offer much in these domains.

xii



In my work I utilize a collective probabilistic approach for data-driven social

good. This approach can capitalize on structure between data instances, rather than

flattening it. Furthermore, it can readily incorporate domain knowledge which, espe-

cially when combined with a collective approach, is instrumental in learning from small

datasets. When datasets are large, this approach leverages a class of probabilistic graph-

ical model which offers efficient inference. Finally, this approach can be extended to

model unobserved phenomena with latent-variable representations.

I demonstrate the benefits of this approach in three societally-relevant domains,

sustainability, education and malicious behavior. While these domains are diverse, the

problems they present share several commonalities which are critical in data-driven

modeling. For example, modeling data structure, from spatial relationships to social

interactions, can reduce issues of sparsity and noise. Domain knowledge can also com-

bat these issues, in addition to improving model interpretability. I show the benefits of

domain knowledge in discovering sustainable products, predicting course performance

and detecting cyberbullying. In both the domain of sustainability and malicious be-

havior, I demonstrate how to utilize spatio-temporal structure in the seemingly distinct

tasks of disaggregating appliances and predicting the movements of human traffickers.

In education and malicious behavior, I show how unobserved social structure is instru-

mental in not only modeling learning and aggression, but in interpreting these dynamics

in groups. In all three domains I show how to model, represent and interpret latent

structure. Thus, while making contributions to each problem setting and domain, I also

contribute to the broader goal of data-driven modeling for social good.
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Chapter 1

Introduction

Technological advances have much to offer in addressing complex questions

of societal significance. However, how to harness these advances for social good is an

open question. Computational techniques are one promising approach for addressing

questions into human behavior at new depth and scale. Furthermore, when driven by

data, statistical-computational models can be utilized to approach a variety of tasks

of societal importance. For example, determining which students in a high school will

graduate, assessing the impact of environmental events on malicious behavior and de-

tecting aggressive behavior on social media. Each of these tasks can be defined as an

prediction problem and approached within an appropriate data-driven framework. Ad-

ditionally, a distinguishing goal is to improve understanding of social phenomena. In

addition to predicting outcomes, data-driven techniques can uncover hidden structure

in complex problems.

In this thesis, I describe social good problems which can be solved with a

collective probabilistic approach. Here, I define social good broadly to refer to these

complex problems which are significant to societal well-being. In each problem setting,

I demonstrate how introducing, representing and modeling relational structure can im-

prove predictive performance for this class of problems. When relevant, these models

can also provide insight into underlying and unseen phenomena. This work spans three

large areas of societally relevant problems: sustainability, education and malicious be-

havior. While different in many ways, each area offers a wealth of problems which

benefit from this collective probabilistic approach.
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Bringing data to bear on social science questions provides opportunities to

contribute to these fields while drawing on their scholarship. Yet applying data-driven

approaches requires recognizing and addressing the unique opportunities and challenges

of these domains. Additionally, it is necessary to identify advantages and shortcom-

ings of societally-relevant datasets, which might be small, heterogenous and defined by

relational structure; thus requiring specialized approaches.

Problems of societal-significance are defined by a rich history of investigation

by the social sciences. In working within social good domains, modelers have the oppor-

tunity to draw on the substantial body of work from established academic disciplines,

as well as on expert knowledge. Models which can incorporate domain knowledge can

benefit from the insights of a diverse range of disciplines. For example, insights from

psychology can inform models of social behavior, learning sciences can and should inform

the study of novel educational environments and fields of natural science can contribute

to the design of spatio-temporal models. Incorporating external knowledge can improve

model performance, robustness and interpretability, and, as we will see, is especially

advantageous when data is sparse.

People now interact in virtual environments, forming and maintaining rela-

tionships with others they have never physically met. As people increasing interact

in virtual environments, these new forms of interaction prompt new sets of questions.

Data-driven approaches are uniquely suited to handle these new online interaction data,

whose scale renders non-computational methods obsolete.

However, there are also challenges with social good domains. One issue is that

the data necessary to answer relevant questions may not exist or be possible to gather

within ethical bounds. When it is possible to gather relevant samples, the sample size

may not be sufficiently large to train standard machine learning algorithms. Addition-

ally, it is not always clear to what extent the gathered data can answer relevant questions

of societal importance. For example, how one behaves online is not necessarily repre-

sentative or indicative of one’s offline behavior or psychological state. Thus, in utilizing

online data to understand human behavior, a critical question is how relevant online

behavior can be in investigating issues whose primary sphere is the offline world. Even

more difficult to answer, is how online behavior and attitudes influence offline activities
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and latent psychological states.

Another opportunity and challenge with social good application data is that it

can have rich relational structure. This structure is advantageous in that it can lead to

better understanding of relational domains. However, there are fewer methods available

for modeling structured data. My work addresses this gap, and introduces models for

social good domains with richly structured data.

I propose a collective probabilistic approach to data-driven social good. I

utilize a probabilistic programming framework which is capable of leveraging the op-

portunities and addressing the challenges inherent in social good problems and which is

especially suited to handling relational data. These models are able to flexibly incorpo-

rate domain knowledge with intuitive first-order logic. By directly modeling structure

between observed and unobserved random variables they can benefit from collective

inference1. Embedding domain knowledge and leveraging collective inference are in-

strumental in overcoming issues of sparsity in small datasets. Finally, these models can

lend insight into hidden phenomena through latent-variable representations.

I build these models with Probabilistic Soft Logic (PSL) [11], a recently intro-

duced highly scalable probabilistic modeling framework. PSL offers several advantages

across domains. First and foremost, PSL infers the values of unobserved target variables

jointly, allowing it to take advantage of rich structure between these target variables.This

is especially advantageous for the richly structured social good problems I address here.

While such a joint formulation can increase computational demand, PSL’s convex for-

mulation results in efficient inference, improving the feasibility of otherwise impractical

problems. PSL templates probabilistic graphical models with first-order logical rules.

Thus, domain expertise can be flexibly encoded with intuitive logic. Finally, PSL also

offers a latent-variable formulation which is critical to my work, in which I demonstrate

how latent-variables can be utilized to discover relevant structure in complex problems.

Here, I present work from three domains: sustainability, education and ma-

licious behavior. In each of these domains I work with richly structured data. As

mentioned, this relational data requires a unique approach, one capable of recogniz-

ing rather than ignoring structure between data instances. Not only is a collective

1 One kind of unobserved random variable is a target variable, which might be the exam score of a
high school student or the presence of bullying content in text.
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probabilistic approach ideal for treating structured data, it is also especially useful in

exploiting the opportunities and surmounting the challenges of social good applications.

By employing a consistent class of models across domains I make several contri-

butions to the study of computational methods for social good problems. One dominant

shortcoming of data in social good domains is that it can be sparse. Even in extensive

time series data, events of interest may be few and far between. In textual data, the

most informative words might be the most infrequent. Across domains, I demonstrate

that utilizing the inherent structure in data, and creating collective representations can

combat these issues of sparsity and noise. Critically, domain knowledge is abundantly

available in social good domains, and its incorporation can also combat data shortcom-

ings while improving model interpretability. I utilize domain knowledge in designing

recommender systems, modeling student interactions and detecting cyberbullying. Fi-

nally, I explore the use of latent-variable models in explaining human behavior. These

latent-variables serve several purposes across domains. They can uncover hidden phe-

nomena, contributing to domain knowledge, and utilize this hidden structure to improve

model performance. In the next three sections I outline how these contributions apply

in three domains of societal significance.

1.1 Sustainability

Increasing the ability of humanity to sustain itself on Earth is a matter of great so-

cietal importance. Living sustainably has become a goal for many. However, interest

in sustainability does not necessarily translate into sustainable actions. The differ-

ence between one’s intentions and ability to act inline with them is referred to as the

intention-behavior, attitude-behavior, or value-action gap [107]. This psychological phe-

nomenon has repercussions on many aspects of behavior, from transportation to food

choices.

Household energy consumption can suffer from the intention-behavior gap [33],

where consumers with an expressed desire to reduce consumption fail to do so. Sim-

ilarly, when shopping, consumers can fail to make sustainable choices. A significant

barrier to acting sustainably is knowledge, people do not always know which actions to

take. I address this challenge with two projects: energy disaggregation and sustainable
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recommender systems.

My collective probabilistic approach for energy disaggregation utilizes tempo-

ral structure, as well as relationships between appliances, to achieve state-of-the-art

performance on the task of detecting individual appliance power usage from aggregate

power readings. Additionally, I construct a recommender system which can discover

sustainable products and sustainability-minded customers, while making recommenda-

tions. These two approaches take coarse information and leverage relational structure

to arrive at finer-grained insights which can inform behavior.

1.1.1 Energy Disaggregation

Current greenhouse gas emissions are at dangerous levels and projected to rise still. In

order to reduce these emissions, many actions need to be taken at all levels of society,

from the political to the personal. Households in the United States account for roughly

a third of all US emissions and lowering the energy consumption of this demographic

alone would have substantial benefits.

Energy disaggregation is the process of taking an aggregate energy reading

and determining which appliances consumed how much energy when. A successful

disaggregation algorithm takes meter readings from a household account and returns

appliance usage profiles. This precise and actionable feedback can change the way in

which consumers think about their appliance usage, potentially enabling them to reduce

consumption.

In my work I demonstrate the usefulness of a collective probabilistic approach.

I introduce two structured temporal representations of energy readings data and demon-

strate the advantages of an interval representation. Rather than inferring only over

appliances, I also infer over appliance sets. By utilizing an appliance set representation,

this approach benefits from the relationship between sets of appliances and observed en-

ergy readings. Thus, in this work there are clear advantages to representing the structure

inherent in temporal series and between individual entities bounded by a shared sum.

My energy disaggregation work offers several contributions: a comparison of two tempo-

ral representations for disaggregation, a flexible framework for incorporating contextual

information and a scalable approach for constraining feasible sets of appliances. Finally,
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this work contributes to the understanding of how collective inference can be useful in

understanding energy consumption systems.

1.1.2 Sustainable Recommender Systems

Barriers to sustainable shopping include: cost, availability, skepticism of labels and in-

sufficient marketing [51]. Unlike cost and availability, skepticism and marketing are

issues that might be overcome with better communication about the sustainability pro-

file of available products. Furthermore, knowledge about what makes a product sus-

tainable can be a barrier to consumers [95], while Tanner and Wölfing-Kast [125] found

that possessing actionable knowledge is correlated with taking action. Vermeir and Ver-

beke [139] found positive desires to purchase sustainable food items were impeded by a

lack of certainty about those items’ sustainable characteristics. Thus, there is a strong

need to improve communication and provide actionable information about sustainable

products.

Given knowledge of sustainable products, a good recommender system might

offer products with these characteristics to interested customers. However, defining what

makes a product sustainable is not straightforward. For those who value sustainabil-

ity, products can be appraised according to complex factors including: environmental

impact, impact on the local economy, animal welfare considerations and benefit to the

consumer [90].

In this work, I address this behavior-intention gap with a method for jointly

discovering sustainable products and sustainability-minded customers. Recommender

systems can play a significant role in the process of discovering sustainable products and

customers. To this end, I propose a probabilistic recommender system approach which

fuses multiple weak signals to infer the sustainability of products. Here I investigate

three types of signals: freely available domain knowledge about sustainable companies

and certifications, product metadata and the purchasing patterns of customers predicted

to be sustainability-minded.

This recommender and discovery model offers many contributions. It is the

first known approach to directly model sustainability as a factor in purchasing decisions.

This explicit encoding of sustainability allows for the discovery of sustainable products
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and sustainability-minded customers. By fusing multiple sources of information into

a joint formulation over purchases, products and customers, as well as sustainability

information, this approach outperforms established recommender system approaches.

1.2 Education

Massive Open Online Courses (MOOCs) are online courses designed to be available

to large audiences. Courses upload material online and students can go through this

material independently. In many cases, student access to instructors is limited or ab-

sent, unlike typical classroom environments with frequent student-instructor interac-

tions. While promising to create new learning opportunities, the effectiveness of these

courses is unknown and can be difficult to evaluate.

One promising opportunity of MOOCs is to increase access to high school

courses which suffer from a scarcity of qualified instructors. For example, teaching

positions in high school computer science and other science, technology, engineering

and mathematics courses can be difficult to staff. However, it is exactly these courses

which are projected to be most vital in preparing graduates with the skills they will

need to succeed.

An open question is if MOOCs can be effective for high school students, a

group which may not have the self-study skills to excel in an independently driven

environment. In my work, I evaluate the effectiveness of a high school computer science

MOOC. This MOOC is unique in that it provides both online and offline instruction.

Furthermore, it prepares students for an offline end-of-year evaluation. This evaluation

is administered by a third party and can be used as a post test. As post tests occur

at the end of a course and are comprehensive of all relevant topics, they are critical in

evaluating student learning and course success. A contribution of my work is a thorough

analysis of which students pass the post test and the effect of in-person instruction on

success.

1.2.1 Predicting Performance

Post-test performance can be useful as an indicator of learning. By analyzing which

students pass the post test one can assess the educational value of a course. Furthermore,
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by predicting if students will pass the post test one can determine which students might

be in need of intervention.

In this work, I employ a data-driven approach to predict which students will

pass a post-test exam. These predictions can then be used to analyze student success.

Additionally, I analyze which course attributes are most indicative of success. Such

information can be used to modify the course, for example by increasing content in

areas with strong correlations with success.

Additionally, I use this predictive model to group students according to their

behavior. For example, we can differentiate students who are likely to succeed or not

according to which activities they do, and if and what they post on the student forum.

This analysis prompted the discovery of unexpected learners, those students whose

course performance is misaligned with their post-test performance. In this data, un-

expected low learners, students who earned high course scores but low post-test scores

were predominantly students who received some in-person instruction. Thus, to further

explore this group, I also modeled student interactions and their effect on learning.

1.2.2 Student Interactions and Learning

A question in novel learning environments is how peer interaction can shape learning.

Arguello et al [7], develop targeted user studies to observe how different group dynam-

ics can influence learning in MOOCs. They find that particular group structures can

provide benefits to learning.

This MOOC includes an in-person option for some students. Thus, these

coached students might experience somewhat typical classroom environments where

learning can be effected by peer interactions [108, 43]. Hence both in-person and virtual

interactions between students which affect performance in this MOOC.

Here, we inspect observational data to see if forum interactions can be cor-

related to post-test performance. Additionally, we ask if offline interactions, such as

studying together can be detected from online data in such a way that they can im-

prove the predictions of post-test performance. In answering this question we employ

a collective probabilistic approach which can model the interactions of students as well

as students’ and classroom sections’ latent strength.
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1.3 Malicious Behavior

Malicious behavior affects society at many levels from the emotional well-being of in-

dividuals to the economy. Detecting and understanding malicious behavior is an im-

portant goal in many diverse applications, from promoting healthy societal norms to

enforcing law and safety. Here, I introduce work in two related research areas: cyber-

bullying and spatio-temporal models of human trafficking.

Cyberbullying is a serious threat to both the short and long-term well-being of

social media users. For example, targets of cyberbullying attacks experience anxiety and

depression [70]. In addition to emotional and psychological effects, cyberbullying can

impact school performance and attendance [70]. Human trafficking is another serious

threat, imposing great emotional, psychological and physical harm to victims and their

families. Any efforts towards the reduction of trafficking have the potential to drastically

improve the quality of life of these victims.

Obtaining quality data on malicious behavior is difficult, as aggressors obscure

their tracks to avoid detection and complex social power structures prevent victims from

reporting their plight. Online data can provide further insights into these interactions,

as perceived online anonymity can create environments where aggressors are more open.

However, this data can be of poor quality which enhances the difficulty of extracting

informative signals into human behavior. My work addresses these concerns by utilizing

the inherent structure in these tasks to overcome data quality issues.

In the setting of cyberbullying, I utilize social and linguistic structure to better

detect cyberbullying. To assess the effect of exogenous events on human trafficking,

I utilize a spatio-temporal approach which draws on both geographic and temporal

relationships. In each problem setting, I utilize latent-variables to better understand

malicious behavior.

Addressing aggression in online environments demands the ability to automat-

ically detect cyberbullying and to identify the roles that participants assume in social

interactions. As cyberbullying occurs within online communities, it is also vital to un-

derstand the group dynamics that support bullying behavior. To this end, I propose a

socio-linguistic model which jointly detects cyberbullying content in messages, discovers

latent text categories, identifies participant roles and exploits social interactions. While
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this method makes use of content that is labeled as bullying, it does not require cat-

egory, role or relationship labels. Furthermore, as bullying labels are often subjective,

noisy and inconsistent, an important contribution of this work is effective methods for

leveraging inconsistent labels.

Additionally, I investigate the impact of environmental stressors on human

trafficking. In this work, I combine online data with offline knowledge of extreme weather

events. Here I investigate the open question of how extreme weather events might

impact trafficking. Deepening our understanding of this relationship can assist efforts

in apprehending traffickers, especially in the aftermath of such events. Furthermore,

this approach can be generalized to a variety of other situations in which environmental

stressors impact malicious behavior.

1.3.1 Cyberbullying Detection

Bullying has long presented physical, emotional and psychological risks to children,

youth and adults. As such, there is an extensive body of knowledge aimed at under-

standing and preventing bullying. Far less is known about cyberbullying, the newest

form of interpersonal aggression. Cyberbullying occurs in an electronic environment

[77], from online forums to social media platforms such as Twitter and Facebook. As

it can occur at any time or location, cyberbullying poses new psychological risks, while

also influencing physical well being [77, 56, 59]. It also introduces new questions of

governance and enforcement, as it is less clear in an online environment who can and

should police harmful behavior.

A necessary first step in understanding and preventing cyberbullying is de-

tecting it, and here our goal is to automatically flag potentially harmful social media

messages. These messages introduce unique challenges for natural language processing

(NLP) techniques. As they are unusually short and rife with misspellings and slang,

when treated with traditional text pre-processing, these messages can be stripped to

only one or two words. This sparsity makes cyberbullying messages especially ill-suited

for methods which depend on sufficiently large training corpora to generalize well. Solu-

tions which can augment poor textual data with domain knowledge or social data might

outperform those which rely on text alone.
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Not only is labeled data costly, but it can be error-prone as annotators are

generally third parties who are not directly involved with the incidents of cyberbully-

ing. Thus their labeling is subjective, and even labels with high inter-annotator agree-

ment may be incorrect. Rather than throwing out annotations with low inter-annotator

agreement, I propose a series of probabilistic models which can directly incorporate

uncertainty. Furthermore, I show that modeling uncertainty in the training data can

improve the performance of all models, demonstrating that a probabilistic approach is

well suited for this domain.

I develop a series of probabilistic models of increasing sophistication. My

first model makes use of text, sentiment and collective reasoning. Next, I incorporate

seed-words and latent representations of text categories. Finally, I make use of social

information by inferring relational ties and social roles. My contributions in this domain

include: a joint approach for inferring bullying content, determining types of attacks,

assigning participant roles and discovering relational ties. Additionally, I demonstrate

the utility of directly modeling annotator uncertainty.

1.3.2 Environmental impacts on Security outcomes

Another malicious behavior which I investigate is human trafficking. Human trafficking

effects 20.9 million estimated victims [96]. Of these, an estimated 2 million are children.

An open question, and concern, is how changing climates will exacerbate vulnerabili-

ties for potential victims of trafficking. Global temperatures are projected to rise an

estimated 8-11◦F over the course of the next century [141]. This overall temperature

increase will be accompanied by changing climates, resulting in extreme weather and

changes to stable ecosystems. While climate change is a serious environmental threat, it

also poses significant risks to human well-being and social systems [1, 81]. One projected

impact of climate change is on security outcomes, altering and potentially increasing

opportunities for crime [101, 3].

Understanding the relationship between environmental stressors and crimi-

nal activity requires utilizing multiple heterogenous data, from both online and offline

sources. I model the relationship between environmental stressors and crime though a

probabilistic approach which can fuse multiple heterogenous signals and model spatial
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and temporal relationships. I evaluate the feasibility of this approach by analyzing the

relationship between extreme weather events and human trafficking.

Additionally, I propose spatio-temporal models for predicting traffickers’ move-

ments. With such models, one can predict where traffickers go in the presence and ab-

sence of environmental events. Thus, I introduce two models: one which is event aware

and one which is event agnostic. I expand on both these models to be able to discover

and utilize trafficking routes, with a latent-variable model. Thus, my contributions in

this domain can be summarized as: a novel exploration of the relationship between

trafficking and environmental stressors, a spatio-temporal models for predicting future

movements in the presence and absence of extreme events, and a latent-variable model

which can discover trafficking routes.

1.4 Contributions and Organization

In my work, I demonstrate how data-driven probabilistic models can capitalize on the

opportunities and overcome the challenges presented by societally relevant problems.

One particularity of these problems is that they create data with natural structure.

However, few computational methods are equipped to sufficiently model this structure.

Thus, I explore the question of how to utilize probabilistic programming in approach-

ing problems of societal importance. By approaching distinct problems in three large

domains of social interest (sustainability, education and malicious behavior), I thor-

oughly analyze a particular class of data-driven probabilistic models and demonstrate

their appropriateness for these domains. In Chapter 2 I introduce the particular class

of models used in my work. That these domains are distinct, covering diverse aspects

of human behavior, as well as the natural world, demonstrates the generality of my

work. For example, I employ a collective probabilistic approach in modeling positive

behaviors, such as sustainable actions and learning, as well as the negative behaviors

of cyberbullying and human trafficking. A contribution of my work is in identifying

and exploiting the commonalities across these diverse domains. For example, social

structure is advantageous in modeling both positive and negative behaviors.

My work both contributes to the general area of data science for social good

and to the specific domains I studied. In the first domain that I studied, sustainabil-

13



ity, my contribution focuses on the action-value gap. A contribution of this work is in

solving two prediction tasks to address this problem, energy disaggregation and sus-

tainable recommender systems. My work on energy disaggregation is published at the

International Joint Conference on Artificial Intelligence [131]. The work on sustainable

recommender systems is published at Recommender Systems [130].

The second social good domain area I address is education. MOOCs have

been heralded as a revolutionizing force in education, but their effectiveness has been

underevaluated. A contribution of my work is my evaluation of the effectiveness of

a high school MOOC for computer science. In Chapter 5 I propose the problem of

predicting offline exam performance from online course data, much of this chapter is

included in the publication published at the International Conference on Educational

Data Mining (EDM)[132]. Next, I expand this work to explore how peer-interactions

influence learning, in Chapter 6, which contains work in submission to the Journal of

Educational Data Mining.

The third social good domain I study is malicious behavior. A contribution of

my work is to introduce relational approaches for learning from poor-quality online data

in malicious behavior domains. In Chapter 7 I detail my work on detecting bullying

behavior from social media data and demonstrate how social and linguistic structure

can be useful in overcoming data sparsity. This work is included is published at the

conference on Advances in Social Network Analysis and Mining [129]. Chapter 8 outlines

my work on assessing the impact of environmental events on human trafficking and

describes the task of predicting the movements of human traffickers. In this task, I

demonstrate that spatial and temporal structure are useful in predicting traffickers’

future locations. This work is published at the Beyond Online Data workshop, and

was awarded the Best Paper prize there [127]. It will also appear in the proceedings

of the International Conference on Data Mining [128]. As an additional contribution, I

introduce latent-variable models to discover informative hidden structure in malicious

domains. In Chapter 7, I categorize types of attacks, assign roles to participants and

discover relational ties. In Chapter 8, I discover route-segments and links between

locations. These latent-variables not only improve predictive performance, but can be

used to study unobserved phenomena in these problems.
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In this thesis I propose a collective probabilistic approach for richly structured

data in social good domains. I demonstrate the benefits of this approach in three do-

mains: sustainability, education and malicious behavior. Towards improving access to

information on sustainable behavior, I have developed a state-of-the-art energy disag-

gregation algorithm [131], as well as a sustainability-aware recommender system [130].

In the domain of education, I have both assessed the efficacy of a high school computer

science MOOC and built predictive models of student success [132]. Towards detecting

and understanding malicious behavior in data-poor online settings, I have developed

two collective probabilistic models in two different problem settings [127, 129, 128]. By

analyzing these diverse problems, I present cohesive and domain independent conclu-

sions which span across domains. For example, I demonstrate the utility of modeling

participant interactions both in online classrooms and cyberbullying incidents. I show

how to include latent-structure in a diverse range of prediction problems, from the future

purchases of online shoppers to the future movements of human traffickers. Throughout

each problem setting I show that an approach which can model dependencies between

random variables, as well as domain knowledge and contextual priors, can yield fresh

insights into the nature of complex societal challenges; even when data is limited. I

present my cross-domain conclusions in Part V.
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Chapter 2

Inference with Probabilistic Graphical

Models

2.1 Introduction

In my work I investigate problems of societal-significance where both input and output

data have relational structure. For example, in social settings, relationships between

individuals can influence their behavior. In spatio-temporal settings, geographical struc-

ture can influence predictions which might also be evolving over time. Natural language

is highly structured, and text data defines relationships at multiple levels of abstraction,

from characters to works of literature.

A defining characteristic of social good domains is that expert-knowledge is

plentiful. However, it is not always possible to convert this knowledge into the kinds

of feature vectors that most machine learning models expect. It is an open question

how to most effectively translate human knowledge into formats most utilizable by

computational methods. Here, I propose logical rules as an intuitive representation of

human expertise.

Probabilistic Graphical Models (PGMs) satisfy the requirement of expressing

the complex and structured knowledge representations of social good domains. PGMs

compactly represent joint distributions of data, such that inference can be performed

collectively, fully utilizing the statistical dependencies between variables. Furthermore,

a popular approach for specifying a PGM is with first-order logic, allowing one to
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intuitively model real-world relationships between attributes of instances, and between

the instances themselves.

However, inference over complex graphical structures with large numbers of

variables and rich dependencies is computationally expensive. When variables are lim-

ited to binary values, as is the case with logical atoms, the search space of possible

solutions is exponential and inference quickly becomes intractable. Alternatively, one

can model atoms with continuous values in the [0, 1] interval and define a PGM over con-

tinuous, rather than discrete, random variables. One such class of PGM, is Hinge-Loss

Markov Random Fields (HL-MRFs). By expressing dependencies between continuous

random variables in the [0, 1] interval, and formulating feature functions as linear hinge-

losses, HL-MRFs admit highly scalable inference. To specify a HL-MRF one can use

Probabilistic Soft Logic (PSL), a probabilistic programming language which defines a

HL-MRF with a set of weighted first-order logical rules. In the next section I will

introduce HL-MRF’s before providing more detail on PSL in 2.3.

2.2 Hinge-Loss Markov Random Fields

Markov Random Fields (MRFs) are a class of highly expressive probabilistic graphical

models. The caveat of this expressivity is scalability, as complexity grows so do the

computational costs of learning and inference. Hinge-Loss MRFs are a general class

of conditional, continuous probabilistic models, designed to retain the expressivity and

overcome the scalability issues of discrete MRFs. Consider the setting common in

machine learning, where we have both observed and unobserved variables, and we would

like to infer the values of the unknown unobserved variables. One common goal is to

infer the maximum a posteriori (MAP) assignments to the unobserved variables. MAP

inference in a HL-MRF is a convex optimization problem, which can be solved efficiently

with robust optimization procedures for joint distributions.

A HL-MRF is an undirected graphical model, whose probability density func-

tion is defined by weighted linear functions over continuous random variables in [0, 1].

Let x and y be vectors of observed and unobserved continuous random variables in

[0, 1], respectively. Formally, a HL-MRF describes the following conditional probability
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density function over x and y:

P (y|x) ∝ exp

− m∑
j=1

wjφj(y,x)

 (2.1)

Where φj is a hinge-loss potential, φj = max{lj(x,y), 0}p, p ∈ {1, 2}, lj is a linear

function of x and y and wj is the positive weight associated with φj . Each φj is a

function which assigns a score to the current assignments to x and y. When assignments

are more probable, they receive higher scores. Thus these φj functions appropriately

reward likely assignments and penalize those which are improbable.

2.3 Probabilistic Soft Logic

Probabilistic Soft Logic (PSL), is a probabilistic programming language which can be

used to template HL-MRFs. PSL has been successfully deployed in a diverse range of

settings, from recommender systems [69] to stance prediction in online forums [119].

PSL models are specified through weighted logical rules which capture dependencies

between variables.

For a simple example of PSL syntax let us consider a rule which says that if

two students are friends, and one student passes a class than the other student also

passes:

wpass : Friends(S1, S2) ∧Passes(C, S1)⇒ Passes(C, S2) (2.2)

Here Friends, and Passes are predicates, S1, S2, and C are variables, and wp is

a weight. By substituting constants, s1, s2, and c for the variables, S1, S2, and

C respectively, one obtains three ground atoms: Friends(s1, s2), Passes(c, s1), and

Passes(c, s2), such that each ground atom takes a value in [0, 1]. These PSL atoms corre-

spond to random variables in a HL-MRF, for example let Friends(s1, s2), Passes(c, s1),

and Passes(c, s2) correspond to three random variables: f1, p1, and p2 respectively.

Given two continuous truth values q, r ∈ [0, 1] a conjunction of q and r is defined

as q ∧ r = max{q + r − 1, 0}. Finally, using the formula q → r = ¬q ∨ r, we arrive at a

weighted hinge-loss potential

wp ·max{f1 + p1 − p2 − 1, 0}. (2.3)
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The value of wp · max{f1 + p1 − p2 − 1, 0} is the loss associated with Rule

2.2. When the assignments to f1, p1, and p2 are such that this loss is zero, the rule is

satisfied. When the loss is greater than zero, the loss is called the distance to satisfaction

associated with the rule under the current variable assignments. For example, if f1andp1

are observed, taking values 1.0, and .8 respectively, we can now infer the value of the

remaining unknown variable p2. Substituting the known values for f1 and p1, we obtain

Equation 2.4 and see that as long as p2 ≥ 0.8 the loss associated with this rule under

these assignments will contribute nothing to the overall loss. In a HL-MRF, jointly

minimizing the distance to satisfaction of all rules results in MAP assignments to all

unknown variables.

wp ·max{1 + 0.8− p2 − 1, 0}. (2.4)

HL-MRFs are highly scalable and the efficiency with which they perform infer-

ence makes them an optimal choice for prediction tasks involving richly structured data.

PSL is an intuitive interface for tempting these HL-MRFs which can express a broad

range of settings. One advantage of PSL is that it can readily model latent variables.

In this thesis, I use latent variables to model many unobserved phenomena

across domains, from latent speech categories to product sustainability scores. In the

latent setting, the joint probability distribution shown in Equation 2.1 is defined over

x, y, and z where z is a vector of latent variables. To perform weight-learning in the

presence of latent variables, we use a version of expectation maximization described by

Bach et al. [12]. I will next discuss the projects which have used PSL, and demonstrate

my contributions.
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Part II

Sustainability
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There are many roles computational methods can play in benefiting environ-

mental sustainability. Living sustainably has become a lifestyle goal for many. However,

interest in sustainability does not necessarily translate into sustainable purchases. The

difference between one’s intentions and ability to act in line with them is referred to as

the intention-behavior, attitude-behavior, or value-action gap [107].

Reducing household energy use in the United States can have a large and pos-

itive impact on the environment. However, deciding how to save energy can flummox

many consumers. In a pivotal study, Attari et al. [8] found that when surveyed about

energy-saving strategies most participants mentioned curtailment (e.g. using less re-

sources), rather than the expert recommended choice of efficiency improvements (e.g.

replacing an old appliance with a more efficient model). Furthermore, respondents un-

derestimated the usage of the most energy-intensive appliances. Clearly, there is a need

to improve consumers understanding of energy-saving strategies.

Similarly, consumers face information difficulties when shopping sustainably.

Defra et al. found that roughly 30% of consumers in the UK would like to act sustainably

but are not able to translate their environmental concern into sustainable purchases.

Hughner et al [51] further expound the value-action gap by showing that though 46-67%

of surveyed consumers expressed support for organic food, only 4-10% of those same

respondents expressed an intention to purchase organic.

Barriers to sustainable shopping include: cost, availability, skepticism of labels

and insufficient marketing [51]. Unlike cost and availability, skepticism and marketing

are issues that might be overcome with better communication about the sustainability

profile of available products. Furthermore, knowledge about what makes a product sus-

tainable can be a barrier to consumers [95], while Tanner and Wölfing-Kast [125] found

that possessing actionable knowledge is correlated with taking action. Vermeir and Ver-

beke [139] found positive desires to purchase sustainable food items were impeded by a

lack of certainty about those items’ sustainable characteristics. Thus, there is a strong

need to improve communication and provide actionable information about sustainable

products.

Here, I am concerned with how to provide consumers with actionable informa-

tion so that they may make informed and sustainable decisions. I address two challenges
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in delivering quality information to consumers: appliance-level feedback on energy con-

sumption and discovering sustainable products in a large unlabeled product catalog.

There is evidence that people benefit from specific and timely feedback on their

energy consumption [20, 120, 26, 137]. However, in order to provide this feedback one

must be able to disaggregate the aggregate power reading collected by energy meters. I

propose a collective probabilistic method for doing so.

In addition, people may be better able to shop sustainably given detailed sus-

tainability profiles of products they are interested in [122]. However, defining what

makes a product sustainable is not straightforward. For those who value sustainabil-

ity, products can be appraised according to complex factors including: environmental

impact, impact on the local economy, animal welfare considerations and benefit to the

consumer [90]. Finally, there are no ground truth labels of sustainability, and when

making recommendations from large product catalogs, it is crucial to be able to scal-

ably score products according to their sustainability. I present a recommender system

which can discover sustainable products and customers and use these categorizations to

make sustainable recommendations.

Reducing consumption levels of developed countries is imperative for sustain-

ing life on earth and for improving global equality. While many consumers may wish

to consume less, they do not always know how to do so. In Chapter 3 I present a

collective probabilistic approach for disaggregating individual appliances signals from

aggregate readings. Such an approach can be used to provided detailed energy feedback

to consumers. In Chapter 4 I present a recommender system approach for discovering

sustainable products and customers. This method can be used to both discover and

analyze sustainable shopping habits and to make sustainable recommendations.

Each of these approaches benefits by utilizing the inherent structure in these

problems. In Chapter 3, I introduce appliance sets which are useful in relating the

power usage of groups of appliances to observed usage. Additionally, I explore temporal

representations and make use of temporal dependencies. In Chapter 4, my proposed

recommender system considers similarities between consumers and between products as

a form of structure. Recommendations are made collectively utilizing these similarities.

Together, this work addresses the information deficit which might increase the
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value-action gap. However, information is not the only factor of making sustainable

consumption decisions. For example, conveying social norms can have a large effect

on sustainable behavior [27, 113]. Expanding these methods to take account of social

behavior is a potential next step.

Furthermore, the usefulness of these methods will ultimately be determined

through their ability to convey actionable information to real people, in real time. In

future work I will these methods in real-life experiments. An open question is how best

to convey the information, e.g. a descriptive norm framing might be more effective

in improving sustainability than a clear presentation of the sustainability profiles of

appliances and products.
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Chapter 3

Actionable Energy Insights:

Disambiguating Household Appliances

3.1 Introduction

Households consume over one third of all electricity in the United States [2], and oppor-

tunities for decreasing this share abound [28]. However, these opportunities are impeded

by the lack of information available to residential consumers. Consumers are often unin-

formed as to which appliances consume the most energy [35, 8], and which actions have

the greatest savings potential. Furthermore, there is growing evidence that detailed

feedback about energy use can reduce consumption [20, 120, 26, 137]. Currently, this

reduction is hampered by the fact that residents receive only aggregate energy informa-

tion. As a simple analogy, consider receiving a shopping bill with a single figure and

being asked to spend less on the next shopping trip. Based on this information alone,

it would be difficult to discern how to adjust purchasing habits.

Advanced Metering Infrastructure (AMI), such as smart meters, measure ag-

gregate energy consumption at defined intervals and transmit measurements wirelessly.

Smart meters offer a unique opportunity to gather real-time data, learn energy con-

sumption patterns, and ultimately offer actionable insights to consumers. Energy dis-

aggregation (also referred to as non-intrusive load monitoring (NILM)) is the process

of determining the energy consumption of individual appliances, given only an aggre-

gated energy reading. A successful disaggregation algorithm can give consumers an
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itemized energy bill, displaying how much energy is consumed by each appliance, rather

than the aggregate monthly reading they currently receive. While there are existing

approaches to this problem [61, 73, 92], none have been deployed in a real-world setting

with low-frequency smart-meter readings.

Here, we propose a probabilistic energy disaggregation framework which de-

termines the most likely collection of appliances that are in use. Our framework uses

(soft) constraints and context to disambiguate between similar appliances. By introduc-

ing appliance sets we can infer appliance states collectively, allowing us to benefit from

the inherent structure in this problem. We also introduce a representation for energy

readings which encodes state duration directly. To formulate the inference task we use

a hinge-loss Markov random field (HL-MRF) [10], which allows a flexible probabilistic

formulation and admits efficient inference. We evaluate our proposed framework on

two real-world data sets. Empirical results demonstrate that our proposed probabilis-

tic model significantly outperforms existing state-of-the-art techniques. In addition to

our novel probabilistic formulation, we show the effectiveness of our proposed interval

representation and the benefit of jointly modeling appliance states. Finally, we cata-

log several situations where contextual information is helpful for disambiguating active

appliances.

3.2 Related Work

Hart’s seminal paper [44] on non-intrusive load monitoring (NILM) introduced the prob-

lem of energy disaggregation. Broadly, there are two classes of solutions, those that

require additional hardware and those that do not. Here we review only those ap-

proaches which do not require any additional equipment installation and thus are truly

non-intrusive.

While alternative approaches exist [61, 73], factorial hidden Markov models

(FHMM)s [36] and variants thereof, have been a popular choice for disaggregation algo-

rithms [66, 63, 92, 55]. In this setting each appliance is represented with a single HMM,

where the discrete hidden state variables correspond to the state of the appliance, and

the observed continuous random variables correspond to the power readings. FHMMs

allow multiple HMMs to be joined through a single observed variable in such a way that
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approximate inference is tractable. However, as the inference is approximate, it is not

optimal, a shortcoming addressed by a number of recent papers [79, 115].

Our method is similar in spirit to the FHMM line of work as we also employ a

structured probabilistic framework. However our HL-MRF structure is more flexible and

can model a host of constraints without being restricted by the generative assumptions

of an FHMM. Furthermore, we build on the work of Kim et al. [[63]] and Li and Zha

[[75]], by integrating non-traditional context features. Like Shaloudegi et al. [[115]], our

approach exploits state-of-the-art optimization techniques such as ADMM [19], however

our approach ends up being significantly more scalable, taking just a few minutes on

homes from the Redd dataset versus over an hour for ADMM-RR.

3.3 Problem Definition

A disaggregation algorithm, r → A, produces a mapping from a sequence of energy

readings, r, to a corresponding sequence of appliance states, A. In the problem setting

we consider, we define a sequence of n energy readings, r = 〈R1, . . . , Rn〉. In addition,

we are provided with a set of m appliances, A = {a1, . . . , am}. Each appliance ai is

associated with a set of ki possible states. The number of states varies by appliance,

some may have two states (on, off ), while others may have multiple modes (off, low,

medium, high). For each appliance state, we denote the energy consumed by appliance

i in state k as cki . We introduce an indicator asi,j that specifies that appliance i is in

state s during reading j and define A as a matrix of these indicators. Each column is

a vector of indicators corresponding to a particular reading, such that the jth column

has the form {as11,j , . . . , a
sk1
1,j , . . . , a

s1
m,j , . . . , a

skm
m,j }.

Using this model formalization, we introduce a probabilistic formulation for

the disaggregation problem. We introduce a binary random variable ysi,j corresponding

to each indicator variable, as1,j . The variable ysi,j takes value 1 when appliance ai is in

state s during reading j, and 0 otherwise. The goal of disaggregation is to estimate the

probability, P (ysi,j), of each possible appliance state for each reading in the sequence,

and determine the most probable state for each appliance, ˆysi,j = argmax
s∈{1...ki}

P (ysi,j). This

probability estimate should obey the constraint that expected consumption equals the
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measured usage in the reading, or Rj =
∑m

i=1 c
s
i

ˆysi,j .

Frequently, the task of estimating these probabilities is under constrained,

such that many potential configurations of appliance states may yield the same ob-

served energy consumption. Thus, disaggregation algorithms can improve identifiability

by modeling the joint probability distribution over all appliance states for reading j,

P (Yj). Many possible probabilistic models can be used to characterize this probability

distribution. One common example is using previous appliance states to model current

appliance states, e.g. estimating the conditional probability P (Yj |Yj−1). In the next

section, we discuss how to build a robust probabilistic model of appliance states.

3.4 Modeling Approach

We propose a flexible framework which can disaggregate individual appliances from ag-

gregate power readings. The framework is designed with real-world applicability as the

end goal; it can adapt to multiple categories of information and is able to disaggregate

even with coarse power readings. One of the framework’s central goals is disambiguat-

ing between appliances which have similar power demands, but are used in different

contexts for differing lengths of time. We introduce two conceptual representations:

appliance sets and an interval temporal formulation.

3.4.1 Appliance Sets

Rather than predict the states of appliances independently, our model captures a joint

configuration of appliances that we refer to as an appliance set. The energy consumption

of an appliance set can easily be determined by aggregating the energy usage of each

appliance. By grouping appliances together we are able to reason jointly about the

relative likelihood of sets rather than individual appliances, for example, a heater and

an air conditioner is an unlikely pair, while an air conditioner and pool pump is not.

Here we only infer the states of those sets which are within a reasonable distance to the

observed total power. Thus the input of target appliances to be disaggregated can be

split into J unique subsets, corresponding to collections of feasible appliances. Then for

any reading Rt there is a single set Sj such that all appliances in Sj are on at time t.
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3.4.2 Interval Representation

In addition to modeling appliance sets, we also explore aggregating several instantaneous

readings into an interval representation. If two consecutive readings are similar, it is

likely that they correspond to the same appliance set. In this case, inferring the most

likely appliance set for an interval rather than for each individual reading in the interval

can improve the efficiency as well as the accuracy of the model. To define intervals, we

coalesce readings where total power has only minimal fluctuations. When the difference

in consumption of two consecutive readings exceeds a threshold δ, our model establishes

a new interval. The sequence of power readings is now indexed by intervals instead of

time, so that we have V intervals to disaggregate, rather than N readings, 〈R1, . . . , RV 〉,
where V � N .

3.5 Probabilistic Disaggregation Framework

Our framework integrates diverse sources of information into a joint probability distri-

bution over active appliance sets. We model this probability distribution as a hinge-loss

Markov random field (HL-MRF)[10]. Finding the most probable appliance set for each

reading corresponds to maximum a-posteriori (MAP) inference in the HL-MRF. To

specify an HL-MRF, we use the templating language PSL (see Chapter 2).

As a reminder of how PSL uses logical rules to template HL-MRFs, here we

show an example rule in the disaggregation setting:

wa : ActiveInSet(Ai, Sj) ∧AppSet(Rl, Sj)⇒ IsOn(Rl, Ai).

Here the rule has weight wa and predicates: AppSet, IsOn, and ActiveInSet capture

the relationships between the variables: Ai, Sj , and Rl. A predicate and its arguments

(either variables or constants), constitute an atom. Atoms in PSL rules have a truth

value in the continuous interval [0, 1], allowing a relaxation of Boolean logic.

We outline the rules which define our model, and in Section 3.5.6 we describe

how these rules are used to define a HL-MRF which captures the probabilistic depen-

dencies and constraints in our domain.
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3.5.1 Energy Disaggregation Template

We introduce several logical predicates to capture important elements of our model.

Here we consider two appliance states, on and off, however the extension to additional

states is straightforward. We capture that appliance i is on during reading l via the

atom IsOn(Rl, Ai). We define a mapping between appliances and appliance sets using

ActiveInSet(Ai, Sj), which is true when appliance i is active in set j. To capture if

the appliance set j is active during reading l, we use the atom AppSet(Rl, Sj), where

only one appliance set can be active at a time. In our model we consider all appliance

sets, however, in practice we restrict the number of feasible appliance sets considered

for any reading as explained in Section 3.6.1. Accordingly, we introduce the following

constraint:
J∑

j=1

AppSet(Rl, Sj) = 1.0.

3.5.2 Interval Duration

Appliance usage often follows consistent patterns, and understanding the length of time

an appliance spends in each particular state provides a powerful disambiguating signal.

In our model, we define the discrete duration classes: very short, short, medium, and

long. The length of each duration is estimated from data and differs for each dataset, but

for example, a very short duration is less than 4 minutes, while a long duration would

be more than 19 minutes. Duration classes were found from quartiles of all appliance

durations in the training data, for example the threshold under which a duration would

be labeled very short was the 25% percentile of all appliance on-state durations.

Using the atom Duration(Rl, length(Rl)), we can specify the duration of

interval Rl. We can then learn a duration-specific prior for each appliance:

wdur : Duration(Rl, length(Rl))⇒ ¬IsOn(Rl, Ai).

These learned priors can capture patterns such as microwaves rarely being on for long

durations and dishwashers rarely being on for very short durations.
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3.5.3 Observed Consumption

The difference between an appliance set’s consumption and the observed power reading

is modeled with the atom CloseToConsumption(Rl, Sj). Let the expected consump-

tion of Sj , be Ej =
∑

i∈Sj
µi, reading(Rl), be the value of reading Rl in watts. Then,

CloseToConsumption(Rl, Sj) equals,

1−min

(
1,
|reading(Rl)− Ej |

max(Ej ,reading(Rl))

)
.

The weighted rule below expresses that the truth value of an appliance set

depends on its distance to consumption.

wc : CloseToConsumption(Rl, S)⇒ AppSet(Rl, S)

To express the relationship between appliances and appliance sets we introduce the

predicate ActiveInSet(Ai, Sj), which is 1 if Ai is active in Sj , and 0 otherwise. Thus

to propagate information about appliances to appliance sets, and vice versa we use two

rules:

wapp : ActiveInSet(Ai, Sj) ∧AppSet(Rl, Sj)⇒ IsOn(Rl, Ai)

was : ActiveInSet(Ai, Sj) ∧ ¬IsOn(Rl, Ai)⇒ ¬AppSet(Rl, Sj)

3.5.4 Capturing State Changes

One expectation of energy readings is that changes in observed energy usage correspond

to a single appliance changing state, rather than a significant change in the active

appliances. Implementing this intuition using appliance sets requires capturing the

relationships between appliance sets more directly.

We specify the difference between two consecutive readings using the atom,

Diff(R1, R2,D), and apply a threshold D > δ to generate only meaningful differ-

ences. We introduce the predicate Positive for differences greater than 0, and the

atom CloseToDiff(A,D) to capture the distance between the energy consumption of

appliance A and the observed difference D. Finally Toggle states that the difference

between two appliances sets is exactly appliance A, that is (S1 ∪ S2) \ (S1 ∩ S2) = A.

We then put these into two final rules:
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wton : Diff(R1, R2,D) ∧Precedes(R1, R2)

∧ CloseToDiff(A,D) ∧ ¬IsOn(R1, A) ∧Positive(D)

∧ Toggle(S1, S2, A) ∧AppSet(R1, S1)⇒ AppSet(R2, S2)

wtoff : Diff(R1, R2,D) ∧Precedes(R1, R2)

∧ CloseToDiff(A,D) ∧ IsOn(R1, A) ∧ ¬Positive(D)

∧ Toggle(S1, S2, A) ∧AppSet(R1, S2)⇒ AppSet(R2, S1)

Additionally we create a set of rules to capture the persistence of an appliance

being on. To do so we use a predicate Precedes(Ri, Rj), which is true if index value

i, directly precedes index value j, or i = j − 1. The following rules allow us to express

the probability that if an appliance contributes to Rl it will contribute to Rl+1.

wstayon : IsOn(Rl, X) ∧Precedes(Rl, Rl+1)⇒ IsOn(Rl+1, Ai)

wturnoff : IsOn(Rl, X) ∧Precedes(Rl, Rl+1)⇒ ¬IsOn(Rl+1, Ai)

wturnon : ¬IsOn(Rl, X) ∧Precedes(Rl, Rl+1)⇒ IsOn(Rl+1, Ai)1)

wstayoff : ¬IsOn(Rl, X) ∧Precedes(Rl, Rl+1)⇒ ¬IsOn(Rl+1, Ai)

3.5.5 Contextual Rules

Contextual rules are designed to capture the context in which a resident uses a given

appliance. By developing a rich sense of context we reduce reliance on ground truth

data, and introduce information which reduces the variance across appliances. Here we

introduce two types of contextual information, temporal and temperature.

3.5.5.1 Temporal Rules

Appliance usage often depends on the time of day, and day of the week. For example,

it is more likely that a cooking appliance, such as a microwave, will be used in the

evening, than in the middle of the night. Thus we introduce two predicates which

state the hour and day of the week at which a reading occurred: Hour(Rl, H) and

31



DayOfWeek(Rl, D), where H ∈ {0, 23} and D ∈ {Sunday...Monday}. We then learn

the relationships between hour, day of the week, and appliance.

wday : DayOfWeek(Rl, D)⇒ IsOn(Rl, Ai)

whour : Hour(Rl, H)⇒ IsOn(Rl, Ai)

3.5.5.2 Temperature Rules

We also model the relationship between temperature and appliance usage. Such a

relationship should be particularly strong with heating and cooling appliances such

as an air conditioner. To incorporate temperature into the model we introduce the

predicate Temperature(Ri,Temp), where Temp is either cold, mild or hot. Thus we

relate appliances to temperature with the following rule:

wtemp : Temperature(Rl,Temp)⇒ IsOn(Rl, Ai)

This concludes our overview of the energy disaggregation rules, we now explain

how these rules can define a HL-MRF.

3.5.6 From Disaggregation Templates to HL-MRFs

HL-MRFS are a general class of conditional, continuous probabilistic models, parametrized

with a set of weighted hinge-loss functions. Hinge-loss functions can model a rich di-

versity of relationships, and critically, admit highly scalable inference. We now specify

how a HL-MRF is defined from a set of weighted logical rules, such as those defined in

the probabilistic disaggregation framework. Let us now turn to an example rule from

the previous section:

λ : ActiveInSet(Ai, Sj) ∧AppSet(Rl, Sj)⇒ IsOn(Rl, Ai)

where λ is a weight, ActiveInSet, AppSet, and IsOn are predicates, and Ai, Sj , and Rl

are all variables. By substituting constants, ai, sj , and rl for the variables, Ai, Sj , and

Rl respectively, one obtains three ground atoms: ActiveInSet(ai, sj), AppSet(rl, sj),

and IsOn(rl, ai), such that each ground atom takes a value in [0, 1]. Suppose that we let
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the atoms ActiveInSet(ai, sj), AppSet(rl, sj), and IsOn(rl, ai) correspond to three

random variables: y1, y2,and y3 respectively.

Let y be a vector of IsOn(Rl, Ai) variables for all V intervals and all N ap-

pliances, and let s be a vector of AppSet(Rl, Sj) variables for all V intervals and all

J appliance sets. Let x denote all atoms which are observed, and for which the truth

values are thus known. We then formulate our task as finding the MAP assignments to

y and s under the probability distribution defined by the HL-MRF formulation of the

rules described in 3.5.1:

argmax
y,s

P (y, s|x).

In the next section we evaluate the performance of this framework on two real-world

datasets.

3.6 Empirical Evaluation

We evaluate our proposed disaggregation framework1 on two real-world datasets. We

demonstrate the effectiveness of our framework compared to ADMM-RR [115], a re-

cent, state-of-the-art approach. We also explore the situations under which contextual

information can help improve model performance.

3.6.1 Data

We evaluate on two public datasets: The Reference Energy Disaggregation Dataset

(Redd) [67] and Pecan Street Inc. (Dataport) [[54]].

REDD: This is the most widely used dataset for energy disaggregation. The dataset

describes six homes, and each home has an average of 21 days. The dataset contains

fine-grained meter readings at approximately six second intervals. Following Makonin

et al. [[79]] and Johnson et al. [[55]], we evaluate our model using homes 1, 2, 3, and 6

from the dataset and likewise, we disaggregate the refrigerator, lights, microwave, and

dishwasher. Unlike previous work, we omit the furnace as it appears in only a single

home, and for home 6 we omit the dishwasher.

1Code available: https://bitbucket.org/linqs/appliance_disambiguation
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DataPort: We also evaluate on the Pecan Street dataset which describes meter readings

from Austin, Texas. This data set is much larger than Redd (hundreds of homes over

several years) and is less well-studied in the context of disaggregation. The readings are

coarser, available at either 1 minute or 1 hour intervals. We evaluated on the eight most

common appliances: air conditioner, furnace, refrigerator, dishwasher, kitchen outlet,

dryer, microwave and clotheswasher. As not all homes have perfect data records; here

we choose the five homes (2859,3413,6990,7951,8292) for which there was at least one

year of complete data (no records missing for any of the target appliances) and which

had completed surveys describing demographics and household features. The models

for each home (including the weights) are trained using the first 50% of the data, the

next 25% of the data is used as a validation set for model parameters, and the model

was evaluated on the final 25% of the data. With Dataport this training, validation,

and testing is done for each month separately. For both datasets, we estimate the mean

and standard deviation of the power consumption for each appliance based on only the

training data. Evaluation estimates used both training and validation data. To find

the thresholds to partition duration lengths into very short, short, medium, and long,

we found quartiles for the interval lengths, such that 25% of all duration lengths were

assigned to each duration. Similarly, each temperature was uniformly partitioned into

one of three categorical labels, corresponding to cold, mild, and hot.

To partition the data into intervals, for each home we let δ be the difference

between the average draw of a small appliance less its standard deviation. For Redd

homes the small appliance was either the lights or the refrigerator, and for Dataport

it was always the refrigerator. To assign feasible appliance sets for each interval, we

compute the absolute difference between the mean consumption for each appliance set

and the observed power, scaled to be in [0, 1] and we then retain only those sets which

are within 0.5 of the actual power consumption. If there are no such sets, we select the

top three closest sets.

3.6.2 Results

To estimate appliance consumption, both the appliance state and the power consump-

tion must be inferred. In order to evaluate performance, we measure both at how well
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an algorithm can predict the appliance states (precision, recall and F-measure), and

how well it predicts actual consumption (Mean Absolute Error (MAE)). We evaluate

three methods:

Instance: This model treats each instance independently, models the appliance sets

jointly and does not use duration information.

Interval: This is the model described in Section 3.5 where we model both appliance

sets and their durations.

ADMM-RR: This is the current state of the art method which uses a factorial HMM

model [115]. We use the code they provide online.2

Figure 3.1: MAE on Redd data.

Fig. 3.1 shows the MAE of the three methods on the Redd data set, and

Table 3.1 shows the precision, recall and F-measure, for each appliance using the in-

terval model. Fig. 3.2 provides a detailed view of the difference between observed and

estimated energy usage for one specific home. The interval model performs the best

overall, reducing the MAE of ADMM-RR by 50%.

The next set of results are on the Dataport data set. This dataset includes

contextual features not available in the Redd dataset, so in addition to comparing

the instance and interval approaches, we explore a model which captures contextual

temporal and temperature features. Fig. 3.3 compares the MAE of three PSL-based

methods with the ADMM-RR baseline on the Dataport dataset, and Table 3.2 shows

2To learn the required parameters we used the Matlab HMM toolbox [83] and the first 75% of the
data for each home.
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Figure 3.2: Percentage of total energy consumption of each appliance for a representative

Redd home; predictions from the Interval model.

Precision Recall F-Measure

Dishwasher 0.518 0.598 0.555

Lights 0.708 0.813 0.757

Microwave 0.707 0.712 0.709

Refrigerator 0.851 0.879 0.865

Average 0.696 0.751 0.722

Table 3.1: Performance of Interval Model on Redd data.

Precision Recall F-Measure

Interval +Context Interval +Context Interval +Context

Air Conditioner 0.901 0.899 0.815 0.823 0.856 0.859

Clotheswasher 0.226 0.228 0.333 0.274 0.269 0.249

Dishwasher 0.063 0.072 0.360 0.368 0.108 0.121

Dryer 0.591 0.571 0.731 0.749 0.653 0.648

Furnace 0.844 0.829 0.621 0.645 0.716 0.726

Kitchen Appliance 0.045 0.046 0.426 0.358 0.081 0.082

Microwave 0.330 0.354 0.394 0.394 0.359 0.373

Refrigerator 0.675 0.675 0.806 0.828 0.735 0.744

Average 0.459 0.459 0.561 0.555 0.505 0.503

Table 3.2: Performance of the Interval and Context Models on Dataport data. The

effect of context varies by home and appliance.

the precision, recall, and F-measure for each appliance for the interval and context-

based models. A paired t-test demonstrates the context-based PSL model provides a
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Figure 3.3: The MAE for Instance, Interval and Context Models on Dataport data,

with both 1-minute and 1-hour readings. The contextual information provides a statis-

tically significant improvement for readings at both time resolutions.

Figure 3.4: Percentage of total energy consumption of each appliance for a representative

Redd home; predictions from the Interval model.

statistically significant improvement over the interval model on MAE. Table 3.2 reveals

that the effect of context differs by appliance, with the contextual models performing

best on the appliances with high energy consumption. Fig. 3.4 provides a more detailed

view of the difference between observed usage and model estimates for one specific home.

To understand the value of different contextual signals, we examine appliances

for which temperature and temporal information has the greatest benefit. Contextual

rules on temperature improved the predictions for heating and cooling appliances, with

statistically significant improvements for the refrigerator and air conditioner. Temporal

information improved average predictions for appliances with periodic usage patterns,

such as the clotheswasher, dishwasher, dryer, and microwave.
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3.7 Discussion

Our proposed disaggregation framework achieves state-of-the-art performance on two

real-world datasets, reducing error by 50% and 25% on Redd and Dataport datasets,

respectively. Our algorithm adapts to different granularities of data, from the 6 second

samples of Redd, to the 1-minute and 1-hour samples from Dataport. Not surpris-

ingly, the Dataport dataset is more challenging, as we disaggregate more appliances at

a rougher resolution, yet the F-measure for the most energy-intensive appliances remains

above 0.7. Across datasets, we demonstrate that the interval representation, which ag-

gregates readings into usage events, improves performance over a purely instance-level

representation even when readings have low granularity. Beyond representation, one

strength of our approach is the ability to incorporate different types of contextual in-

formation. Contextual information provides a small reduction in error and targeted

improvements in predictive performance, however we had anticipated more pronounced

improvements. One potential explanation is the limited range of contextual information

due to the small temperature range in the dataset. In future work, we hope to pursue a

deeper exploration of contextual information and its efficacy at generalizing predictions

across homes.

While smart meters have been installed in homes across the United States,

their potential in reducing consumer energy consumption is far from realized. Im-

proved energy disaggregation algorithms can help to reach that potential by discovering

appliance-level consumption patterns that consumers need to make informed decisions

about their energy usage. In the paper, we propose such an algorithm, which is ef-

ficient, scalable, and readily adapted to new sources of information. By performing

inference over intervals, and modeling collections of feasible appliance sets, we reduce

the complexity of the problem while retaining the advantages of a structured proba-

bilistic formulation. A key advantage of our framework is that additional information

can be incorporated easily. For example, we could enrich our models by incorporating

richer user and building profiles.
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3.8 Conclusion

While smart meters have been installed in homes across the United States, their po-

tential in reducing consumer energy consumption is far from realized. Improved energy

disaggregation algorithms can help to reach that potential by discovering appliance-level

consumption patterns that consumers need to make informed decisions about their en-

ergy usage. Here, we propose such an algorithm, which is efficient, scalable, and readily

adapted to new sources of information. By performing inference over intervals, and

modeling collections of feasible appliance sets, we reduce the complexity of the problem

while retaining the advantages of a structured probabilistic formulation. A key advan-

tage of our framework is that additional information can be incorporated easily. For

example, we could enrich our models by incorporating richer user and building profiles.

Another important aspect of sustainability is product consumption. Reducing,

and adjusting consumption towards more sustainable products can have a positive en-

vironmental impact. In the next chapter we propose a similar approach in designing a

sustainable recommender system. As in the energy disaggregation framework, our rec-

ommender system can also easily incorporate heterogenous data, such as sustainability

indicators and past consumption history. This sustainable recommender system can be

used to discover and recommend sustainable products, which ultimately might increase

sustainable consumption.
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Chapter 4

Sustainability at Scale:

Bridging the Intention-Behavior Gap

with Sustainable Recommendations

4.1 Introduction

Consumers with expressed intent in shopping sustainably do not always act on these

intentions. Consumers may not trust product labeling, or understand the differences

between various certifications [88]. Additionally, pricing and availability can prevent

people from purchasing sustainably.

Given knowledge of sustainable products, a good recommender system might

offer products with these characteristics to interested customers. However, defining what

makes a product sustainable is not straightforward. For those who value sustainabil-

ity, products can be appraised according to complex factors including: environmental

impact, impact on the local economy, animal welfare considerations and benefit to the

consumer [90].

For this research, we have purposefully used a broad definition of sustainability

that covers all these aspects. A product which scores strongly according to any one

dimension might be labeled as sustainable, and multiple sustainability-related features

will increase its likelihood of being labeled as sustainable. Future research could use

similar methods with more narrow definitions of sustainability.
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We contend that recommender systems can play a significant role in the process

of discovering sustainable products and customers. To this end, we propose a probabilis-

tic approach which fuses multiple weak signals to infer the sustainability of products.

Here we investigate three types of signals: freely available domain knowledge, prod-

uct metadata and the purchasing patterns of customers predicted to be sustainability-

minded.

This approach offers several advantages: we are able to flexibly incorporate

prior knowledge about what might imply the sustainability of products or customers;

no sustainability ground truth labels are required; and multiple recommender system

inputs can be used to improve predictions. Additionally, we are able to benefit from

the joint formulation of all three tasks of: discovering product sustainability scores,

discovering the sustainability-mindedness of customers and inferring future purchases.

We demonstrate these benefits by showing improvements in predicting future purchases

of 80.8% in precision@5 over a SVD++ [68] implementation.

4.2 Problem Definition

We are given customer-item purchase data X = (xi,j,d), where xi,j,d is 1 if customer ci

purchased item pj on date d, and 0 otherwise. Our goal is to infer future purchases Y .

This is an implicit feedback setting where the only information we have is which items

a customer bought and when.

Our goal is to predict which items are sustainable and which customers are

sustainably-minded. To that end, we will predict scores sc and sp, respectively, to each

customer and item, corresponding to their degree of sustainability. For a customer, this

score represents the extent to which they might be interested in sustainable products.

For a product, the score is the extent to which this product might be environmentally

sustainable. Unlike the purchases, there are no true labels for sc or sp, the extent to

which a customer is interested in sustainability is ultimately an unknown quantity. Thus

we characterize these variables with a latent formulation and infer their values without

ground-truth scores.
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4.3 Our Approach

We propose a collective probabilistic model which allows us to both predict future

purchases y and jointly discover sustainability scores, sc and sp. We construct this model

with PSL which offers several advantages for this setting: logical rules can intuitively

capture domain knowledge, collective inference of both purchases and scores is highly

efficient and latent variables facilitate the fusing of multiple signals. Next, we introduce

describe PSL in this setting, in more detail.

4.3.1 Probabilistic Soft Logic Recommender System

To demonstrate how PSL can be used in a recommender system setting, consider a

rule which states that if two customers are similar, and one customer is sustainable,

the other one is as well. We introduce a predicate Similar, which takes two customer

IDs as arguments and which expresses the similarity between these two customers as a

value between 0 and 1. There are many ways to express similarity, and it is possible

to use multiple definitions in a single PSL model. Here we calculate similarity from

latent factors learned from a SVD++ model. To express the sustainability proclivity of

a customer, we introduce the predicate SustainableCustomer, which takes a customer

ID, ci, as an argument, and whose truth value corresponds to the sustainability score

sci . With these predicates, and a weight wsim which reflects the relative importance of

this rule, we define our rule in PSL as follows:

wsim : Similar(ci, cj) ∧ SustainableCustomer(ci)⇒ SustainableCustomer(cj).

Combined with data, a PSL model defines a joint probability distribution over scores

and purchases. Here, we incorporate latent variables, such as sc, sp, and purchase

predictions. In this case, the joint probability distribution is defined over x, y and

z, where z is a vector of latent variables. PSL is adept at fusing multiple sources of

information. Next, we introduce our three sources of sustainability signals.
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4.3.2 Three Signals of Sustainability

We propose three sources of information about what makes a product sustainable. One

source is freely available information which can be collected from published material

on or offline, as well as from domain experts. Another source is the product metadata.

Finally, customers’ purchasing patterns can be leveraged to identify additional products.

Domain Knowledge With the abundance of online publishing dedicated

to sustainability, from magazines such as Mother Earth to consumer services such as

GoodGuide, there are multiple sources for identifying potentially sustainable products.

We incorporate knowledge of which brands are sustainable into our model.

Metadata One source of information is product metadata. This category can

include a broad range of features, from product descriptions to the number of organic

ingredients listed in a prepared food item. Here we consider two sources: certifications

and specialities. Certifications are third party assessment of some sustainability-related

attributes. For example, the USDA Organic program certifies that agricultural products

have been produced using approved methods. Specialties are tags that provide product

filters, for example: Organic, or Gluten-Free.

Sustainability-Minded Shoppers If we can identify a group of sustainability-

minded shoppers then we can learn from their purchasing patterns. These customers

may purchase products which are not officially certified, but which they believe to be

sustainable, and which we would like to score as sustainable. Thus, we use purchas-

ing patterns to identify sustainable customers and additional sustainable products from

their shopping.

Each type of information suffers from its own drawbacks. Domain knowledge

will inevitably be sparse, covering only small subsets of large datasets. Product meta-

data can contain errors or omissions that make it unreliable at times. Finally, purchasing

patterns are also weak signals. From an analysis point of view, it would be ideal for

sustainability-minded shoppers to only purchase sustainably. However, this is unrealis-

tic [38], and we cannot expect the purchase history of sustainability-minded shoppers

to be perfectly sustainable. By fusing these signals, we overcome the drawbacks of each

and gain a more complete understanding of what makes a product sustainable. Next,

we show how to do so in PSL.

43



4.3.3 PSL Sustainable Discovery Model

We infer the values of three latent variables: SustainableCustomer(C),

SustainableItem(P ) and PredictPurchase(C,P,D). We also infer the value of the

target variable Purchase(C,P,D). The values of SustainableCustomer(C), and

SustainableItem(P ), correspond to sc and sp, and reflect the sustainability scores of

customers and items. To predict if a customer will purchase a product on a given day, we

use PredictPurchase. We consider each purchase event as a separate random variable,

Purchase(C,P,D) which takes a value in [0,1], and is 1 if customer C purchased product

P on date D.

wnp :¬Purchase(C,P,D)

wnsc :¬SustainableCustomer(C)

wnsp :¬SustainableProduct(P )

Table 4.1: Prior beliefs.

In large catalogs it is common that most products won’t be purchased. We reflect this

with the first rule in Table 4.1. We also encode that we expect most customers and

products to not be sustainable in the next two lines. These rules encode our prior

beliefs. However, the weights to these initial priors can be updated with data.

wi : Certification(P,Certi) ⇒ SustainableProduct(P )

wj : Specialty(P, Specj) ⇒ SustainableProduct(P )

wb : SustainableBrand(B) ∧Brand(P,B)⇒ SustainableProduct(P )

ws : SustainableProduct(P1) ∧ SimilarProducts(P1, P2)⇒ SustainableProduct(P2)

Table 4.2: Sustainable Products

In Table 4.2 we introduce the rules by which we infer the sustainability of products.

In the first rule, we relate certifications to products. A certification is awarded by an

external service, for example a product can be USDA certified organic. For each certifi-

cation i, we instantiate a new rule with weight wi so that we can learn the relative value

of each certification in predicting sustainability. Similarly, each product can potentially
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be described with a Specialty, and for each specialty j, we instantiate a unique rule and

learn a weight wj . Additionally, if we have domain knowledge about the sustainability

of companies, we can use this to infer which products are sustainable with the third rule

in Table 4.2, which states that products offered by sustainable brands are themselves

sustainable. Finally, we propagate information about similar products with the rule

that says if two products are similar, and one is sustainable, the other one will be as

well.

wsc : SustainableCustomer(C1) ∧ SimilarCustomers(C1, C2)

⇒ SustainableCustomer(C2)

wshc : SustainableProduct(P ) ∧HasPurchased(C,P )

⇒ SustainableCustomer(C)

wspc : SustainableProduct(P ) ∧PredictPurchase(C,P,D)

⇒ SustainableCustomer(C)

Table 4.3: Sustainable Customers

In Table 4.3, we introduce the rules to identify sustainability-minded shoppers. In the

first rule, we leverage similarities across customers; if two customers are similar and one

is sustainable, the other one likely is as well. Additionally, if at any time a customer

has purchased a sustainable product, that customer might be sustainability-minded.

Finally, we model that if a customer will purchase a sustainable product, they are likely

sustainablility-minded.

Next, we fuse existing knowledge into predictions of what a customer will

purchase. With the first two rules in Table 4.4 we again leverage customer and product

similarities. In the next rule, we predict that a purchased item will be purchased again.

This rule is very context specific, in many recommender system settings it would not be

desirable to recommend a previously purchased item. However, as our analysis focuses

on food, a category where repeat purchases are common, this rule is appropriate. We

can also incorporate predictions from other recommender systems. For example, here

we utilize predictions made by a Singular Value Decomposition (SVD) algorithm, with

the predicate SVDPredicts, which assumes a value between 0 and 1 according to the
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SVD algorithm. We then apply the predictions to the target variable Purchase(C,P,D),

with the last rule in Table 4.4.

wtda : PredictPurchase(C1, P,D) ∧ SimilarCustomers(C1, C2)

⇒ PredictPurchase(C2, P,D)

wspp : PredictPurchase(C,P1, D) ∧ SimilarItems(P1, P2)

⇒ PredictPurchase(C,P2, D)

wpp : HasPurchased(C,P )⇒ PredictPurchase(C,P,D)

wsvd : SVDPredicts(C,P )⇒ PredictPurchase(C,P,D)

wppp : PredictPurchase(C,P,D)⇒ Purchase(C,P,D)

Table 4.4: Predicting Purchases

4.4 Quantitative Evaluation

In the quantitative evaluation, we assess our framework by its ability to correctly predict

customer purchases. To do so we compare our approach to one baseline and one state-

of-the-art approach. Our approach is also notable in its ability to discover sustainable

products and customers, as we have no ground truth labels for this task, we present a

qualitative evaluation in Section 4.5.

4.4.1 Data

In these experiments we consider customer purchase data from Amazon.com. We focus

the experiments on the Grocery category. This excludes related products such as Ama-

zon Pantry. We choose food as a first exploration of sustainability, as there are clear

sustainable metadata, such as organic and fair-trade.

We create training and test sets with 10,000 customers in training, 5,000 cus-

tomers in the validation set and 5,000 customers in the test set. For each customer,

all purchases in the validation set occur after all purchases in the training set, and all

purchases in the test set occur after all purchases in the validation set. Since we have

implicit preference feedback (i.e., we only know what was purchased, not what was con-
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sidered but not purchased), we sample 100 negative purchases for training as in Said

and Belloǵın [109]. To further refine the problem, we only considered products pur-

chased below a given threshold across a large number of customers. The total number

of products was approximately 21,000. In the validation and test set, for each customer,

we infer purchases on a single date D.

Our external information about which companies are sustainable was collected

from two online sources.1 When filtering for the companies present in our dataset we

were left with sixteen sustainable companies. These were largely food companies, with

the exception of Seventh Generation which sells household products.

The specialities and certifications are provided by Amazon. We consider the

following specialties: organic, organic & whole grain, all natural, gluten free, wheat free,

dairy free, natural ingredients only, sustainably caught, biodegradable and not-tested-

on-animals. We expect these to indicate sustainability to varying degrees, for example,

organic should be a stronger indicator than all natural. The certifications included in

this analysis were: non-GMO, Rainforest Alliance, all organic certifications and all fair

trade certifications.

4.4.2 Experiments

We compare our approach to two common baselines: a nearest neighbor (NN) search

and SVD++ [68] which is preferable in the implicit feedback setting. Both methods

are implemented in the python package Surprise [49]. We perform a grid search on

hyper-parameters for SVD++ on the validation set. In Table 4.5 we show the percent

improvement of the NN and our approach (PSL) over the SVD++ method, on the task

of predicting purchases.

Here we see that PSL achieves the best performance according to the preci-

sion@k and Mean Average Precision (MAP). We expect SVD++ to outperform the NN

baseline, however, it does so only according to the MAP. Next we inspect the sustainable

signals: domain knowledge, product metadata and purchasing patterns.

1https://eating-made-easy.com/sustainable-food-companies/,
https://www.motherearthliving.com/food-for-health/sustainable-food-companies-

zmoz12jazmel
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SVD++ PSL NN

p@5 0 80.8 55.5

p@20 0 48.6 30.5

p@50 0 14.9 7.46

MAP 0 63.7 -5.80

Table 4.5: Percent relative improvement w.r.t. SVD++, with largest statistically sig-

nificant improvements bolded.

4.4.3 Effects of each signal

Our model fuses three types of information: domain knowledge, product metadata,

and purchasing patterns. Thus we ask, how many products were discovered with each

source of information? As our model is collective, and infers sustainability jointly, to

resolve this question we ask how many products were discovered without each type of

information. That is, how many products without metadata were determined to be

sustainable, how many products without domain knowledge, and how many products

without either were determined to be sustainable.

Total Domain, No Metadata Metadata, No Domain With Neither

Found 862
21000 ≈ 4.1% 39

862 ≈ 4.5% 26
862 ≈ 3.0% 13

862 ≈ 1.5%

Table 4.6: Most products were discovered using all three signals.

In Table 4.6, we see that 862, or roughly 4% of all products considered, were

found to be sustainable. Comparing the importance of domain knowledge and metadata,

we see that they are relatively similar. Of the discovered sustainable items, roughly 4.5%

and 3.0% were missing metadata and domain knowledge respectively. This suggests that

domain knowledge may be a stronger signal than metadata. However, only 1.5% were

missing both. This shows that the combined sources of information are complementing

each other rather than finding distinct sets of products. However, there is still a question

of the quality of these discovered products. Next, we turn to a human evaluation to

assess the discovered products.
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4.5 Qualitative Evaluation

To assess the sustainability of discovered products, we ask a domain expert to evaluate

a subset of selected products with high sustainability scores. In this evaluation, each

item is scored as: Reasonably Sustainable, Partially Sustainable, or Not Sustainable.

In this assessment we do not ask if it would be more sustainable to not purchase this

item. For example, we assess the sustainability of a particular product of bottled water

and if the bottle is made of recycled material it may obtain a high score. However, it

would be more sustainable to buy a reusable water bottle. Thus, the evaluations of the

products are made in isolation, without considering if a better alternative would be to

not purchase at all.

We split the evaluation so that some products from each category in Table

4.6 are explored. Twenty products missing no information, ten products with no meta-

data, ten products with no domain knowledge, and ten products with neither domain

knowledge or metadata are evaluated. We show the evaluations in Fig. 4.1.

Overall No Metadata No Domain Knowledge Neither
0
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80

100

%
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Reasonably Sustainable Partially Sustainable Not Sustainable

Figure 4.1: Human ratings for a subset of discovered products. Discovered products are

rated as reasonably sustainable overall.

We see that the majority of evaluated products are found to be reasonably

sustainable. Both metadata and domain knowledge are useful in detecting sustainable

products. However, these two categories do not cover the entire dataset. Of the products

without either metadata or domain knowledge, 40% of those predicted to be sustainable

were deemed reasonably sustainable by an expert and 30% were deemed partially sus-

tainable. While improvements can be made to better discover products with incomplete
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information, the majority of these products were somewhat sustainable.

4.6 Discussion

We propose this work as a first step towards sustainable recommender systems. To the

best of our knowledge, ours is the first recommender system to take sustainability into

account. Our proposed model is able to find a reasonable number of sustainable prod-

ucts and the majority of these products are deemed reasonably sustainable by a domain

expert. There are many ways in which this work could be expanded. In the current

implementation, a small number of companies proved to be helpful in discovering sus-

tainable products. Thus, expanding this number might improve results. Furthermore,

our model would surely benefit from incorporating additional predictions from other

recommender systems, which has proved useful in related work [69]. Another next step

would be to utilize temporal information such as seasonal purchasing habits.

Our approach could be considered a hybrid recommender system [21, 39].

Thus, our work is similar to approaches which incorporate item features and domain

knowledge with collaborative filtering [135, 133]. One consideration in our setting is

that sustainability-minded customers may have constraints about what they will not

buy; for example, products containing toxic pollutants. Like constraint-based methods

[31], our probabilistic method can also incorporate hard constraints.

4.7 Conclusion

The intention-behavior gap expresses that people do not always behave in accordance

to their intentions. This gap is partly due to the lack of easily accessible and credi-

ble information on product sustainability. To address this issue, we propose a model

which utilizes three sources of information to discover sustainable products and make

sustainability informed recommendations. We demonstrate that this approach leads to

better recommendations than baselines. Furthermore, 74% of the discovered products

are deemed reasonably sustainable by an expert human evaluator.
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Part III

Education
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Educational data mining, or learning analytics, is a young field, whose goal is

to be able to advance student learning by analyzing new kinds of, and unprecedented

amounts of data. New kinds of data include: interactions with automatic tutors, activity

on online courses, and use of digital education applications. Whereas a study of a specific

intervention or curriculum in a classroom would require physical monitoring, and thus

be impossible to conduct at scale, digital interactions can be automatically recorded

for large numbers of students simultaneously. This explosion of data from massive

open online classrooms, (MOOCs) creates an unprecedented opportunity to answer

basic educational research questions. Simultaneously this new environment poses many

questions which demand exploration, for example, can students successfully learn in an

online environment, which kinds of students is this environment best suited for, and

how does learning differ from a physical to online environment.

One particular setting which has not seen sufficient attention, is high school

MOOCs. Colleges, and universities have been most aggressive in offering MOOCs, for

many different audiences, from college students, to life-long learners, to professionals

seeking job-skill certificates. Comparatively, high schools have less resources which

enable them to offer MOOCs, and there has been a dearth of data due to their relatively

small deployment.

I address this dearth in my work. Here, I analyze a novel high school MOOC.

This MOOC is unique in that it offers a hybrid teaching format where schools can

elect to have student coaches who guide students through the online material. One

offering of the course is training and support for these coaches. Thus, it provides a

novel combination of offline interactions and online instruction.

Furthermore, this course prepares students for the Advanced Placement (AP)

exam in computer science. This provides a natural post test for students. A post

test evaluates long-term learning by assessing students’ knowledge shortly after the

conclusion of a course, i.e. a post test should determine how much a student learned

from a course. That the AP exam is administered by a third party, using material which

was not created by a course instructor, ensures that it assesses students not only on

course mastery but on mastery of the essential computer science concepts taught by the

course.
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In this work, I utilize post-test performance to analyze student learning in this

high school computer science MOOC. In Chapter 5, I determine attributes of different

types of students and use these attributes to build a predictive model of student suc-

cess. Such a model could be used to determine which students are on track to succeed

and which students might need more help. Additionally, in Chapter 5, I inspect the

effectiveness of in-person coaching using causal methods.

In Chapter 5, I discover two unexpected groups of students whose course scores

do not align with their post-test performance. Unexpected high learners are those

students who do not participate much or perform strongly in the course, but who score

highly on the post test. Similarly, unexpected low learners achieve unexpectedly low

post-test scores. One possible explanation for the occurrence of unexpected low learners

is that students share answers amongst each other, and perhaps otherwise game the

system. This would explain high course performance which fails to translate into high

post-test scores.

Answer sharing is only one form of potential peer interactions, in the coached

setting where classmates likely have offline relationships they may also have diverse

course interactions. For example, in some cohorts course specific memes have been

generated and shared on the student forums. Additionally, students may work together

collaboratively such that weaker students learn from stronger students rather than copy-

ing their solutions.

In Chapter 6 I explore how peer interactions might influence student learning.

To do so I model the unobserved phenomena of working together. Students who work

together might benefit or suffer from collective knowledge and perform similarly overall.

Furthermore, working together might be a form of engagement which elicits increased

motivation to learn and succeed. Here, I model the relationship between working to-

gether and performance.

Taken together Chapter 5 and Chapter 6 inspect the ability of high school

students to learn effectively in an online environment. One question that remains is the

effectiveness of coaching. In a setting with only one student per coach, we found some

evidence of coaching resulting in stronger performance. However, the number of students

analyzed in this case was very small and future work might explore this finding more.
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Additionally, coaches have diverse skill levels and backgrounds and further analyzing

how these differences impact learning is a potential next step.
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Chapter 5

Effectiveness of Online Education

5.1 Introduction

Massive Open Online Courses (MOOCs) have emerged as a powerful mode of instruc-

tion, enabling access around the world to high quality education. Particularly for col-

lege curricula, MOOCs have become a popular education platform, offering a variety of

courses across many disciplines. Now open online education is being deployed to high

schools worldwide, exposing students to vast amounts of content, and new methods

of learning. Even as the popularity of high school MOOCs increases, their efficacy is

debated [82]. One challenge is that the large amount of self direction MOOCs require

may be lacking in the average high school student.

To understand the applicability of the MOOC model to high schoolers, we an-

alyze student behavior in a year-long high school MOOC on Advanced Placement (AP)

Computer Science. This course is distinguished from traditional college-level MOOCs in

several ways. First it is a year-long course, while college MOOCs average 8-10 weeks in

duration. This provides ample opportunity to mine student interactions for an extended

period of time. Secondly, while traditional MOOCs have no student-instructor inter-

action, the high school MOOC that we consider incorporates instructor intervention in

the form of coaching and online forum instructor responses. Evaluating the effectiveness

of this hybrid model allows us to investigate the effect of human instruction on high

school students, a group which may particularly benefit from supervision.

Finally, we introduce a post test as a comprehensive assessment occurring after
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the termination of the course. A valid post test should assess students’ knowledge on

critical course concepts, such that students’ course mastery is reflected in their post-

test score. We treat the Advanced Placement (AP) exam as a post test and consider

students’ performance on this test as being indicative of long term learning. Previous

MOOC research evaluates students on course performance [62]. While course perfor-

mance can be a good metric for evaluating student learning in the short term, post-test

performance is a more informative metric for evaluating long-term mastery.

We propose and address the following research questions, aimed at evaluating

the success of MOOCs at the high school level.

1. Can high school students learn from a MOOC, as evidenced here by their post-test

(AP exam) performance?

2. How does coaching help students achieve better course performance and learning?

3. How can we predict student’s post test performance from course performance,

forum data, and learning environment?

5.2 Related Work

Research on online student engagement and learning, is extensive and still growing [65],

Anderson et al. [5], and Ramesh et al. [100] develop models for understanding student

engagement in online courses. Tucker et al. [134] mine text data in forums and examine

their effects on student performance and learning outcomes. Lorenzo and Clayphan

[140] analyze the effects of course design and teaching effect on students’ pace through

online courses. They conclude that both the course design and the mode of teaching

influence the way in which students progress through and complete the course. Simon

et al. [116] analyze the impact of peer instruction in student learning.

Particularly relevant to our findings is the impact of gaming the system on long-

term learning. Baker et al. [13] investigate the effect of students gaming an intelligent

tutor system on post-test performance. In the high school MOOC setting, we observe

a similar behavior in some students achieving high course performance, but low post-

test performance. We identify plausible ways in which these students can be gaming
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the system to achieve high course performance and present analysis that is potentially

useful for MOOC designers to prevent this behavior.

There is limited work on analyzing student behavior in high school MOOCs.

Kurhila and Vihavainen [72] analyze Finnish high school students’ behavior in a com-

puter science MOOC to understand whether MOOCs can be used to supplement tra-

ditional classroom education. Najafi et al. [85] perform a study on 29 participating

students by splitting them into two groups: one group participating only in the MOOC,

and another group is a blended-MOOC that has some instructor interactions in addition

to the MOOC. The report that students in the blended group showed more persistence

in the course, but there was no statistically significant difference between the groups’

performance in a post-test. In our work, we focus on empirically analyzing different

elements of a high school MOOC that contribute to student learning in an online set-

ting. We use post-test scores to capture student learning in the course and examine the

interaction of different modes of course participation with post-test performance. Our

analysis reveals course design insights which are helpful to MOOC educators.

5.3 Data

This data is from a two-semester high school Computer Science MOOC, offered by a for-

profit education company. The course prepares students for College Board’s Advanced

Placement Computer Science A exam and is equivalent to a semester long college intro-

ductory course on computer science. In this work, we consider data from the 2014-2015

school year for which 5692 students were enrolled.

The course is structured by terms, units, and lessons. Lessons provide instruc-

tion on a single topic, and consist of video lectures and activities. The lessons progress

in difficulty beginning with printing output in Java, and ending with designing algo-

rithms. Each lesson is accompanied with activities. These activities are not graded,

instead students receive credit for attempting them. Students take assessments in three

forms: assignments, quizzes, and exams, each released every two weeks.

At the end of the year students take an Advanced Placement (AP) exam.

Students can use their AP exam performance exam as a substitution for a single intro-

ductory college course. The AP exam score ranges from 1 to 5. In all, we have data for
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1613 students who take the AP exam. This number is a lower limit on the total number

of students who may have taken the course and the AP. The course provides a forum

service for students, which is staffed with paid course instructors. Approximately, 30%

of all students who created course accounts also created forum accounts, 1728 students

in all.

This course is unique in that it provides a coach service which high schools

can purchase. This option requires that the school appoint a coach, who is responsible

for overseeing the students at their school. The coach is provided with additional of-

fline resources, and has access to a forum exclusive to coaches and course instructors.

The average classroom size is approximately 9 students with a standard deviation of

approximately 12 students. The largest classroom size coached by a single coach is 72,

while some coaches supervise a single student. Of all students who have enrolled in the

course, approximately, 23% (1290) are coached and 77% (4402) are independent. From

here on we refer to the students enrolled with a coach as coached students.

We summarize the class statistics in Figure 5.1 below. The majority of coached

students sign up for the student forum, and many persist with the course to take the

final AP exam at the end of the year.
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Figure 5.1: Student participation varies between coached and independent students.
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5.4 Empirically Characterizing Success of a High-School

MOOC

In this section, we use post-test performance and course performance to question the

success of MOOCs for high school students. With an empirical analysis, we provide

insights on how to adapt high school MOOCs to benefit different groups of students. To

investigate this question, we focus on the subset of students for whom we have post-test

data. To evaluate student success in the course, we identify three measures of course

participation in MOOCs that are relevant to the high school population: overall score,

course completion, and post-test score.

Overall Score The overall score captures the combined score across course as-

signments, quizzes, exams, and activities, each of which contributes to the final score

with some weight. We maintain the same weights as those assigned by the course, exams

are weighted most heavily, activities the least.

Overall Score = .3*(Assignment Score + Quiz Score) + .6*Exam Score +

.1*Activity Score.

Course Completion The second success measure we use is course completion.

Course completion measures the total number of course activities and assessments com-

pleted by the student.

Course Completion =
Total Activities and Assessments Attempted

Total Number of Activities and Assessments

Post-Test Score This score captures student scores in the post test that is conducted 2

weeks after the end of the course. The score ranges from 1 to 5. This score captures

the advance placement (AP) score, hence we also refer to it as the AP score.

To evaluate the effectiveness of the high school MOOC on student performance,

we first examine the relationship between course completion and course performance.

We hypothesize that as students complete a higher percentage of the course, they should

do better in the course assessments leading to higher course performance scores and post-

test scores. Examining the correlation of course completion to post-test performance,

we find that they are positively correlated. This suggests that the course indeed helps
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students in achieving good performance in the assessments. However, we find that of

the students that achieve an overall score of 90 or greater, only 70% pass the post test.

Similarly, of the students who complete 90% of the course, only 63% pass the post test.

These initial observations indicate the need to perform a more detailed study in order

to understand the different student populations in the course.

Next, we examine the relationship between overall score and post-test score,

captured in Figure 5.2. From this plot, we see a positive linear relationship between

course performance and post-test score. Notably, we observe that the average post-test

score of the students who achieve a 90% or higher in the course is above a 4.0, and well

above a passing score.

Figure 5.2: The dot sizes are proportional to the number of students achieving the

overall score.

Students regularly complete three kinds of assessments: assignments, quizzes,

and exams. Assignments are programming exercises, testing students’ coding abilities.

Programming assignments are submitted online through an interface capable of compil-

ing programs and displaying error messages. Quizzes are multiple choice assessments on

course material, with an emphasis on recently covered topics. Exams have a similar for-

mat to quizzes but are slightly longer. Both quizzes and exams are timed and students

cannot change their answers once they submit them. In all, there are 15 assignments,

8 quizzes and 6 exams in the course. We will refer to them as A1:15, Q1:8, and E1:6, in

the discussion below.

In Figure 5.4, we present results of student performance across assessments.

Figures 5.4(a), 5.4(b), and 5.4(c) present average student assignment, quiz, and exam

scores for students who passed/failed the post test, respectively. We find that students
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who pass the post test do better on assessments. We also observe that the scores across

all assessments show a decreasing trend as the course progresses. This signals that the

assessments get harder for both groups of students as the course progresses. Another

important observation is the increase in scores for both groups at assignment 8, quiz

5, and exam 4; these assessments are at the start of the second term in the course,

indicating that students may have higher motivation at the start of a term.
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Figure 5.3: Students who pass are more likely to attempt assignments than students

who fail.

Additionally, some assessments show a greater difference between the two

groups of students, and performance on these assessments are more informative of stu-

dent learning. In Figure 5.4(c), we observe that for both passed and failed students, we

see the greatest dip in performance in the final exam. As the final exam is the most

comprehensive exam, and possibly most related to the post test, analyzing why students

do so poorly on this exam is a worthwhile direction of study in its own right.
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(a) Average assignment scores of passed

and failed students
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(b) Average quiz scores of passed and failed

students
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(c) Average exam scores of passed and

failed students

Figure 5.4: Passed students have higher average scores across all assessments than failed

students.

Another important dimension is considering assignment completion rate of

these two groups of students. In Figure 5.3, we examine the relationship between

attempting assignments and course performance and find that students passing the

post test also attempt more assignments. This implies that the high scores of these

students are not only the product of strong prior knowledge, but are also the result of

learning from the course.

5.5 Forum Participation and

Post-Test Performance

In this section, we analyze forum participation of students and examine it’s effect on

course success. To do so, we answer the following questions:
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• Does participation in forums impact post-test performance and learning?

• What are the key differences between participation styles of students who pass

the course and students who do not?

We first look at the average score of students who use the forum compared to

the average score of students who do not use the forum. Students who use the forum

have a statistically higher post test performance score of 2.77, whereas students who

do not use the forum obtain a score of 2.34, (p ¡ .001). It is not clear if the forum

impacts learning, or if instead, students with a high desire to learn are more likely to

use the forum.

To accurately evaluate forum participation of the two sub-populations, we

analyze them on different types of forum participation. Forum participation comprises

of different types of student interactions: asking questions, answering other student

questions, viewing posts, and contributing to conversation threads. Table 5.1 gives the

comparison of students who pass the post test against student who do not across the

various forum participation types. The different types of forum participation types are

referred to as: Questions, Answers, Post Views, and Contributions. We also consider

the number of days that a student was logged into the forum, which is denoted by Days

Online.

On average, students who pass the course make more contributions than stu-

dents failing in the course. They also answer more questions. Both groups seem to spend

roughly the same amount of time online, to view the same number of posts, and to ask

the same number of questions. What most distinguishes a student who passes, from one

who fails is whether they are answering questions and contributing to conversations.

63



Forum Behavior Failed Mean Passed Mean Failed Median Passed Median

Questions 3 4 0 1

Answers 1 4 0 0

Post Views 147 140 73 62

Contributions 9 16 1 2

Days Online 19 21 11 13

Table 5.1: The average forum participation is significantly more for students that pass

the course. The behavior for which there was a statistical significance difference between

the groups are highlighted in bold.

This analysis further demonstrates the importance of forums to MOOCs. An-

swering questions and contributing to conversations are two behaviors indicative of

strong post-test performance. We hope that MOOC designers can use this information

to create appropriate intervention and incentive strategies for students.

5.6 Coaching

In this section, we evaluate the effect of coaching on student learning. We compare

coached students to independent students using their participation in course assessments

and forums. We conclude this section by looking at the subset of students who have

only one coach, in order to isolate the effect of coaching from other classroom effects.
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(a) Average assignment scores of coached

and independent students
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(b) Average quiz scores of coached and in-

dependent students
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(c) Average exam scores of coached and in-

dependent students

Figure 5.5: Coached students have higher average scores than independent students.

5.6.1 Course Behavior

We inspect the average assessment scores of coached and independent students in Figure

5.5. Observing scores across assignments, quizzes, and exams in Figures 5.5(a), 5.5(b),

and 5.5(c), respectively, we find that coached students perform better than independent

students across all assessments.

Such differentially high performance in the course should indicate higher per-

formance in the AP exam for coached students. However, we see that coached students

fail to get a high post-test score. The average post-test score for a coached student is

2.43, while it is 2.59 for an independent student. We test statistical significance using

a t-test with a rejection threshold of p < 0.05. In Section 5.6.2, we analyze forum

participation of students to understand this difference in scores.
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5.6.2 Forum Participation of Coached and Independent Students

Analyzing forum participation of coached and independent students, we find that there

is a significant difference in forum participation between coached and independent stu-

dents. Table 5.2 gives the comparison between coached and independent students in

forum participation. On average, coached students ask more questions and answer fewer

questions on the forums when compared to independent students. Coached students ex-

hibit more passive behavior by predominantly viewing posts rather than writing posts,

when compared to independent students. This can be particularly dangerous if the

posts which are viewed contain assignment code.

Forum Behavior Coached

Mean

Independent

Mean

Questions 2.81 1.90

Answers 1.45 1.72

Post Views 145.49 81.50

Contributions 8.10 7.33

Days Online 20.64 12.55

Table 5.2: Coached students view more posts and ask more questions. The behavior for

which there was a statistical significance difference between the groups are highlighted

in bold.

In Table 5.3, we compare coached students who pass to coached students who

fail and see the same differences as those observed between all students who pass, and all

students who fail. Students who pass are more likely to answer questions, and contribute

to conversations.
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Forum Behavior Passed

Mean

Coached

Failed

Mean

Coached

Questions 3.97 2.87

Answers 3.04 0.56

Post Views 141.56 164.14

Contributions 14.19 5.93

Days Online 22.71 21.53

Table 5.3: The differences in forum behavior between coached students who pass and

who fail follow the same trends in forum behavior exhibited by the general population,

and shown in Section 5. The behavioral features for which there was a statistical

significance difference between the groups are highlighted in bold.

5.6.3 Coaches with Only One Student

To examine the effect of coaching class size on coached students’ post-test performance,

we examine coached students in a classroom size of one. Comparing average post test

scores of coached students who are singly advised by their coaches (classroom size of

one) with independent students, we find that the average post-test score for the coached

students is 3.6, while it is 3.2 for independent students. We hypothesize that the lower

score of coached students in classroom size greater than one is due to the possibility of

sharing answers when students study together. This explains their high overall score

but lower post-test scores. This analysis further suggests that the effect of coaching is

confounded by the effects of learning in a classroom with peers. To fully understand

the effect of a coach guiding a student through the learning process, the peer-effects of

classmates should be better understood and isolated. In Section 5.7, we take first steps

in this direction by proposing student types.

5.7 Inspecting Unexpected Student Types

In this section, we identify and analyze various types of students in the course based on

their performance in the assessments. We classify students into two broad types based
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on whether the overall scores and post-test scores are correlated. Figure 5.6 gives the

relationship between overall score and post test score for all students. Two groups of

students emerge, students who exhibit a correlation between overall scores and post test

scores, and students who do not. These two groups can be further broken down based

on whether they obtain a high score on the post test, yielding four groups of students.

• Low learners: These students have low values for both overall scores and post test

scores.

• High learners: These student obtain high values for both overall scores and post

test scores.

• Unexpected low learners: These students obtain high overall scores, but low post

test scores.

• Unexpected high learners: These students obtain high post test scores, but low

overall scores.

Among these, the unexpected low learners and unexpected high learners deviate from

the rest of the students. To analyze these two groups, we delve deeper into other aspects

of the course such as forum participation and coaching.
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Figure 5.6: Four groups of students emerge: low learners, high learners, unexpected

low and high learners. For high course performance we choose a threshold of 60% as a

passing grade.
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Figure 5.7: The majority of unexpected low learners are coached, while the majority

of unexpected high learners are independent.

5.7.1 Unexpected Low Learners

Unexpected low learners are those students who perform well on the course assessments

(with an overall score of over 60%) but who do not earn a passing post-test score. We

hypothesize that this might be due to their not retaining information from the course,

or not arriving at high overall course scores on their own. To understand their low

post-test performance, we examine their forum behavior and coaching environment.

As can be seen in Figure 5.7, approximately 91% of unexpected low learners

are coached students. Most of these students are part of large classrooms coached by

the same coach, increasing the possibility of getting answers from their peers/coach.

Plagiarism is a significant challenge in online courses as proctoring students online is

not as efficient as in classroom courses.

Further, analyzing forum performance, we find that approximately 76% of

unexpected low learners use the forum. Of those who use the forum, 91% are coached.

Table 5.4 gives the forum participation of coached and independent unexpected low

learners. The forum participation of these students have a strong similarity to failing

students in Table 5.1, participating passively in the course by viewing forum posts and

contributing to less answers. The coached students are less active than the independent

students on the forum in every way, even in post views. While it was posited before

that active forum participation is indicative of learning and high AP exam performance,

this may not be the case in all groups. For example, the small number of independent
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students may be using the forum for social, rather than learning purposes.

Forum Behavior Coached

Mean

Independent

Mean

Questions 3.5 9.2

Answers 0.5 15.0

Post views 195.0 293.0

Contributions 7.1 67.0

Days Online 25.6 35.2

Table 5.4: Forum behaviors for which there is a statistical significance between groups

are highlighted in bold.

5.7.2 Unexpected High Learners

Unexpected high performers earn an overall course score of less than 60% but pass the

AP exam with a 3 or above. Approximately 86% (357 out of 409) of unexpected high

leaners are independent and approximately 80% of the unexpected high learners (323

out of 409) are not on the forums. That this group can do so well on the post test,

without either a high amount of course or forum participation strongly suggests that

either these students have prior knowledge in computer science or that they are not

being primarily exposed to computer science through this course but are instead using

it to supplement another mode of instruction. A pre test of students’ prior computer

science knowledge would provide further clarity.

5.8 Predicting Performance from

Student Behavior

In Sections 5.4 and 5.5, we see that students’ post-test performance is affected by their

course and forum behavior. We construct features with which to model these different

characteristics of student behavior. These student models are then used to predict

post-test scores. By discovering the relative rank of the student model features, we

draw insights about student behavior relevant to learning, and to course design.
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5.8.1 Student Model Features

We group the course features from student interactions into four broad categories: 1)

course behavior, 2) forum behavior, 3) coaching environment, and 4) topic analysis

of forum posts. We extract features from student course behavior and forum behavior,

which we describe in Sections 5.4 and 5.5. The two other feature categories are described

below.

5.8.1.1 Coaching Environment

Students in the online course are either coached or independent. Coaches are provided a

separate discussion forum, apart from the student forum, where they can interact with

other coaches and instructors of the course. We extract features that capture coaches’

prior knowledge and their involvement in guiding students. Table 5.5 gives the list of

coaching related features extracted from the discussion forum for coaches.

Feature Explanation

Coached Boolean feature capturing whether a

student is coached or independent

Coach Views # posts viewed by the coach

Coach Questions # questions posted by the coach

Coach Answers # answers posted by the coach

Coach Contributions # contributions in the forum

Table 5.5: Coaching related features

5.8.1.2 Posts Topic Distribution

For extracting topics of the post, we explore the topic modeling framework using Latent

Dirichlet Allocation (LDA) [17]. Before using LDA we clean the text data by removing

stop words, stemming certain words, and removing all common course words, such as

code. To obtain the topic distribution of posts, we use the Machine Learning for Lan-

guage Toolkit (MALLET) [80]. We use the following parameters for the topic model:

number of topics = 150, and optimize-interval = 100, where the hyper-parameters re-

quired by LDA, α and β, are set to the default values.
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5.8.2 Predictive Model

We incorporate extracted features in a linear kernel Support Vector Machines (SVM)

model, using the python package Scikit-learn [93]. Comparing this model with other ma-

chine learning algorithms such as logistic regression, decision trees, and Naive Bayes we

found the results to be comparable. We filter our student pool to those who participated

in the forums and took the post test (approximately 16% of all students who completed

the post test). A subset of features that are predictive of post-test performance were

selected using recursive feature elimination in Scikit-learn [93]. Recursive feature elim-

ination works by training a classifier which weighs features and then trims all features

with the lowest weights; this trimming allowed us to obtain the best predictions, and

to understand which features are most predictive of student success.

5.8.3 Empirical Results

In this section, we present empirical results using the SVM model defined above to

predict post-test performance. To evaluate the effectiveness of this model we compute

the F-measure, which is the harmonic mean of precision and recall. F-measure is an

optimal metric for a setting with unbalanced classes such as ours, where accuracy may

appear to be deceptively high if a classifier reliably predicts the majority class. Our

model gives an F-measure of 0.81 for predicting post-test performance. We validate our

results with 10-fold cross validation. In the next sections, we analyze the attributes of

student behavior which are most predictive of performance.

5.8.3.1 Topics and Performance

The topics discovered by the topic model fall into four broad categories: help requests,

assignments, course material, and course activities. In Table 5.6, we present the ten

topics which are most predictive of post-test performance. The first three topics in the

table fall into the help requests category. They include words such as trouble, help, and

fail. Four of the top ten topics correspond to assignments, with top words which are

descriptive of assignments from the course. For example, in assignment A4 students are

asked to write a program to count the number of hashtags, links, and attributions in

a tweet, and in the topic associated with this assignment we see the words: hashtag,
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tweet, attributions, mentions, and links. Two topics represent the concepts discussed

in the course: object oriented programming, and hash maps. The hash maps topic is

particularly interesting as hash maps are not introduced in the course, but students

still use them in their projects, and discuss them on the forum. The other prominent

topics are topics related to course activities. For example, the activity topic in the the

table is an activity given to students to print the location of a vehicle. This is the most

elaborate activity that students undertake in the course, hence it appears in the top

predictive topics for predicting post-test performance.

Topic Label Top Words

Help requests trouble, don’t, perfectly, won, updated

Help requests hope, helps, change, find

Help requests fail, expected, updated, supposed

Assignment content (A4) hashtag, tweet, attributions, mentions, links

Lecture (hashmaps) Map, key, Getvalue, Hashmap, entry

Course Activity vehicle, location, backward, forward, GetLocation

Assignment content (A6) ArrayList, words, remove, equals, size

Assignment content (A10) strand, size, TurnOn, green, BurntOut

Assignment content (A14) sort, insertion, swap, insert, algorithm

Lecture (OOP and Methods) object, constructor, methods, parameter, returns

Table 5.6: Top predictive topics and the words in these topics

Students Who Passed Students Who Failed

Assignment Help

Assignment 4

Computer Science Concept

Ungraded Activity

Assignment 6

Assignment 10

Assignment 14

Computer Science Concept

Figure 5.8: Students who pass post about different topics than students who fail.
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Figure 5.8 gives the distribution of passed and failed students across the dif-

ferent ten most predictive topics given in Table 5.6. We observe that passing students

post about the course activity on vehicles more than failing students. Since activities

only contribute to a small portion of their grade, participation in activities is a good

measure for students’ level of motivation and learning.

Additionally, we observe that failing students are far more likely to write posts

which fall in the help category. Looking at some of the posts in this category, we find that

these posts are often short and use help words, but do not contain detailed information

about the specific assignment problem in question. This finding suggests that analyzing

the posts for linguistic cues is helpful in understanding students’ motivation.

The third important take away from this analysis is that this topic distribution

can help discover patterns in student behavior. For example, passing students post

about assignment A10 more than failing students. But, failing students post more

about assignment A4. As assignments tend to get harder as the course progresses, the

difference in behavior can be attributed to failing students needing help on the easier

assignments, while the savvier students focus on the harder assignments.

5.8.3.2 Critical Assessments

Here, we describe the most predictive assignments, quizzes and exams that we use in the

predictive model. We find that assignments A4, A8, A9, and A10 are the most predictive

assignments. These assignments are on core concepts and hence may be the most

critical assignments in the course. This observation is bolstered by the fact that these

assignments are referenced in the forums more than other assignments. Two of these

assignments feature in the top ten predictive topics given in Table 5.6. Pinpointing the

moment when a student needs help is not only predictive of their success, but also critical

in maintaining engagement and understanding. Understanding which assignments are

discussed more in the forums can reveal important information for initiating instructor

interventions.
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5.9 Conclusion

From this analysis we conclude that MOOCs are a viable option for high school students.

Forty-seven percent of students who took the post test passed it. Four hundred and

sixty four of these students were to the best of our knowledge self-directed. While we

can say that MOOCs work for some high school students, the particularities of this

group must be understood. It is not clear, for example, how the students who achieve

high course scores, but low AP exam scores are able to do so. Are they receiving answers

from other students, or have they truly mastered the course content, but lack the ability

to demonstrate this mastery on a test? High school MOOC students are a unique group

with particular modeling demands.

We have developed models of these students, characterizing high and low learn-

ers by their course and forum behavior, as well as by the topics that they post about.

These models have allowed us to differentiate the behavior of students who pass from

that of students who fail. In this case study post-test performance was correlated with

course-performance, such that students who earned a high course score also earned a

high post-test score. Students who performed well on the post test were more likely to

contribute to conversations, and to answer questions on the student forum. They were

also more likely to post about ungraded activities, and less likely to write posts asking

for help. Coached students were more likely to perform well in the course, and spent

more time on the forum. Understanding the differences between students who excel and

those who do not is crucial in developing the courses that students, and particularly

high school students need.

In the next chapter, continue our analysis of this high school MOOC. In Chap-

ter 6 we introduce latent variables to explicitly model student types in predicting course

performance. Additionally, we incorporate social factors in predicting performance, such

as classroom membership and collaborative activity.
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Chapter 6

Peer interactions and learning

6.1 Introduction

In online environments, social behavior has been shown to affect attrition [106], support

knowledge construction [60, 9] and improve course enjoyment [76]. Forum interactions

have proven invaluable as a source of information on how students form online rela-

tionships, share knowledge and engage interactively. Critically, forum engagement has

shown to be indicative of course success [132].

However, not all interactions are automatically beneficial to student success.

For example, Rosé et al. [105] report the negative effects of antisocial behavior. Fur-

thermore, when working together to learn course content, not all student groups should

expect the same benefits from collective efforts [118].

An important aspect of collective knowledge construction is the organizational

structure of the group. However, there are many open questions into how various

group structures might interact with student types and overall learning. For example,

Wen et al. [143] found that when organized in groups, students with strong group

leaders performed best and other group characteristics can impact both individual and

collective performance [78]. Additionally, group dynamics, such as degree centrality and

competitiveness, can impact course performance [118].

We inspect the same MOOC as in Chapter 5. A striking characteristic of this

MOOC is that it has a live-instruction component. Some students enroll in the course

through their high school and have access to a instructor referred to as a coach. Each
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coach created different classroom environments and aspects of these environments were

correlated to performance. Here, we use classroom membership to to collectively predict

individual performance and infer latent classroom strength. This allows us to model

some unobserved aspects of group learning, where students in the same classroom might

benefit from unseen collaboration and collective knowledge construction.

Unexpectedly, in Chapter 5, we discovered two groups of surprising students

whose course performance did not align with their post-test performance. One potential

problem in an online environment is that students can freely share answers with each

other, where each can submit the same answer to the online system. Many different

dynamics can arise from this simple scenario each with its own implications for learning.

For example, if one strong student is solving the problem on their own, and sharing the

answer with their peers, these answer receivers may miss learning opportunities. Alter-

natively, if the students are working cooperatively together, their joint answer might be

stronger and they may benefit from the group effort. To analyze these different scenar-

ios, we infer latent co-working ties which reflect the extent to which two students are

working together on a given assignment. We then use coworking dynamics in predicting

student strength. This collective performance model not only allows us to discover and

exploit collaboration dynamics, but improves upon the model predictions presented in

Chapter 5.

6.2 Related Work

Understanding the social processes of student learning is an active area of research [6].

In online courses, student forums are essential in lending insight to how peer behavior

impacts motivation, engagement and other performance metrics [106, 60, 9, 47]. Other

work has inspected the impacts of physical colocation [76, 18] and social search [123]

on learning and the meaningfulness of social networks outside of course forums [138].

As social interactions are found to have large positive impacts on student experiences

much work has focused on building tools to improve collaborative learning. Rosé et

al. have proposed supportive technologies to enhance forum participation and course

collaboration [105, 71]. As well as on automatically analyzing both online networks and

forum corpora [104].
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Additionally, some studies have focused on the effects of peer interactions on

learning. Wang et al. [142], investigated the relationships between types of MOOC

forum behavior and learning, and found interactions to be indicative of learning gains

in some cases. For example, the extent to which a student actively recounts course

material on the forum correlates to post-test performance. Wen et al. [143] analyzed

various team aspects in an online course to discover which correlated with performance.

Their work demonstrates the potential positive benefits of learning teams, especially

when team leaders are active in team building.

In our work, we infer unobserved offline collaboration through online inter-

actions. These inferred offline interactions are then used in modeling the influence of

collaboration on performance. In addition, we model latent student strength. Thus,

we can model how interactions between students of varying strength levels can impact

performance.

6.3 Probabilistic Performance Prediction

Here, we extend the prediction model in Chapter 5. In our new model, Interactions,

in addition to predicting if a student will pass the post test or not, we would also

like to predict their latent strength and collaboration partnerships. We propose several

potential collaboration dynamics. As each of these might be appropriate for this setting,

we learn weights for each potential dynamic. For coached students, we also predict the

strength of the section in which they are enrolled. We construct our models with PSL.

To illustrate PSL in the online course context, consider a rule which says

that if two students exhibit similar course performance and one passes the post test,

the other will be likely to as well. To express this rule we introduce the predicate

SimilarCoursePerformance, which takes two students as arguments and which ex-

presses their course performance similarity as a value between 0 and 1. Additionally, we

introduce the predicate Pass, which takes a student as an argument and whose truth

value indicates whether this student passes the post test. With these predicates, we

define our rule in PSL as follows:
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wsim : SimilarCoursePerformance(Sa, Sb) ∧Pass(Sa)⇒ Pass(Sb).

Next we demonstrate how PSL can be used to template a predictive model for post-test

performance. For each student, Si, we would like to predict if this student will pass or

not, that is we would like to infer the truth value of Pass(Si). We would also like to

assign each student a strength value, such that strong students are likely to pass. To

do so, we introduce Type(Si, T ), where T is either Strong or Weak.

As slightly more students fail than pass, we include a prior with small weight

which indicates that most students will not pass (shown as first rule in Table 6.1). To

express that a student’s strengths are related, that is a strong student cannot simulta-

neously be a weak student, we impose a functional constraint. This constraint ensures

that the truth values of all potential types for a given student sums to 1 (shown as final

rule in Table 6.1).

wneg : ¬Pass(S)

∞ :
∑

t∈Types

Type(S, t) = 1

Table 6.1: Priors and Constraints

We make use of the predictions from the model explained in Chapter 5 to infer

students’ latent strengths. In the first two rules in Table 6.2, we learn weights to express

the dependence between the SVM predictions and students’ types. We also use the topics

of the posts each student contributes to the student forum. For each topic which is con-

sidered by feature selection to be predictive, we learn a weight for the rule which states

that mentioning this topic is indicative of a student being Strong. This is shown with the

rule template shown in the third line of Table 6.2, where the value of PostTopic(P, tk)

is the topic distribution assignment of topic tk and Author(Si, P ) is 1 if Si authored

post P . Similarly, we would like to express the relationship between forum contribu-

tions and student strength. To do so, we introduce the predicates Answers(Si, A),

Contributions(Si, A), DaysOnline(Si, A) and Views(Si, A), where A can be either

low or high. We then express the relationships between these behaviors and strength

with the remaining rules in Table 6.2.
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wsvms : SVMPredicts(S)⇒ Type(S,Strong)

wsvmw : SVMPredicts(S)⇒ Type(S,Weak)

wtj : PostTopic(P, tk) ∧Author(S, P )⇒ Type(S,Strong)

wah
: Answers(S, high)⇒ Type(S,Strong)

wal
: Answers(S, low)⇒ Type(S,Weak)

wvh : Views(S, low)⇒ Type(S,Strong)

Table 6.2: Inferring Student Strength

We are also interested in how membership in particular classrooms might im-

pact performance. To express the strengths of various learning environments, we intro-

duce SectionStrength(C, T ), where C refers to a class or section ID and T is either

Strong or Weak . As for students, we constrain sections’ types with the final rule in

Table 6.3, which expresses that a section cannot be simultaneously Strong and Weak .

wnwt : ¬WorkingTogether(Si, Sj)

∞ :
∑

t∈Types

SectionStrength(C, t) = 1

Table 6.3: Collaborative Priors and Constraints

To infer section strength, we use features discovered in Chapter 5. In addition

to the student forum, the course includes a forum where coaches can interact with each

other and with course instructors. To model the behavior of coaches on this forum,

we introduce the predicates CoachAnswers(C,A) and CoachOnline(C,A), where

A can be either low or high. CoachAnswers refers to the number of questions a

coach answers on the coach forum and CoachOnline refers to the number of days the

coach logs into the coach forum. Additionally, we consider the number of students in

a classroom with CoachClassSize(C,A). The rules in Table 6.5 relate coach forum

behavior to section strength.

For each rule in Table 6.2, we also have a rule which propagates these student

behaviors into section strengths. These rules express that if a student is predicted to

be strong and is enrolled in a given section, then that section should also be strong. We

make this clear with the following template:
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Behavior(S) ∧BehaviorCorrelated(T ) ∧ InSection(S,C)⇒ SectionStrength(C, T )

where an example behavior correlated with strength is answering questions on the stu-

dent forum. Thus, each rule in Table 6.2 which infers student strength, has a version

following this template which instead infers section strength.

Additionally, we observed that coached and students exhibit different behavior

on the forum. Moreover, these behaviors are differently correlated with success. For

example, when viewing coached students view a high number of posts this behavior

is associated with low performance. However, when independent students view a high

number of posts it is correlated with high performance. In order to capture these

differences, we introduce two predicates Coached(S) and Independent(S) where each

return binary values according to whether a student, S, is coached or independent.

wecx : AssessmentScore(S,Ax) ∧Coached(S)⇒ Type(S,Strong)

weix : AssessmentScore(S,Ax) ∧ Independent(S)⇒ Type(S,Strong)

wvhc : Views(S, high) ∧Coached(S)⇒ Type(S,Weak)

wvhi : Views(S, high) ∧ Independent(S)⇒ Type(S,Strong)

wdi : DaysOnline(S, high) ∧ Independent(S)⇒ Type(S,Strong)

wctc : Contributions(S, high) ∧Coached(S)⇒ Type(S,Strong)

wcti : Contributions(S, high) ∧ Independent(S)⇒ Type(S,Weak)

Table 6.4: Student Types, Behavior and Performance

Furthermore, we introduce these type-specific rules in Table 6.4. In the first

rule, we learn the association between student strength and performing well on course

assessments. The AssessmentScore(S,Ax) of student S on exam Ax is their true

score scaled to be between 0 and 1. In the following rules, we model the relationship

between types of forum behavior and student strength, when these relationships differ

by student instruction type. As in Table 6.2, the rules which concern coached students

also have a duplicate for inferring section strength, following the template above.

Next, we would like to uncover collaborative behavior and utilize it to improve

predictions. Here, we are interested in one form of collaborative behavior, when stu-

dents work closely together on the same assignment. We model this behavior with the
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predicate WorkingTogether(Si, Sj), which takes two students as arguments and ex-

presses the extent to which these students might be inferred to be working together. As

we do not know if two students are working together or not, we model working together

behavior as a latent variable and infer the values to WorkingTogether(Si, Sj) for

all potential Si, Sj pairs. We express the prior belief that most pairs of students do not

work together with the first rule in Table 6.3.

wcah : CoachAnswers(C, high)⇒ SectionStrength(C,Strong)

wcao : CoachOnline(C, low)⇒ SectionStrength(C,Weak)

wccs : CoachClassSize(C, low)⇒ SectionStrength(C,Strong)

Table 6.5: Inferring Section Strength

We then use section strength to inform the predictions of students’ strengths. This is

shown in Table 6.6. This rule expresses that if a student is enrolled in a strong section,

they may also be a strong student. The next rule in this table expresses that students in

the same section will have similar strengths. The final rule restates this, but modulates

this dynamic by section strength.

wsecs : SectionStrength(C,Strong) ∧ InSection(S,C)⇒ Type(S,Strong)

wcol : SameSection(Si, Sj) ∧Type(Si, T )⇒ Type(Sj , T )

wcols : InSection(Si, C) ∧ InSection(Sj , C) ∧ SectionStrength(C, T ) ∧Type(Si, T )

⇒ Type(Sj , T )

Table 6.6: Section Strength and Student Strength

wwt : Author(Si, P1) ∧Author(Sj , P2) ∧ SimPost(P1, P2)⇒WorkingTogether(Si, Sj)

wwta : WorkingTogether(Sj , Si)⇒WorkingTogether(Si, Sj)

Table 6.7: Working Together

To infer that students may be working together, we inspect forum post con-

tent. We define a post similarity function, PostSim(P1, P2), which takes two posts as

arguments and returns their similarity as a value between 0 and 1, where 1 indicates
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equality. If two students have similar posts, we predict that they are working together,

as shown in the first rule in Table 6.7.

wcs : InSection(Si, C) ∧ InSection(Sj , C) ∧ SectionStrength(C,Strong)

∧WorkingTogether(Si, Sj) ∧Type(Si,Strong)⇒ Type(Sj ,Strong)

wcw : InSection(Si, C) ∧ InSection(Sj , C) ∧ SectionStrength(C,Weak)

∧WorkingTogether(Si, Sj) ∧Type(Si,Weak)⇒ Type(Sj ,Weak)

wcsw : InSection(Si, C) ∧ InSection(Sj , C) ∧ SectionStrength(C,Weak)

∧WorkingTogether(Si, Sj) ∧Type(Si,Strong)⇒ Type(Sj ,Weak)

Table 6.8: Collaboration and Student Types

Now, we express how working together might relate to student and section

strength in the rules in Table 6.8. We model that a student is in a given section, C,

with InSection(Si, C). The first rule in Table 6.8 expresses that if two students are in

a strong section and they are working together, if one of them is a strong student, the

other is likely to be as well. Similarly, if two students are in the same weak section and

they are working together, if one is weak, the other one likely is as well. The last rule in

Table 6.8 expresses a different dynamic. Here, if two students are in a weak section and

one of them is strong, they may be working with a weaker student. This rule captures

the potential dynamic of answer sharing. Coaches of strong sections might be better

able to prevent such behavior; consequently we model this dynamic occurring in weaker

sections.

Finally, we predict whether a student will pass with the two rules in Table

6.9, which connect a students’ strength to passing. Together, the rules presented in this

section make up the collective probabilistic model Interactions. Next, we inspect the

results of this model and compare it to the SVM model in Chapter 5. Additionally, we

analyze the discovered collaborations.

wsp : Type(Si,Strong)⇒ Pass(Si)

wwp : Type(Si,Weak)⇒ ¬Pass(Si)

Table 6.9: Predicting Performance
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6.4 Empirical Evaluation

Here, we evaluate our model’s ability to predict students’ post-test performance. We

compare a Support Vector Machine (SVM) to our collaborative PSL model. For each

model we perform 3-fold cross validation.

There are 196 potential features for each model. Here, we use Recursive Feature

Elimination (RFE) to select the most useful features. Twenty features were found to be

the best, and the SVM was trained on these twenty features. We additionally performed

feature standardization before the RFE procedure.

We show the predictive results in Table 6.10. We see that the PSL model

outperforms the SVM overall, and for each student group as well. Both models are

better able to predict the performance of coached than independent students.

Precision Recall F-Measure

All

SVM 77.3 75.9 76.6

Interactions 82.0 82.4 82.2

Coached

SVM 72.6 74.2 73.4

Interactions 78.4 80.5 79.5

Independent

SVM 86.0 79.0 82.5

Interactions 88.6 85.7 87.1

Table 6.10: Predicting post-test performance. In this table, statistically significant

improvements are shown in bold.

6.4.1 Inferring Class Strength

In addition to inferring if students will pass the post test, we also infer the latent

strength of each class or section with a coach. This inference allows us to utilize section

strength in predicting students’ performance and in modeling collaboration dynamics.

While true section strength is an unobserved variable, here we introduce a proxy score

to evaluate our model.
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To do so, we introduce two proxy scores and evaluation metrics. For each class

we calculate the percentage of students who pass the post test. We then calculate both

binary classification metrics and error metrics. In the binary case, we treat each section

with a pass rate greater than 50% as a strong section, and round our predicted strength

values with a .5 threshold. Otherwise, we compare the raw percentages to the predicted

strength values and calculate the Mean Square Error (MSE). These results are shown

in Table 6.11.

Precision Recall F-Measure MSE

Section Strength Classification 67.9 1.00 80.9 .280

Table 6.11: Inferring class strength.

In Table 6.11, we see that we are reasonably able to infer section strength.

The F-Measure is quite high at 80.9. However, recall is much higher than precision, and

precision can be further optimized. Additionally, we see that the MSE is fairly low.

A section’s strength is most likely a combination of the abilities and achieve-

ments of its constituent students and of the coach leading the section. Coaches can

influence students’ learning and determining what aspects of coaching are most effec-

tive can have a large impact on learning. Here, we model several potential indicators of a

coach’s strength and show that these offer reasonable performance. While these indica-

tors might help course designers in choosing coaches to approach with extra resources,

they are not informative enough to lend insight into successful classroom strategies.

For example, we do not know how often strong instructors decided to meet with their

students, nor do we know their prior knowledge.

6.4.2 Collaboration Dynamics

We also modeled working together on specific assignments as one form of collaboration

dynamic. As we saw in Chapter 5, there was a group of coached students who achieved

high course scores, yet failed to pass the AP exam. We posited that they may have

received answers from successful peers, and thus been able to pass the course without

sufficiently learning the material to pass the post-test. This behavior can be summa-

rized with the term answer sharing. Additionally, we know that students benefit from
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collaboration, and we might see successful students working together.

In inferring these collaboration dynamics, we introduced a post similarity func-

tion. Given two messages, the first criterion is that these messages have high text

similarity. Text similarity is calculated as the cosine similarity between term frequency-

inverse document frequency (TF-IDF) vectors. In constructing the TF-IDF vectors we

consider the entire corpus. Additionally, we only consider interactions between students

in the same coached section.

Next, we inspect which kinds of students work together. To do so, we consider

all students who pass the AP as Strong students, and all students who do not pass as

Weak students. In total, we find 19 pairs of students out of 119 potential pairs. Of

these, the largest interactions are between weak students.

Weak Strong

Weak 9 5

Strong 5 5

Table 6.12: Number of interactions of each type. We do not distinguish between weak-

strong and strong-weak.

The absolute numbers here are very small. We do see that there is potential

evidence of answer sharing, in the strong-weak interactions. Of the weak students in

these interactions, they are all unexpected low learners with high course scores and

low post-test scores. Furthermore, of the weak-weak interactions the majority are also

between unexpected low learners. However, we also see interactions between strong

students.

6.5 Discussion

In this chapter we investigated whether we might improve predictions by modeling

collaboration dynamics. Indeed, this was the case. We saw improvements in F-Measure

over the SVM model of 7.4%, 8.3% and 5.7% overall, for coached students and for

independent students, respectively. As the collaborative model can take advantage of
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classroom information and interactions between coached students, we expect to see the

largest increase with regards to coached students.

In this collaborative model, we are also able to analyze section strength and

pairs of students inferred to be working on assignments together. By doing so, we see

that we are reasonably able to predict section strength, and that this is useful in pre-

dicting student’s performance as well. Additionally, we saw that the most common co-

working interaction was between weak students and that the majority of all interactions

involved one unexpected low learner. While collaborations can be beneficial for learning,

high school students may need more guidance in forming successful teams. However,

we only uncovered a small total number of such interactions. To better measure the

effect of collaboration, it would be useful to observe changes in students’ strength after

working together. For example, do we see stronger students aiding weaker students to

the extent that they can also pass the post-test? Our inferred coworking pairs are a

static snapshot of evolving relationships. In future work we will take temporal aspects

into account when studying these effects.

6.6 Conclusion

By modeling collaborative dynamics and inferring target values collectively, we were

better able to predict students’ exam performance. We also introduce latent variables

to uncover hidden structure in this domain. By inferring latent section strength, we

could better predict the performance of coached students and by inferring pairs of

students working on assignments together, we could better address questions left open

in Chapter 5.

In the next two chapters we continue this work of utilizing inherent structure

in collectively inferring target variables. We also introduce latent-variables to uncover

hidden phenomena in domains concerning malicious behavior. For example, in detecting

cyberbullying behavior we infer latent relational ties, and while predicting the future

movements of human traffickers we discover latent links between locations. Next, we

explore this work in more detail.
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Part IV

Malicious Behavior
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Online activity captures traces of human behavior. As people form, strengthen

and shatter relational ties on social media their publicly posted comments, likes, and

friendship links provide rich sources of information into how they behave both online,

and to a certain extent, offline. Online market places reveal what people seek and

purchase, sometimes for offline purposes. In Part II I demonstrated how online shopping

data can be used to discover sustainable products and customers. In Part III I analyzed

online course data to draw conclusions about learning. This part is concerned with how

online data can be used to detect, and model malicious behavior.

Malicious behavior is in some ways emboldened in online environments. So-

cial media and online forums can provide a veil of anonymity where posters assume

pseudonyms and can post without fear of offline repercussions. Furthermore, public

social media, such as Twitter, can provide bullies with large audience. As youth are

reported to perceive anonymous attacks as worse than non-anonymous attacks, and

public attacks as worse than private ones [121], online environments may worsen cir-

cumstances for victims. Similarly, criminal activity can be facilitated by online markets

where new customers can be reached more easily via electronic methods [50, 29]. In re-

gards to sexual services, Cooper outlines how the internet increases access, affordability

and anonymity [24].

In these settings, online data can provide a wealth of information about oth-

erwise difficult to track activities. However, such data, while plentiful, can be of poor

quality. When subjected to standard preprocessing, online messages can stripped to

a small number of words. In malicious domains, criminals may attempt to obfuscate

critical identifying information, leaving slight amounts of feasibly extractable pieces of

information.

Modeling the structure inherent in these domains can alleviate issues arising

from poor data quality. My work centers around this goal. In Chapter 7 I introduce a

socio-linguistic approach for detecting cyberbullying. This method makes use of social

and linguistic structure to detect cyberbullying, and uses a number of latent representa-

tions to categorize types of attacks, assign roles to participants and discover relational

ties. In Chapter 8 I introduce a spatio-temporal model for predicting the future move-

ments of human traffickers. Similar to the cyberbullying work, I also introduce latent
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variables to better model the problem, and to provide some interpretation to the results.

Here, I introduce latent route-segments and links between locations which can describe

multi-step movements.

Each chapter addresses questions into human behavior through online data.

In Chapter 7, I inspect how social status relates to participants’ roles. For example,

are people with low-status more likely to be victims or bullies? Additionally, I explore

the different ways that aggressors form attacks. I also inspect gender differences among

participant roles.

Chapter 8 evaluates how environment events impact human trafficking. As

climate change escalates the impact of environmental stressors on human activity is

theorized to intensify [101, 3]. I propose three potential impacts of catastrophic events

on human trafficking, and explore each through online data.

Together, this work demonstrates the benefits of incorporating structure in

malicious domains, where online data can be sparse and of low quality. Additionally,

including latent variables can provide many benefits. These variables can uncover hidden

structure and which can be used to improve predictive performance. They can also be

used to explore unobserved phenomena. For example, in the cyberbullying case I analyze

different types of attacks and the connection between relational ties and participant

roles.

A persistent open question in this work is to what extent online activity rep-

resents offline psychological states, behavior and relationships. For example, in the case

of cyberbullying an open question is how representative online interactions are of of-

fline relationships. In the case of human trafficking, a question is the accuracy of the

information in online ads. For example, ads often contain mentions of the provider’s

ethnicity, though this might be not be the true ethnicity of the victim, but rather an

ethnicity that the poster expects to create a strong response rate. Future work in this

area might further explore the relationship between online and offline behavior.
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Chapter 7

A Socio-linguistic Approach for

Cyberbullying Detection

7.1 Introduction

Bullying has long presented physical, emotional and psychological risks to children,

youth and adults. As such, there is an extensive body of knowledge aimed at under-

standing and preventing bullying. Far less is known about cyberbullying, the newest

form of interpersonal aggression. Cyberbullying occurs in an electronic environment

[77], from online forums to social media platforms such as Twitter and Facebook. As

it can occur at any time or location, cyberbullying poses new psychological risks, while

also influencing physical well being [77, 56, 59]. It also introduces new questions of

governance and enforcement, as it is less clear in an online environment who can and

should police harmful behavior.

A necessary first step in understanding and preventing cyberbullying is de-

tecting it, and here our goal is to automatically flag potentially harmful social media

messages. These messages introduce unique challenges for natural language processing

(NLP) techniques.

As they are unusually short and rife with misspellings and slang, when treated

with traditional text pre-processing, these messages can be stripped to only one or two

words. This sparsity makes cyberbullying messages especially ill-suited for methods

which depend on sufficiently large training corpora to generalize well. Solutions which

91



can augment poor textual data with domain knowledge or social data might outperform

those which rely on text alone.

Not only is labeled data costly, but it can be error-prone as annotators are

generally third parties who are not directly involved with the incidents of cyberbully-

ing. Thus their labeling is subjective, and even labels with high inter-annotator agree-

ment may be incorrect. Rather than throwing out annotations with low inter-annotator

agreement, we propose a series of probabilistic models which can directly incorporate

uncertainty. Furthermore, we show that modeling uncertainty in the training data can

improve the performance of all models, demonstrating that a probabilistic approach is

well suited for this domain.

We develop a series of probabilistic models of increasing sophistication and

implement these models in PSL. Our first model makes use of text, sentiment and

collective reasoning. Next, we incorporate seed-words and latent representations of text

categories. Finally, we make use of social information by inferring relational ties and

social roles.

Our models are evaluated on a dataset of youth interactions on the social

media platform Twitter. Twitter has emerged as a fertile environment for bullying

[15]. Twitter’s ability to provide a veil of anonymity can facilitate bullying [34, 126].

Whittaker and Kowalski [144] found that though fewer survey participants used Twitter

(69.4%) compared to Facebook (86.5%), a higher percentage of participants experienced

cyberbullying on Twitter (45.5%) than Facebook (38.6%) (and other platforms). We

compare our models to a baseline N-Grams model. This model is comparable to stan-

dard bag-of-n-grams approaches. Additionally, we compare to an implementation of a

state-of-the-art approach.

Our contributions include strategies for learning from uncertain annotations

and linguistic models which demonstrate the utility of domain knowledge and collective

reasoning. In addition, we introduce two novel latent-variable models which categorize

attacks and identify user roles by exploiting inferred relational ties. These models are

advantageous in that they combat the sparsity of textual data and provide interpretation

of latent phenomena, such as relational power dynamics, in cyberbullying.
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7.2 Related Work

Hodas et. al. analyzed network dynamics of Twitter users to address questions of friend-

ship [45] and found that Twitter dynamics reaffirm well-studied principles of friendship.

Kim et al. [64] studied 2193 pairs of users and found that their online interactions were

impacted by offline friendships.

Current methods for detecting cyberbullying have largely relied on linguistic

classifiers [22, 146, 103, 136, 145]. Using TF-IDF features and contextual features, Yin

et al. [146] predict bullying with high accuracy. Chen et al. [22] develop a novel

framework which incorporates unique style features and structure. Zhao et al. [147]

also make use of word embeddings.

Similar to our work, Raisi and Huang [99] use a small seed vocabulary to

indicate bullying events. They leverage participant roles to expand the set of candidate

bullying terms and better predict bullying. Their approach corroborates the idea that

seed indicators can be successful in this task. Their work is also similar to ours in that

they jointly infer roles and message labels. Critically, their work differs in that they

learn from unlabeled training data. Also in a similar vein to our work, Reynolds et

al. [103] compare a rule-based approach to a SVM and find that the rule-based model

obtains higher accuracy. Like Huang et al. [48], we use social network information. The

authors demonstrate that social features, such as network edge centrality, can improve

classification. Our work differs from theirs in that we jointly infer relationship status

while detecting messages, rather than constructing social features as a pre-processing

step. Finally, our work has been highly motivated by Van Hee et al. [136] who go beyond

binary classification to label events as belonging to textual categories. We compare our

models to an SVM implementation of Van Hee’s approach.

Similar to existing linguistic models, we build rich textual features to detect

cyberbullying. Additionally, we exploit dependencies and similarities between words,

documents and categories using a collective approach to better classify messages and

discover latent categories. A critical difference from other fine-grained approaches is

that we do not need labels to detect fine-grained bullying categories. Like existing

work, we infer participant roles and describe messages with textual categories. Our

work differs from previous state-of-the-art in that we address four distinct challenges in
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one model which jointly infers: participant roles, latent textual categories and relational

ties, while detecting cyberbullying messages.

7.3 Modeling Preliminaries

In order to model the intricate dependencies between language and participants in social

interactions, we propose a collective probabilistic approach. We construct our models

with PSL.

To illustrate PSL in the cyberbullying context, consider a rule which says that

if two messages are similar, and one contains bullying content, then the other one may

be likely to as well. To express this rule we introduce the predicate Similar, which takes

two messages as arguments and which expresses their similarity as a value between 0

and 1. Similarity can be described with many measures; for example, as the cosine

distance between document embeddings or as the Jaccard distance between one-hot

representations of the documents. In our linguistic models, we define similarity as the

cosine distance between documents in a learned embedding space, while in our latent

models, we introduce a range of similarity-like measures. Additionally, we introduce the

predicate BullyingContent, which takes a message as an argument and whose truth

value indicates bullying. With these predicates, we define our rule in PSL as follows:

wsim : Similar(Ta, Tb) ∧BullyingContent(Ta)⇒ BullyingContent(Tb).

Next we demonstrate how PSL can be used to template models for cyberbul-

lying detection.

7.4 Probabilistic Cyberbullying Detection Models

We propose a series of five probabilistic models. The first three models: N-Grams,

N-Grams++ and Seeds++, employ linguistic information to detect cyberbullying in

text. The next two models: Latent Linguistic and Latent Socio-Linguistic, utilize

latent abstractions to categorize text and label roles. Additionally, Latent Socio-

Linguistic infers relational ties.
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7.4.1 Linguistic Models

In each model, our goal is to find the MAP assignment to y. To do so, we introduce

BullyTweet(T ) which takes a tweet T , as an argument and whose truth value reflects

the extent to which this tweet contains bullying content. By inferring the truth values

of BullyTweet(T ) for all tweets, we are finding the MAP assignment to y.

N-Grams: The n-grams model consists of the rules in Table 7.1. To address

class imbalance, we introduce a prior in all models, ¬BullyTweet(T ) which captures

that the majority of messages do not contain bullying content. For each n-gram, we

instantiate a weighted rule correlating the presence of this n-gram within a tweet to the

extent to which it is a bullying tweet. By training these weights, we learn which n-grams

indicate bullying content. Here we consider n-grams to be unigrams and bigrams.

N-Grams++: The n-grams++ model contains the rules in Table 7.1 and

Table 7.2. To overcome the sparsity of the feature vectors in the n-grams model, we pro-

pose two advanced features: sentiment and a document embedding similarity. Sentiment

is assessed at the tweet level and provides some signal even from otherwise uninformative

tweets. As bullying messages can be highly charged, we model the valence of a tweet

with three predicates: NegTweet, PosTweet and NeuTweet, respectively expressing

the negativity, positivity, and neutrality of a tweet. Additionally, we learn distributed

representations of each tweet, allowing us to abate some issues of sparsity. By mapping

tweets to an embedding space, using any common text embedding method, we can en-

code the relationship that documents which are close to each other in that space should

have similar labels. To do so, we introduce the predicate Similar(Ti, Tj) whose truth

value is the cosine similarity between the embeddings of Ti and Tj , respectively, scaled

to be in [0,1]. By modeling similarity, we can explicitly express dependencies between

our target variables, thus benefiting from collective inference.

wi : HasWord(T, ngi)⇒ BullyTweet(T )

Table 7.1: N-Grams
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wneg : NegTweet(T ⇒ BullyTweet(T )

wpos : PosTweet(T )⇒ ¬BullyTweet(T )

wneu : NeuTweet(T )⇒ ¬BullyTweet(T )

wc : BullyTweet(Ti) ∧ Similar(Ti, Tj)⇒ BullyTweet(T )

Table 7.2: Sentiment and Document Similarity

The disadvantage of N-Grams and N-Grams++ is that the weight relating

each word to bullying must be tuned with training data, which is commonly sparse

because many words appear in only a few documents. This sparsity can make learning

from a small corpus difficult and can hamper generalization to unseen data. While

our N-Grams++ model mitigates this to some extent, a model which exploits domain

knowledge to reduce the number of free parameters may be better suited to this task.

wn : Insult(T ) ⇒ BullyTweet(T )

wt : Threat(T ) ⇒ BullyTweet(T )

wx : Sexual(T ) ⇒ BullyTweet(T )

ws : Silencing(T ) ⇒ BullyTweet(T )

wm2 : HasWord(T,W ) ∧DirectMention(W ) ∧ Insult(T )⇒ BullyTweet(T )

wm3 : HasWord(T,W ) ∧ IndirectMention(W ) ∧ Insult(T )⇒ ¬BullyTweet(T )

Table 7.3: Seed Phrases

Seeds++: We propose Seeds++ to address the limitations in correlating n-grams to

bullying content with short social media messages. Seeds++ consists of the rules in

Table 7.2 and Table 7.3, which relates certain phrases to bullying. Van Hee et al. [136]

found seven different categories of bullying messages. In our data we found evidence of

three: name calling, threatening and sexual remarks, as well as a fourth category we

refer to as silencing. Each category contains a small set of phrases.

Furthermore, we differentiate between attacks directed at individuals and third

parties with two rules. These rules specify if a message contains a direct second or

indirect third person reference. For example, “you” is a second person reference and

‘they” is a third person reference. If a word W , (which can also be an n-gram), is a
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second person reference DirectionMention(W ) will be 1, and if it is a third person

reference IndirectMention(W ) will be 1.

7.4.2 Latent Variable Models

To model unobserved phenomena, we introduce two latent variable models. In the

latent-linguistic model, the textual categories of messages and the roles of partici-

pants are modeled as latent variables. By describing messages with categories, and users

with roles, we can relate roles to types of attacks, rather than expressly connecting roles

to low-level linguistic cues.

Next, the socio-linguistic model expresses unobserved relational ties be-

tween participants and connects these relationships to participant roles and textual cat-

egories. As the true strength of any relationship between two people is an unobservable

quantity, we model relational ties with latent variables. Here, we treat these relational

ties as indicators of friendship (although they could also represent other types of social

ties) and predict the presence and strength of these ties both with social network and

linguistic signals.

Like the linguistic models described earlier, these latent variable PSL models

template HL-MRFs. One difference is that in the latent setting the joint probability

distribution is defined over x, y and z, where z is a vector of latent variables. To perform

weight-learning in the presence of latent variables, we use the method described by Bach

et al. [12].

In the following models we make use of functional constraints in PSL. Consider

the predicate Category(T,C) in [0, 1] which is 1 if tweet T can be described by category

C. We allow partial membership to categories while ensuring that a tweet cannot fully

belong to more than one category. This is expressed in PSL with the following functional

constraint:

∞ :
∑

c∈Categories

Category(T, c) = 1.

This constraint has infinite weight and ensures that a tweet cannot completely belong

to two categories simultaneously. In the following latent models, we use functional

constraints in modeling users’ roles in tweets, the text categories of tweets and the

membership of words in text categories.
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Latent-Linguistic: In this model we propose that each tweet can be described

with a latent category; these categories can be thought of as speech or dialog acts

[114] or as sub-topics. For example, we define three act types: Attack, Teasing and

Other. Furthermore, we define four kinds of attacks: name calling (N), sexual name

calling (Sn), silencing (S) and threatening (Th). We use Attacki, where i indexes into

{N,Sn, S, Th}, to indicate the occurrence of each type of attack. We use NotAttackj to

indicate the remaining categories, where j indicates one of teasing (Ts) or other (Ot).

∞ :
∑

c∈Categories

TextCat(T, c) = 1

∞ : TextCat(T,Ot)+TextCat(T, Ts) = 1−BullyTweet(T )

waib : TextCat(T,Attacki)⇒ BullyTweet(T )

Table 7.4: Inferring Text Categories

∞ :
∑

c∈Categories

WordInCat(W, c) = 1

wwtci : Categoryi(W )⇒WordInCat(W,C)

wtda : WordInCat(W,C) ∧HasWord(T,W )⇒ TextCat(T,C)

Table 7.5: Words to Categories

Let TextCat(T,C) be a random variable in [0, 1], such that it is 1 if the text category

of T is C. In Table 7.4 we introduce constraints which enforce useful dynamics for this

task. The first rule is a functional constraint. This forms a probability vector for each

tweet where the entries of the vectors are the text categories. This constraint allows

mixed membership while ensuring that a tweet cannot completely belong to more than

one category. In the second rule in Table 7.4, we relate the categories of teasing and

other to non-bullying messages. This rule also sets the truth value of a bullying message

to the combined truth values of each of the types of bullying attacks. This is useful as

messages can be combinations of categories, for example, a message may include name

calling and threats. In the final rule, we relate each type of attack to bullying messages.

As in Seeds++, the latent models make use of seed words; however, these

words now connect specific categories. Additionally, rather than correlating each word
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to bullying content, these categories are related to bullying. For each word, W , and

text category C, we model the extent to which this word belongs in this category,

WordInCat(W,C). For each word, we learn a probability vector over categories which

is encoded with the functional constraint in Table 7.5. The second rule in Table 7.5

relates known seed words to certain categories, where Categoryi(W ) is 1 if a seed word

is known to be in Categoryi. Instead of modeling that messages with seed words

indicate bullying content, with the final rule in Table 7.5, we model the categories of

messages according to their constituent words.

wwsc : WordInCat(Wi, C) ∧WordSim(Wi,Wj)⇒WordInCat(Wj , C)

wwscc : WordInCat(Wi, C) ∧ SameCluster(Wi,Wj)⇒WordInCat(Wj , C)

wwcoc : WordInCat(Wi, C) ∧CoOccur(Wi,Wj)⇒WordInCat(Wj , C)

wwac : WordInCat(Wi, C) ∧Associated(Wi,Wj)⇒WordInCat(Wj , C)

Table 7.6: Word Associations

To find potential words which may belong in a given category, we have four

collective word rules, shown in Table 7.6. The first two rules find replacement words for

seed words where replacements may have the same semantics as the seeds. For exam-

ple, we consider the similarity between words in an embedding space with WordSim.

We also utilize word clusters and consider words in the same cluster as seed words

with SameCluster. We also consider related non-replacement words which may be

commonly used with seed words. Each pair of words is assigned a co-occurence score,

CoOccur, which is the number of documents this pair occurs in, scaled to be in [0, 1].

Word associations can capture both replacements and associations, as words with simi-

lar conceptual meaning may be recalled in free association tasks [86]. Thus, we further

expand potential category words to include words associated with seed words.

wgdai
: NegTweet(T ) ⇒ TextCat(T,Attacki)

wndaj : NeuTweet(T ) ⇒ TextCat(T,NotAttackj)

wpdaj
: PosTweet(T ) ⇒ TextCat(T,NotAttackj)

Table 7.7: Sentiment of Text Categories
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Exactly as we used sentiment to suggest bullying content, we now model the

relationship between sentiment and categories. In Table 7.7 the argument Attacki refers

to any of the four attack categories and we express that tweets with negatively charged

content can be described as attacks, while those with positive or neutral content are

either in the category Other or Teasing.

wm2i : HasWord(T,Wi) ∧DirectMention(Wi) ∧HasWord(T,Wj)

∧WordInCat(Wj , Attacki)⇒ DialogAct(T,Attacki)

wm3 : HasWord(T,Wi) ∧ InDirectMention(Wi) ∧HasWord(T,Wj)

∧WordInCat(Wj , Attacki)⇒ DialogAct(T,Ot)

Table 7.8: Subjects and Text Categories

As in Seeds++, we differentiate between attacks with second and third person men-

tions. As shown in Table 7.8, those tweets with bullying words and second person

references may be attacks. Alternatively, messages with third person references are less

likely to be attacks.

In addition to predicting the bullying content of messages, we infer the partici-

pants roles. We refer to users targeted in bullying tweets as victims and authors of those

tweets as bullies. Let U be a user who is either mentioned in, or authors, a tweet. We

infer each user’s role in a tweet, RoleInTweet(T,U,R), where R can be either a victim

V , bully B, or other O. We focus on a user’s role in a particular tweet as user’s roles are

often flexible and depend on the context [110]. For the following rules, consider the tem-

plate:
wac : Author(T,U) ∧BullyAttribute(T )⇒ RoleInTweet(T,U,B).

For all rules which follow the template above, the model also includes a rule

derived from the corresponding template:

wmc : Mentions(T,U) ∧BullyAttribute(T )⇒ RoleInTweet(T,U, V ).
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∞ :
∑

x∈roles

RoleInTweet(T,U, x) = 1

∞ : RoleInTweet(T,Uauthor, B) = TextCat(T,N)

+ TextCat(T, Sn) + TextCat(T, Th)

∞ : RoleInTweet(T,Uauthor, B) = TextCat(T,N)

+ TextCat(T, Sn) + TextCat(T, S)

wdabi : Author(T,U) ∧TextCat(T,Attacki)⇒ RoleInTweet(T,U,B)

wdaoj : Author(T,U) ∧TextCat(T,NotAttackj)⇒ RoleInTweet(T,U,O)

wpo : Author(T,U) ∧PosUser(U)⇒ RoleInTweet(T,U,O)

wnb : Author(T,U) ∧NegUser(U)⇒ RoleInTweet(T,U,B)

ws : RoleInTweet(T,Ua, B) ∧Mentions(T,Ub) ∧Author(T,Ua)

⇒ RoleInTweet(T,Ub, V )

Table 7.9: User Roles

Rather than restrict each user to take exactly one role in each tweet, we allow

users to assume roles to varying degrees. We then ensure that the degree to which a

user assumes a given role is related to the extent to which they take any other role. For

example, if there is strong evidence suggesting that a user is a bully, they cannot also be

a victim with high certainty. This hard constraint is expressed in the first line of Table

7.9. The second and third rules in Table 7.9 are also functional constraints. These

rules aggregate the categories of name calling and sexual name calling with threatening

and silencing. This ensures that even if the certainty in any one of these categories is

weak, if the aggregate certainty is high, we can detect bullying behavior. In the next

two rules, we describe the relationship between each text category and role. When a

tweet category is a kind of attack, the author is a bully and otherwise the author takes

another role.

With the next two rules in Table 7.9, we correlate a user’s propensity to be

a bully or a victim with their past history. This decision is inspired by the findings

of Hosseinmardi et al. [46]. For each user, we model the sentiment of their aggregate

messages such that the truth value of PosUser(U) will be close to 1 if U is generally

positive in their messages. When a user U is generally negative, the truth value of
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NegUser(U) will be high. The final rule states that if a bully author mentions a user

in a tweet, that user is a victim.

Socio-Linguistic: In the final model, we infer relational ties between users

and express a number of intuitions about how these ties might influence bullying be-

havior. We treat ties as positive relationships. For example, a tie between two users

might indicate friendship or some other positive association. We model these ties with

latent variables as their ground truth strength and nature is unobserved. We express

the extent to which Ua is tied to Ub with Tie(Ua, Ub).

The rules in Table 7.10 describe how we infer relational ties. In the first rule,

we express that most users in a social network are likely to not have ties. Next, we

propose that a user following another indicates a tie. The following rule states that

users may have ties to the ties of their ties. Next, we use linguistic information to

predict ties with four rules. When a tweet’s author mentions another user in a tweet

that is teasing, or a category other than bullying, then those two users may be related.

Additionally, if the tweet contains positive or neutral sentiment then the author and

mentioned user may be related.

wnf : ¬Tie(Ua, Ub)

wfo : Follows(Ua, Ub)⇒ Tie(Ua, Ub)

was : Tie(Ua, Ub) ∧Tie(Ub, Uc)⇒ Tie(Ua, Uc)

wtf : Author(T,Ua) ∧Mentions(T,Ub) ∧DialogAct(T, Ts)⇒ Tie(Ua, Ub)

wof : Author(T,Ua) ∧Mentions(T,Ub) ∧DialogAct(T,Ot)⇒ Tie(Ua, Ub)

wpf : Author(T,Ua) ∧Mentions(T,Ub) ∧PosSent(T )⇒ Tie(Ua, Ub)

wnf : Author(T,Ua) ∧Mentions(T,Ub) ∧NeuSent(T )⇒ Tie(Ua, Ub)

Table 7.10: Inferring Relational Ties

We also model social conversational patterns by learning the extent to which users with

relational ties use certain text categories. Additionally, we use these ties to discover

teasing. Whenever both bullying and teasing terms occur in a message between users

with ties, we suggest that that is a teasing, rather than a bullying message.
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wfci : Tie(Ua, Ub) ∧Author(T,Ua) ∧Mentions(T,Ub)⇒ TextCat(T,Ci)

wfti : Tie(Ua, Ub) ∧Author(T,Ua) ∧Mentions(T,Ub) ∧HasWord(T,Wx)

∧HasWord(T,Wy) ∧WordInCat(Wx, Attacki) ∧WordInCat(Wy, T s)

⇒ TextCat(T, Ts)

Table 7.11: Ties and Conversation

wfv : Tie(Ua, Ub) ∧Mentions(Ta, Ua) ∧Mentions(Tb, Ub)

∧RoleInTweet(Ta, Ua, X)⇒ RoleInTweet(Tb, Ub, X)

wfb : Tie(Ua, Ub) ∧Author(Ta, Ua) ∧Author(Tb, Ub)

∧RoleInTweet(Ta, Ua, X)⇒ RoleInTweet(Tb, Ub, X)

wnb : Author(T,U) ∧HighPopularity(U)⇒ RoleInTweet(T,U,B)

wpo : Mentions(T,U) ∧HighPopularity(U)⇒ ¬RoleInTweet(T,U, V )

wgu : Tie(Ua, Ub) ∧Author(Ta, Ua) ∧Author(Tb, Ub) ∧RoleInTweet(Ta, Uc, V )

⇒ RoleInTweet(Tb, Uc, V )

Table 7.12: Social Behavior

Finally, peer pressure can have a large influence on youth, who are likely to adopt

the behavior of their peers [14, 32]. Here we describe normative behavior with two

rules which state that users who share a relational tie are likely to assume similar

roles. Moreover, the role a participant takes may depend on their position within an

exchange; e.g., whether they are mentioned in or are authoring messages. We restrain

the association to friends assuming the same authorship role. To model that users with

higher popularity may target users with low popularity, we introduce the predicates

HighPopularity. Additionally, we capture ganging-up behavior with the last rule in

Table 7.12, where users who share a relational tie may target the same victim.

7.5 Learning From Uncertain Annotations

As it is difficult and costly to acquire high-quality annotations in the cyberbullying do-

main, we explore the possible benefits of learning from low certainty annotations. There

are two possible forms of uncertainty in this setting: disagreement between annotators
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and the uncertainty of individual annotators. Here we have three annotators who label

the tweets with a 0 (not bully), 1 (maybe bully) and 2 (bully).

Let a be the average normalized value, e.g. 1
6

∑3
i=1 ai, where ai is the label of

the i-th annotator and ỹ be the final label used in training. We explore three methods

for determining ỹ. In the Discrete method, we discard all labels without high inter-

annotator agreement. That is, we round all labels such that if a ≥ 2
3 , ỹ = 1 and

a ≤ 1
3 , ỹ = 0 and all 2

3 > a > 1
3 are discarded. We also introduce an alternate

method, Soft, where ỹ = a, which allows us to use all of the information provided by

the annotation. Finally, we introduce a Hybrid method. In this method, when there

is high inter-annotator agreement, we treat the label as discrete and set ỹ exactly as

in the discrete method. When all annotators are uncertain, or when all three disagree,

such that 2
3 > a > 1

3 , we set ỹ = a.

7.6 Empirical Evaluation

Here we explore cyberbullying on Twitter. We focus on youth and adolescents as they

represent a particularly at-risk group [117], and collect tweets by or referencing users

under the age of 18. In total, we collect approximately 4.5 million tweets. Of these,

a subset were sampled for labeling according to the procedure of Chen et al. [23].

This resulted in a total of 1798 tweets which were labeled by three annotators. The

annotators were asked to mark whether each message was a bullying message with 0,

1 and 2 indicating no, maybe and yes. The Fleiss inter-annotator agreement was .14.

Approximately 27% of all tweets were labeled as bullying.

All tweets, including those which were not labeled, were used to construct social

features, such as if a user mentioned another user, and to build global user features,

such as the overall sentiment across a user’s tweets. Each user’s positive or negative

score is assigned by computing the compound score of their entire message history. All

users with a compound score less than -0.5 were counted as negative, while all users

with a compound score greater than 0.5 were positive. The HighPopularity scores

are a function of the total number of times a user is mentioned. All users with a high

mention count (>5) are considered to have high popularity. Independently from the

tweet collection process, we additionally collected user demographics for users in the
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dataset. For each user, we query using their screen name to collect their followers

and followees. By using non-labeled tweets to construct these features, we avoid the

potential biases introduced in the selection process for labeling.

The tweets were cleaned according to standard text pre-processing practices.

Stop words were removed, as were numbers and non-English words. Words with more

than two repeat characters were trimmed, for example “haaappy” became “happy”.

Only those words which appeared in at least 5 tweets were retained. Sentiment was

assigned with the open-source python tool VADER [52].

To calculate the similarity between two tweets, we compute the cosine sim-

ilarity according to a trained Doc2Vec model [74]. There is a trade-off in document

embedding models where a small domain-specific corpus may not have enough content

to properly learn the embedding space, yet a publicly available corpus may not fully

capture the nuances of a specific domain. For this reason, we train a Doc2Vec model

on our corpus using Gensim [102] but seed it with pre-trained word vectors1. To seed

the model, we used the openly available Glove [94] Word2Vecs which were trained on

Twitter and are thus appropriate for this domain. The word associations were found

using Nelson et al.’s [86] free association norms. Any word which had a positive forward

associative strength (FSG) value, was added to the candidate pool of associated words

for a given seed word. Clustered words were found using the hierarchical word clusters

which were trained on Twitter data, as described in [91] and are published online2.

To calculate the co-occurrence score, we count the frequency of word-pairs across all

documents. For each word we calculate its co-occurrence score for all other words by

dividing by the maximum co-occurrence count.

All models are trained using 5-fold cross validation on 80% of the data. In

all folds we maintain a distribution of 30% bully tweets. The reported results are on

the final held-out test set of 20% of the data. Here we compare five PSL models: the

N-Grams, N-Grams++, Seeds++, Latent-Linguistic and Socio-Linguistic.

Additionally, we compare these to an implementation of Van Hee’s state-of-the-

art approach [136]. Unlike Van Hee, we do not include character level trigrams among

the final features, as we did not find their inclusion to be helpful on the validation set.

1To initialize the Doc2Vec model with Word2Vecs we use: https://github.com/jhlau/doc2vec
2http://www.cs.cmu.edu/~ark/TweetNLP/cluster_viewer.html
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Also, we used VADER to calculate document level sentiment, rather than combining

single word scores. Like Van Hee we included: positive, negative, neutral and a combined

(compound) score. The classifier is implemented as a support vector machine (SVM)

[25] using the Python package scikit-learn [93].

Bullies and Gender Li [77] found that young men are more likely to engage

in cyberbullying, both as aggressors and victims. We obtained users’ genders from their

profiles. Using this information we explore the bullying differences between genders.

For example, in Fig. 7.1, we see that the majority of our data is collected on young
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Figure 7.1: The dataset has more female than male authors. The percentage of males

who bully is higher than the percentage of females.

women. Though there are more female than male authors of bullying tweets, a given

male is more likely to author a bullying tweet than a given female, as ∼49.5% of the

male authored tweets are labeled as bully tweets, compared to ∼36.0% for females.

7.6.1 Results

The first evaluation we present is on the ability of the models to detect cyberbullying

content in messages, evaluated with F-Measure3. Another comparison is between the

three labeling strategies. Additionally, we evaluate the ability of the latent variable

3Our code will be published with the final version of the paper.
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models to assign participant roles. We also discuss the textual categories discovered by

the latent models and the traits of the discovered relational ties.

Detecting Cyberbullying: We compare the five PSL models to Van Hee’s

approach. To report the detection results, we round y to 0 or 1 values. In Fig. 7.2,

we report the average F-Measure across all labeling strategies for each model (the SVM

uses only the discrete strategy). We see that adding collective rules and sentiment,

in N-Grams++, improves the performance of N-Grams, while the seed phrases in

Seeds++ are more powerful than n-grams. The latent models are best at detecting

cyberbullying, with Socio-Linguistic achieving the highest F-Measure of 63.2.
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Figure 7.2: Collective rules improve the N-Grams model, and Socio-Linguistic

achieves the best performance (bars are standard error).

In Table 7.13, we average the results for each labeling strategy across all PSL

models. Utilizing uncertainty in any form is beneficial and the Hybrid approach yields

the best F-Measure.

Role Assignment: Here we consider the effect of social information on de-

tecting roles. To do so, we compare Latent-Linguistic to Socio-Linguistic. For

the ground truth, each author of a bullying tweet is labeled as a bully; additionally each

user who is mentioned in a bullying tweet is considered to be a victim. In Table 7.14,

we see that the socio-linguistic model achieves the best F-Measure with predicting

bullies and victims.
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Precision Recall F-Measure

Discrete 48.0 70.7 56.0

Soft 47.1 75.0 57.8

Hybrid 46.9 79.6 58.7

Table 7.13: The Soft and Hybrid methods provide statistically significant improvements

(shown in bold) in F-Measure and recall over the discrete method.

Precision Recall F-Measure

Bullies

Latent Linguistic 55.4 58.8 57.2

Socio-Linguistic 54.1 61.5 57.7

Victims

Latent Linguistic 81.6 64.4 72.0

Socio-Linguistic 76.7 70.2 73.3

Table 7.14: When assigning roles, Socio-Linguistic achieves statistically significantly

higher F-measure and recall than Latent-Linguistic according to a paired t-test.

Roles and Text Categories: Here we inspect the relative frequencies of the

bullying categories. To do so, we consider all tweets for which the sum of truth values

for the bullying categories exceeds the sum of the truth values of the non-bullying

categories. The most common category is name calling, with an average of 70.3% of

all tweets predicted to be bullying belonging to this category. Sexual name calling

was the second most common category with 24.6%. The remainder of the tweets were

predominantly in the threatening category (4.5%), with 0.6% labeled as silencing.

Relational Ties: We analyze ties predicted with Socio-Linguistic. We

first look at the number of predicted ties. Next, we ask whether bullies have more

ties on average and if bullies share ties with attack targets. Ties are discovered by

Socio-Linguistic using each of the three labeling strategies, and we report the results

averaged across the three methods. We inferred 131 ties among 421 users in the test

set. The average number of ties per user was .40, while it was 1.5 for those users with
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at least one tie.

Here we consider authors of bullying tweets as bullies and users mentioned

in those tweets as victims. Though this approach has shortcomings, it allows us to

inspect characteristics of ties between users who have bullied and been victimized. In

this approach we do not find that bullies have more ties. The average number of ties for

bullies is .19, while it is .20 for victims. Of the ties, 9 were between bullies and victims,

where victims had ties to bullies. In contrast, only 4.33 bullies (averaged across the

three labeling strategies) had ties to victims, potentially reflecting that power dynamics

influence relationships.

7.7 Discussion

There is a clear benefit to leveraging document representations and classifying bullying

content collectively, as seen in the improvement of N-Grams++ over N-Grams. Fur-

thermore, when the feature vectors representing short messages are sparse, we see an

advantage to using seed phrases (with Seeds++) rather than n-grams.

In Latent-Linguistic we describe messages with fine-grained categories.

These categories are seeded as in Seeds++ and through a number of collective word

rules, these categories can adaptively expand. This abstraction of messages to textual

categories is useful in predicting cyberbullying messages and this is shown by the clear

improvement from Seeds++ to Latent-Linguistic. It is also useful for being able

to interpret cyberbullying in more detail. For example, we see that name-calling is the

primary form of cyberbullying in this dataset, followed by sexual name-calling.

Cyberbullying is a social activity, thus in Socio-Linguistic we predict rela-

tional ties as well as participant roles. A primary question of this model is if we can

infer these ties with limited social media data which does not contain explicit rela-

tionship links. We find that leveraging social information provides an improvement in

performance over Latent-Linguistic. This suggests that the inferred ties might be

meaningful. In denser social networks this improvement might be more pronounced.

By inferring relational ties we are able to better interpret group dynamics. For

example, there is support for the theory that bullies are popular within peer-networks,

although we did not see this theory reflected in the predicted number of bully ties. We
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did, however, see that victims were more likely to have ties to bullies than bullies to

victims. This supports the idea that it may be socially advantageous to act positively

towards bullies, who can hold positions of high social-status, while it is less socially ad-

vantageous to exhibit positive behavior towards members with low social-status, such as

targets of bullying attacks. One persisting question is how different network structures

might impact bully-victim relationships. We have found one example of the influence

of social-status within a small discovered social network. Larger datasets might afford

more discoveries into the nature of these complex relationships.

One limitation of our work is that we only investigated these dynamics on one

social media platform. Yet, online interactions can be influenced by the platform which

hosts them [37]. In future work we will broaden this investigation to additional social

media platforms. Additionally, while the size of our dataset was comparable to those

in published literature [15], we would surely learn more from a larger dataset. Finally,

here we only consider the roles of participants in individual tweets. An important next

step is to contextualize how users’ roles vary and persist across situations.

7.8 Conclusion

Machine learning models face inherent challenges from social media data which can

consist of short messages with misspellings and slang. Cyberbullying detection is made

all the more difficult by a reliance on third-party annotators to acquire sufficient data

for training. We address these concerns with two categories of models: domain-inspired

linguistic models and a socio-linguistic model. The domain-inspired models combat

sparsity by reducing the number of parameters which must be learned and by exploit-

ing relations between words and documents collectively. Our socio-linguistic model

is capable of inferring relationship ties from limited social media data while detect-

ing cyberbullying. To the best of our knowledge, it is the first model in this domain

which jointly infers bullying content, textual categories, participant roles and relation-

ship links. By formulating these tasks jointly, we can learn from social dynamics to

provide a statistically significant improvement in both cyberbullying detection and role

assignment.

Similarly, in Chapter 8 we use online data, in the form of advertisements, to
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study the illicit behavior of human trafficking. As in this work on cyberbullying, in

studying human trafficking we use attributes of victims to predict aggressive behavior,

in this case, the behavior of traffickers. In this chapter, we used social and linguistic

structure to overcome issues of sparsity. In the following chapter we use spatio-temporal

structure to predict where traffickers will travel next.
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Chapter 8

A Spatio-temporal Approach for

Tracking Traffickers

8.1 Introduction

Global temperatures are projected to rise an estimated 8-11◦F over the course of the

next century [141]. This overall temperature increase will be accompanied by changing

climates, resulting in extreme weather and changes to stable ecosystems. While climate

change is a serious environmental threat, it also poses significant risks to human well-

being and social systems [1, 81]. One projected impact of climate change is on security

outcomes, altering and potentially increasing opportunities for crime [101, 3].

Understanding the relationship between environmental stressors and crimi-

nal activity requires utilizing multiple heterogenous data, from both online and offline

sources. We propose to model the relationship between environmental stressors and

crime though a probabilistic approach which can fuse multiple heterogenous signals and

model spatial and temporal relationships. We evaluate the feasibility of this approach

by analyzing the relationship between extreme weather events and human trafficking.

An estimated 20.9 million people are victims of human trafficking [96]. Of

these, an estimated 2 million are children. Any efforts towards the reduction of traffick-

ing have the potential to drastically improve the quality of life of these victims.

Studying the dynamics of human trafficking, from victim characteristics to risk

factors, is complicated by the difficulty of acquiring reliable data on a population which
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strives to avoid detection [57, 40, 41]. Victims face many barriers to sharing information

with law enforcement, from possible repercussions from abusers, to lack of access to and

mistrust of law enforcement. Typical sources of information are victims’ testimonies

from non-governmental organizations and printed materials.

Alternatively, there is a wealth of information available from online sources.

Human traffickers post advertisements for sexual services on public websites, such as

Backpage.com. Thus, it is possible to collect large amounts of advertisements where

the service provider may be a victim of trafficking. However, traffickers take care to

obfuscate identifiable features, such as phone numbers, and advanced tools are needed

to extract relevant information. Knowledge graphs are one tool which have proven suc-

cessful at capturing relevant details from online advertisements [124]. These extracted

entities, such as physical characteristics of potential victims, can be used to better study

trafficking [98, 30]. For example, when it is possible to extract them, the phone numbers

from ads can be used to reconstruct trafficking routes or circuits [53].

We have collected online advertisements posted on websites where traffickers

advertise the services of their victims. By applying entity extraction techniques to these

ads, we can extract relevant information such as: phone numbers, location information,

and details on the demographics of the service providers. Using the phone numbers

which identify ad posters and the locations of ads, we can track the movements of ad-

posters over time. For the remainder of the paper we use the term trafficker to refer to

these ad-posters.

In our work, we combine online data with offline knowledge of extreme weather

events. We investigate the open question of how extreme weather events might impact

trafficking. Deepening our understanding of this relationship can assist efforts in ap-

prehending traffickers, especially in the aftermath of such events. Furthermore, our

approach can be generalized to a variety of other situations in which environmental

stressors impact security outcomes.

As a preliminary study of this complex relationship, we propose three potential

effects of catastrophic storms on human trafficking: change in vulnerability of effected

populations, change in attraction of effected areas and change in trafficking routes. We

summarize these potential effects with the following research questions:
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1. Is there a measurable change in the vulnerability of effected populations?

2. After an extreme event, how does the volume of trafficking change in effected

areas?

3. Do extreme events disrupt trafficking routes?

We investigate two environmental events: Hurricane Matthew and Typhoon

Goni. Hurricane Matthew inflicted heavy damages throughout the Caribbean and

southeastern United States. Here, we have the opportunity to inspect the diverse ef-

fects of a wide-ranging natural disaster. Typhoon Goni affected many in East Asia.

By studying these two environmental events, we can compare their effect on human

trafficking across the globe.

We propose a series of three probabilistic spatio-temporal models to predict

traffickers’ movements. The first model predicts where traffickers will go next without

any knowledge of extreme events. We demonstrate that this simple model achieves a

reasonable F-Measure at predicting future locations.

Additionally, we propose a model which infers structure between locations as

route segments. Such a model can capture longer-term dependencies between move-

ments. For example, knowing where an ad-poster was two time-steps ago may help

differentiate between two otherwise ambiguous future locations. This model also pre-

dicts movements while allowing us to learn which locations are linked. By incorporating

spatial structure, we can augment cases where evidence of travel is lacking. We extend

this model with an event-aware model which predicts where traffickers will go in the

aftermath of an extreme event. We implement our models in PSL [11], in which we can

model this task’s spatio-temporal structure.

We present a novel analysis of how environmental events effect human traf-

ficking. Before addressing this relationship we discuss related work in Section 8.2 and

introduce some background on human trafficking in Section 8.3. We then address R1

and R2 in Section 8.4. In Section 8.5 we introduce our probabilistic models and in

Section 8.6 we evaluate their ability to predict future locations and to discover route

segments while addressing R3.
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8.2 Related Work

A critical task in understanding human trafficking is to extract relevant information

from online advertisements. This task has been addressed by a number of publications.

Szekely et al. [124] propose a knowledge graph approach to extracting attributes from

ads, and deployed this system with law enforcement agencies. Portnoff et al. [98] address

issues of authorship, utilizing Bitcoin as well as the posting service Backpage.com, to

identify true post authors. Also addressing whether posts originate from the same

authors Nagpal et al. [84] use a support vector machine classifier. To confront the

challenge of successfully determining advertisement locations, Kapoor et al. [58] propose

a constraint-based approach.

Another important task is determining which advertisements are truly cases

of human trafficking. Alvari et al. [4] use an semi-supervised approach to detect ads

with high risk of trafficking. Addressing both the challenge of extracting and utilizing

data from online advertisements, Dubrawski et al. [30] use extracted textual features

to detect incidences of trafficking.

There has been limited prior work on the question of how events can disrupt

trafficking. Dubrawski et al. [30] establish a positive correlation between the Super

Bowl and ads for trafficking. They also attribute a rise in trafficking to a population

boom in North Dakota. Their work demonstrates the need to further understand how

events can transform trafficking dynamics.

Similarly, the question of predicting traffickers’ movements has been under-

explored. Ibanez and Suthers [53] collected online advertisements and analyzed phone

number patterns to extract circuits. They discovered several regional circuits, such as

between locations along the West Coast of the United States. This work highlights both

the spatial, and habitual nature of trafficker travel.

In our work, we collect ethnicities, phone numbers, and locations from online

advertisements. These entities can then be used to address relevant questions and tasks

in this domain. Here, we address the novel question of how environmental events affect

trafficking activity. As one approach to investigating this question, we propose a series

of collective probabilistic models for predicting where traffickers will travel next.
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8.3 Sources, Destinations, and Transit Hubs

Nations with human trafficking activity can be categorized as sources, destinations,

transit hubs or some combination thereof [16]. Source countries are countries of origin for

victims of trafficking. Destination countries are those where victims are taken. Transit

countries are those which victims pass through. These distinctions hold ramifications

for how traffickers travel within, to and from various countries.

In our data we investigate trafficking primarily in two countries: the United

States and the Philippines. The United States is both a source, a destination and a

transit country [89]. Furthermore, it is the second largest destination country in the

world [112] and understanding trafficking behavior in the United States has global rami-

fications. The Philippines is primarily a source country, although it also has destination

locations, and serves as a transit hub [89]. Furthermore, the Philippines is one of the

top three source destinations for victims in the United States [89] . As the largest num-

ber of female and children victims are trafficked either within Asia, or are from Asian

countries [87] and an estimated 3% of the Philippine population is at risk of being traf-

ficked at any time [42], this is an important area to study. IThese characteristics that

differentiate source and destination countries might influence how environmental events

effect trafficking in each.

8.4 Impacts on Trafficking

In this section we address research questions one and two. First, we begin with a

description of the data. To produce the results of this study, we analyzed a dataset

collected over several years from websites with prostitution-related ads and/or reviews.

The ads in this dataset include many noisy attributes, including the city the ad was

posted in, phone numbers, and personal attributes such as ethnicity, weight, eye color,

etc.

A multi-phase process was used to collect this data. Web pages on the sites

were retrieved by crawling the sites on a regular basis. To extract the data in ads on

the site, two types of extraction techniques were utilized. The first technique identifies

semi-structured data on the site, that is, data that is displayed on the site in a template-
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style structure. Most commercial web sites that post ads for sex providers have such

a template structure, so that data items such as phone numbers, prices, and physical

attributes of the victim are displayed in the same place on each advertisement page.

Our extraction software automatically identifies this type of template structure on a site

through the use of a machine learning approach. This approach first clusters the pages

based on the overall similarity of the pages, so that (ideally) each cluster has a single

type of template on the page. Then, each cluster of pages is analyzed more carefully

to identify a grammar that describes the template used on those pages, allowing the

system to automatically extract the data fields from the template. Finally, a human

user curates the data the first time the site is processed, in order to confirm the labels

provided by the system, and then the process operates automatically on subsequent

crawls. Because some of the data fields in the templates often contain free text (such

Figure 8.1: Sample online ad.

as a free text description of the service provider’s “expertise”), we also use a second

technique to extract data. In particular, we use site-independent extraction rules to

look for specific types of data, such as ethnicities (e.g., Asian, Swedish) that have a

distinctive vocabulary, as well as fields that have a distinctive internal structure (such

as phone numbers). Used together, these two techniques provide higher recall than if a

single technique is used alone.

Fig. 8.1 shows a real online ad. As is typical, the ad describes physical charac-

teristics such as ethnicity. Also to note is the term ‘visiting’, and the short time span of

the visit. This ad includes a phone number which can be extracted to track movements,
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though it has been blacked out here.

8.4.1 Vulnerability Assessment

Environmental events can expose populations to risk, forcing people to lose their homes

and their livelihoods. The Polaris report [97] identified recent migration or relocation

as the top risk factor for rescued victims of human trafficking. Vulnerable populations

may then become targets for traffickers in a number of ways. For example, seeking new

opportunities, victims of natural disasters may put trust in traffickers who claim to be

offering well-paying jobs. Additionally, as law enforcement divert resources to rescue

and repair, it may be easier for traffickers to abduct victims. The end result of this

increased vulnerability may be that we see increases in postings which advertise eth-

nicities associated with a vulnerable population. Alternatively, environmental stressors

may increase the difficulty of traveling to effected areas, and we may observe a decreases

in the vulnerability of effected populations.

In assessing vulnerability we consider two events: Hurricane Matthew and

Typhoon Goni. Matthew was a category 5 hurricane, which struck the Carribbean and

the southeastern United States in October 2016. This hurricane resulted in 603 fatalities

and an estimated 15.09 billion in damages. Typhoon Goni was a large tropical storm

which struck much of East Asia in August 2015. Goni resulted in 74 confirmed deaths

and an estimated 831.7 million in damages.

To quantify changes in vulnerability of affected populations, we inspect the

ad mentions of ethnicities from effected areas. To control for annual fluctuations in

the total number of posted ads, we consider relative changes in the percentage of ads

mentioning a given ethnicity. In doing so, we also need to control for seasonal patterns

which can influence the ad volume at specific times of the year. To do so we take the

following approach: for the year of a hurricane we calculate the change in ad volume

between the month preceding and the month following a hurricane. We also calculate

this ratio in the year before the hurricane. Let relative ad volume RAV(time, ethnicity)

be a function which returns the percentage of ads posted in a period of time which

mention a given ethnicity, e, and let mj
i be a time period of month i during year j. We

then define,
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RAV (mj
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RAV (mj−1
i ), e

,
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RAV (mj

i+1, e)−RAV (mj
i , e)

RAV (mj
i , e)

.

Thus δh and δp capture the change in volume between two periods, where δh refers to

the year of the hurricane and δp refers to the previous year. By comparing these two

measures we can determine if a greater change occurred in the year of the hurricane or

the previous year. We also look at the difference in subsequent periods with dh.

Hurricane Matthew: Matthew had a devastating effect on the Caribbean,

and consequently, we inspect whether Caribbean populations experienced an increased

vulnerability to human trafficking. To measure changes in vulnerability, we inspect the

relative number of ads mentioning Caribbean ethnicities. In Fig. 8.2, we present dh for

the time period of Hurricane Matthew. We show only those cities where the difference

between δh and δp was statistically significant according to a chi-squared contingency

test. We see that several Florida cities witnessed statistically significant increases in

ads mentioning Caribbean ethnicities. The largest increase is seen in Jacksonville. We

observe statistically significant increases in mentions of Jamaican ethnicities in Jack-

sonville (of 160%).
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Figure 8.2: The relative percent change in ad mentions dh for Caribbean ethnicity for

cities in Florida after Hurricane Matthew.

Typhoon Goni: Additionally, we consider a different kind of environmental

event in a different part of the world. Here we investigate the impact of Typhoon Goni.

Goni had a large impact on the Philippines, and we inspect whether any locations saw

an increase in postings mentioning Philippine ethnicities. We found that two locations

had statistically significant increases: Dubai (United Arab Emirates) and New York
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(United States). Dubai’s increase by far dwarfed that of New York at 249% to .9%.

Additionally, the majority of these postings were made with new phone numbers: 90%

new numbers in Dubai and 28% in New York. Historically, roughly 14% of postings are

listed with new phone numbers. This supports the theory that new victims of ‘filipino’

descent were advertised in these locations after Goni, lending credence to the hypothesis

that these victims were only recently trafficked after the typhoon.

8.4.2 Trafficker Movements

Next, we ask if environmental stressors force traffickers to leave or enter affected areas.

To do so, we consider the phone numbers which are included in posted advertisements.

It is not always possible to successfully extract phone numbers from ads, and not all ads

include them in the first place. Thus, these findings represent a sample of what might

be found with full phone number data. We first focus this analysis on the United States.

In the state of Florida we inspect all locations where the ads on the day of the hurricane

are a small fraction of the historical average. Doing so, we find that the locations with

the smallest ad fractions are on the Eastern coast of Florida in the projected path of

Hurricane Matthew.

Location
Ads on Day

of Hurricane

Following Week

Daily Average
Historical Average

Jacksonville 25 187 193 ±12

West Palm Beach 82 171 267 ±20

Table 8.1: Ad activity for affected Florida cities before and after Hurricane Mathew.

The historical average also shows the standard error of the mean.

We first assess the possibility of traffickers leaving affected areas. In this anal-

ysis, we inspect how many phone numbers posted in the week before each event remain

in the following week. In Jacksonville, we see an average of 149 ads/day in the week

preceding the hurricane. On the day of the hurricane this drops to 25. Of the num-

bers posted in the week preceding, 66.3% are missing in the next week (compared to a

national historical average of 22%). In West Palm Beach, 56% of numbers are missing

in the following week. Thus, we do see that the hurricane forces an abnormally large
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number of traffickers to decrease their posting activity. That the majority of phone

numbers in the next week are new to the area might indicate that traffickers leave

environmentally effected areas.

Alternatively, after the immediate chaos of the event, traffickers might increase

their activity in affected areas. An increase in trafficking could be attributed to a

decreased risk of detection, as law enforcement diverts attention to rescue and repair.

To investigate this, we look at the number of ads from three days after the hurricane to

ten days. As we see decreased activity in the days immediately following the hurricane,

by considering the activity from three days after we can isolate some of the incoming

from the outgoing traffic. However, we continue to see depleted numbers in the following

week in West Palm Beach, while Jacksonville sees maintained levels.

In the Philippines we observe a different trend. Here, in the effected area of

Santa Ana, we see increases in ads in the timeframe of the hurricane. On August 22nd,

2015, we see 125 ads posted in Santa Ana. This compares to a historical average of 43

(±3.5) ads per day. There are many possible explanations for this increase which deserve

exploring. For example, one explanation is that traffickers are drawn to an area with

reduced law enforcement. Another explanation is that Santa Ana may be relatively more

stable than surrounding areas. In this data we do not have comprehensive postings for

the entirety of the Philippines, and locations with small postings are left out. However,

given postings of more municipalities, we may learn more about how the effects of

environmental events can vary by population and centrality to the event.

Together, both the influx and outflux of traffickers hold important insights for

law enforcement. Traffickers may leave affected areas, disrupting any current plans for

apprehension. Simultaneously, or with some small delay, new groups of traffickers may

enter the same area. Thus any effort to apprehend previous traffickers, such as gathered

intelligence, may not apply to these new groups.

8.5 Spatio-Temporal Models

In order to model trafficking routes, we propose three spatial probabilistic models which

predict the movements of traffickers. The first model utilizes spatio-temporal relation-

ships and location ad characteristics to predict where traffickers will go next. The second
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1. wlilj : Location(PNumID, tk, li) ∧Precedes(tk, tk+1)

⇒ NextLocation(PNumID, tk+1, lj)

2. wv : Location(PNumID, tk, li) ∧Precedes(tk, tk+1) ∧CloseGreatCircle(li, lj)

⇒ NextLocation(PNumID, tk+1, lj)

3. ws : Location(PNumID, tk, li) ∧Precedes(tk, tk+1) ∧ SameState(li, lj)

⇒ NextLocation(PNumID, tk+1, lj)

4. wc : Location(PNumID, tk, li) ∧Precedes(tk, tk+1) ∧ SimCity(li, lj)

⇒ NextLocation(PNumID, tk+1, lj)

5.∞ :
∑

l∈Locations

NextLocation(PNumID, T, l) = 1

Table 8.2: Rules for the model Spatio-Temporal.

model employs latent-variables to more explicitly model transit relationships between

locations by identifying route-sgements. This latent formulation allows for additional

modeling capabilities of how ad-posters move. Furthermore, the discovered values for

latent route-segments variables can be used to better understand spatio-temporal dy-

namics of trafficking. Finally, we introduce an event-aware route-segment discovery

model. This model utilizes knowledge of external events to also predict locations and

discover route-segments.

We implement these models using PSL. To illustrate PSL in the human-

trafficking context, consider a rule which says that if two locations are geographically

close, traffickers are likely to move between them. To express this rule, we introduce

the predicate Neighbors, which takes two locations as arguments and which expresses

their spatial closeness as a value between 0 and 1. Additionally, we introduce the pred-

icates Location and NextLocation which both take a phone number id PNumID,

a time, t, and a location id l, as arguments, and whose truth value indicates whether

PNumID is at l at time t. We define our rule in PSL as follows:

wmove : Location(PNumID, t, li) ∧Neighbors(li, lj)⇒ NextLocation(PNumID, t+ 1, lj).

We propose three models which use PSL to template spatio-temporal relation-
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ships and apply these relationships towards predicting the locations of human traffick-

ers. The first model uses spatio-temporal rules to predict traffickers’ locations, and

the next models use event-information to improve these predictions. The second model

expands on the spatio-temporal model to simultaneously discover routes while pre-

dicting future movements. Finally, we expand this route segment discovery model to

make predictions with awareness of environmental events. In each model, the target

variable is the next location l of each trafficker, PNumID, at time Tk+1, denoted

NextLocation(PNumID, Tk+1, l).

8.5.1 Location Prediction Model

In this first model, which we refer to as Spatio-Temporal, we predict future move-

ments using spatial relationships, movement patterns between locations, and demo-

graphic similarities between locations. We model the tendency to move from each

location to any other with rule 1 in Table 8.2. By learning a different weight wli,lj for

each location pair, i, j, we can learn the relative frequency with which traffickers move

from each location to the next. In rules 2 and 3 in Table 8.2, we express that traffickers

are likely to move between locations which are spatially close. Here we use two distance

measures. One is the great-circle distance1, the other is a boolean value of whether two

locations are in the same state.

In addition, we introduce a measure of ad similarities between two cities. Such

a measure can supplement missing data when traffickers abruptly delete phone numbers

and/or acquire new phones. For example, if we know that two cities have highly similar

ads it may suggest that they are visited by the same traffickers. As one measure of

the similarity of ads, we consider similarities in the distributions of mentioned ethnic-

ities. Rule 4 expresses that a trafficker might next visit a location with an ethnicity

distribution similar to that of their current location.

The final rule in Table 8.2 is a hard constraint. Hard constraints relate the

truth values of given variables. For example, if there is certainty that a given trafficker

is in a certain location at a given time, they cannot also be at another location at the

same time. To express that a constraint must be satisfied it is given infinite weight.

1https://en.wikipedia.org/wiki/Great-circle_distance
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1. wnpr : ¬OnRouteSg(X,RS)

2. wnpl : ¬Link(X,Y )

3. wplr : LocationID(X) ∧RouteSgID(RS)⇒ OnRouteSg(X,RS)

4. wltr : Location(PNumID,T,X) ∧OnRouteSg(X,RS)

⇒ RLocation(PNumID,X,R, T )

5. wrp : RLocation(PNumID,X,RS, T )⇒ OnRouteSg(X,RS)

6. wv : CloseGreatCircle(X,Y ) ∧OnRouteSg(X,RS) ∧OnRouteSg(Y,RS)

⇒ Links(X,Y )

7. ws : SameState(X,Y ) ∧OnRouteSg(X,RS) ∧OnRouteSg(Y,RS)⇒ Links(X,Y )

8. wrc : OnRouteSg(X,RS) ∧OnRouteSg(Y,RS) ∧Precedes(T1, T2)

∧ Location(PNumID, T1, X) ∧ Location(PNumID, T2, Y )⇒ Links(X,Y )

9. wsc : SimCity(X,Y )⇒ Links(X,Y )

10. wrl : OnRouteSg(Y,RS) ∧ Links(X,Y )⇒ OnRouteSg(Y,RS)

11. wl1l2 : RLocation(PNumID,X,RS, T1) ∧Precedes(T1, T2)

⇒ NextLocation(PNumID, T2, Y )

12.∞ :
∑

l∈Locations

NextLocation(PNumID, T, l) = 1

13.∞ :
∑

l∈Locations

RLocation(PNumID, T,RS, l) = 1

14. wef : RLocation(PNumID,X,RS, T1) ∧Effected(Y ) ∧ Links(Y,Z) ∧PostEvent(T )

∧Precedes(T1, T2)⇒ NextLocation(PNumID, T2, Z)

15. web : RLocation(PNumIDX,RS, T1) ∧Effected(Y ) ∧ Links(Z,X) ∧PostEvent(T )

∧Precedes(T1, T2)⇒ NextLocation(PNumID, T2, Z)

Table 8.3: Rules for the model Route-Segments and Event-Aware Segments.

8.5.2 Route Segment Discovery Model

In addition to predicting future movements of traffickers, we infer connected route com-

ponents, which we refer to as route segments. These segments can be links between

pairs of cities which are frequently traveled between, or longer paths of destinations

which are visited in a sequence. To model these dynamics, we introduce the model
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Route-Segments. We model route segments with a set of latent variables which de-

scribe their behavior. To describe if a location is on a route segment, we introduce

OnRouteSg(L,RS) and to describe that traffickers move from location l1 to location

l2, we introduce Link(l1, l2). A Link expresses a directed relationships and is also a

latent variable whose value we infer. To describe where a particular number is along

a route segment, we introduce RLocation(N,L,RS, T ) which is 1 if number N is at

location L, on route segment RS, at time T .

Initially, each location is randomly assigned to a route segment. These assign-

ments are then updated according to the rules outlined in Table 8.3 which we explain

next. This process essentially clusters the route segments, where route segments are

grouped together according to some distance measure. For example, here we introduce

rules which state that two locations might be on the same route segment if they are

geographically close. Additionally, we constrain that if two locations are on the same

route segment then a link should exist between them. However, this constraint is not

hard, and it is possible that locations will be assigned to the same route segment, but

not linked.

Like the predictive model described earlier, the latent variable PSL models

template graphical models. One difference is that in the latent setting the joint proba-

bility distribution is defined over the observed variables x, target variables y and latent

variables z, where z is a vector of latent variables. To perform weight-learning in the

presence of latent variables, we use the expectation maximization method described by

Bach et al. [12].

Rule 1 in Table 8.3 expresses the prior belief that most locations are not on

most route segments. Similarly, Rule 2 expresses that most locations are not traveled

between. With Rule 3 we assign specific priors to locations being on route segments.

For example, we seed each route segment with one seed location, such that wplr is high.

For all other locations wplr is relatively low. The choices of seed locations are explained

in more detail in Section 8.6. For each location position X and each route segment RS

we learn a weight for this location being on this route segment with Rule 4. With Rule

5 we further express that if a phone number ID is at a location on a route segment,

then that location is on that route segment.
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Rules 6 and 7 transfer the spatial rules from the previous model into this new

route segment discovery problem. Here, if two locations are close or in the same state,

and each location is on the same segment, then a link exists between the two locations.

Additionally, if two locations are frequently traveled between, then there might be a

link between them, as expressed by Rule 8. As in the location prediction model we

utilize similarities in ethnicity distributions. Here, with Rule 9, we express that if two

locations have similar ethnicity distributions, then a link might exist between them. To

express that Links should connect locations on the same route segment, we include

Rule 10.

We infer a phone number ID’s next location with Rule 11. For each location

pair, we learn a weight wl1l2 which expresses the extent to which a number will move

from route segment position at location l1 to the location l2. This rule has a similar

functionality to Rule 1 in Table 8.2.

As in Spatio-Temporal, here we constrain the values to

NextLocation(PNumID, T,X) such that a phone number ID cannot simultaneously

be in two locations at the same time. Additionally, we constrain route segment positions

such that a phone number ID cannot simultaneously be in two locations on the same

route segment at the same time. The remaining rules in Table 8.3 are relevant for the

event-aware route segment discovery model, which we discuss next.

8.5.3 Event-Aware Route Segment Discovery Model

Our final model, which we refer to as Event-Aware Segments, is an event-aware route

segment discovery model which consists of all of the rules in Table 8.3. In this model we

incorporate rules which can infer future locations given knowledge of events. Here, we

encode the idea that instead of visiting environmentally affected areas, traffickers will

visit neighboring locations on the same route segment.

To express that traffickers may skip affected locations and visit the next lo-

cation on a given route segment, we develop Rule 14. To express that traffickers may

reverse course, and visit a previous location, we introduce Rule 15. Here, Effected(Y)

is 1 if location Y was effected by a given event. To infer only those movements which

occur after the event of interest, we introduce PostEvent(T) which is 1 if time T
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succeeds the date of the event, and 0 otherwise.

8.6 Empirical Evaluation

In this section, we present our evaluations on two tasks: predicting future movements

and discovering routes. We cast the prediction of future movements as a classification

task, where we predict if a number ID will visit a given location. Locations are grouped

together, such that groups are routes and each location is assigned to one route. Here,

a route is a path such that multiple locations are visited in some temporal order. We

begin this section with a discussion of the data.

8.6.1 Trafficker Movement Data

We compare our three proposed models, Spatio-Temporal, Route-Segments and

Event-Aware Segments, on postings related to Hurricane Mathew and Typhoon

Goni. In the case of Hurricane Matthew, we first collect phone numbers from postings

made in locations in Florida from July to December 2016. We then collect all additional

postings which mention these numbers in a time period from July 2015 to December

2016. This provides us with 17 contiguous months of movement data. In this second

stage, these seed numbers can be in postings made in any location. Postings are made

at a daily resolution, and the difference between two consecutive postings can range

from daily to monthly. We then get a collection of K numbers, N = n1, ...,nk, where

each ni is posted in a location l at time t, ni
l,t. This process is repeated for Typhoon

Goni, where we first collect phone numbers from postings made in the Philippines and

surrounding locations from April to November 2015. In the second stage, postings which

contain these seed numbers are collected from April 2014 to November 2015, providing

us with 19 months of contiguous data.

On average, for the hurricane data extracted as described above, each phone

number is posted in three locations. In the Philippines data, the average number of

locations is five for each phone number. In Fig. 8.3 we see the number of traffickers

which visit certain numbers of locations. As the number of locations increases, the

number of traffickers posting in more than that many locations decreases exponentially.

This relationship is stable across both datasets. That most numbers visit a small amount
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of locations suggests the presence, and perhaps predominance, of smaller organizations.

This aligns with other reports which find that the majority of trafficking is conducted

by small groups [111, 112].
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Figure 8.3: Total phone numbers (on the y-axis) which visit more than a certain number

of locations (on the x-axis).

Fig. 8.6 shows the frequency of movements between locations in the United

States. As can be seen, there are some clear patterns between certain locations. These

patterns can be utilized in predicting the next locations. The top source locations are

Manhattan, NY, New York, NY2, San Francisco, CA, San Jose, CA, and Westchester,

FL. Travel most often occurred between Fort Lauderdale and West Palm Beach in FL.

In Fig. 8.5, we show the travel patterns in and out of the Philippines. Here,

we see a striking difference from the United States data. Unlike in the United States,

where there is a large amount of inter-state travel, in the Philippines, there is a lot

of traffic between the Philippines and external locations. We also see that the most

popular locations in the Philippines are San Mateo and Santa Ana. For each of these

locations there are not large differences in the in and out degrees. The most common

source and destination location for San Mateo is San Francisco, CA while the most

common source and destination for Santa Ana is Los Angeles, CA. It is interesting to

see, at least for the subset of data that we have sampled, that it is relatively uncommon

to travel between San Mateo and Santa Ana.

2If an advertisement differentiated between Manhattan and New York we kept that distinction.
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Figure 8.4: Travel to/from locations in the United States. Edges are weighted according

to number of trips on that edge.

Figure 8.5: Travel to/from locations in the Philippines. Edges are weighted according

to number of trips on that edge.
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For the tasks of predicting future locations and discovering routes, we conduct

several additional preprocessing steps for both datasets. We only consider postings

with phone numbers that can be associated with a single location on the day of the

posting. This step helps filter out those numbers which are posted in multiple locations

simultaneously and whose location is thus ambiguous. Additionally, we only retain those

numbers which are posted in at least three distinct locations at three distinct times.

At test time, we infer the location of all phone numbers N at the time of Hurricane

Matthew. We thus create a test set from all ni
l,th

where th falls on October 7th, 2016.

We create a validation set from all ni
l,th−1

where for each ni, th−1 is the time stamp

which immediately precedes th. The training set is then all remaining phone numbers,

ni
l,tp

where tp < th−1. This produces 2090 numbers, and approximately 18,400 postings.

We refer to this dataset as Matthew. For Typhoon Goni, we choose August 22nd, 2015

as th. This results in a dataset of 6086 numbers and approximately 63,000 postings,

which we refer to as Goni. In the following experiments we create a train, validate and

test set for both Matthew and Goni. We split by phone number, such that 25% of

all numbers are used as a validation set, and 25% are withheld in the test set and not

seen in any stage of training.

We assess the ability of each model to predict the next location. In a real-

world setting it is not clear how candidate next locations would be chosen. The simplest

scenario would be to infer the most likely next location, out of all possible locations.

To reduce the number of locations considered and generate a reasonable candidate

set of next locations, we sample 10 potential next locations according to their great-

circle distance to the current location. We additionally sample 10 locations from the

same state, uniformly. In order to explore possible next locations which might not

be geographically close, we randomly sample 10 more locations from the entire set of

locations. This provides us with a small but reasonable set of 30 possible next locations

for each location.

In inferring routes we initially randomly assign each location a route. These

assignments are then updated by the model. For each route of k total routes we choose

one seed location which belongs to this route with a high weight value. For these seed

locations, wplr in Rule 3 is set to 1000. These seeds are chosen as the top k locations
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according to the amount of outgoing traffic. For all remaining locations the initial route

assignment is done randomly and for each location we set wplr to 100 for exactly one

randomly chosen route id. The value of k is then a hyper-parameter which we explore

with validation data.

To measure the similarity in ethnicity mentions between two locations, we

compute a histogram of counts for ethnicity mentions for each location, and then com-

pute the Kullback-Leibler -divergence between them. We then translate the divergence

into a similarity between [0,1]. Similarities are computed between all pairs of cities with

non-zero counts of the top ten ethnicities across the entire dataset3.

8.6.2 Evaluation of Location Prediction

We compare our three spatio-temporal models to a distance-based baseline, which we

refer to as SpatialThis baseline simply chooses the closest next location from the same

set of potential next locations as the other models. In Table 8.4, we show the F-Measure

on the task of predicting next locations. We evaluate the Event-Aware Segments on

Matthew, as we stronger evidence of the impact of environmental effects on trafficker

movements.

F-Measure

Matthew Goni

Spatial 9.37 8.57

Spatio-Temporal 71.0 74.8

Route-Segments 82.8 94.2

Event-Aware Segments 83.4 95.1

Table 8.4: F-Measure of each model on the location-prediction task. Bold signifies

statistically significant improvements over both Spatial and Spatio-Temporal.

In addition to the F-Measure we consider the error rate, i.e. the fraction of

phone number ids in the test set for which the predicted next location was incorrect. The

Route-Segments model improved the error rate from 28.8% (in Spatio-Temporal),

3The choice of ten was a hyper-parameter explored with training data.
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to 17% for Matthew. In Goni, the improvement was even more pronounced, from

25.2% to 5.78%. Additionally, we saw that areas in the potential path of Hurricane

Matthew were more difficult to predict, as they obtained an error rate of 29% in Route-

Segments. Incorporating event-aware rules provides a reduction in error, as Event-

Aware Segments achieved an error rate of 27% for these locations.

8.6.3 Evaluation of Discovered Route Segments

Next, we inspect the discovered route segments for each dataset. To determine the

number of route segments that best fits the data, we search over different numbers of

routes and evaluate with the validation set. For each dataset we evaluated on 3-30

segments, in step sizes of three. Each location can belong to a route-segment to some

degree. For each location l, we assigned it to route-segment rsi where the value of

OnRouteSg(l, rsi) was higher than all other OnRouteSg(l, rsj), j 6= i. To construct

routes, we consider all links, li− lj , where li and lj were on the same route segment and

the value of Link(li, lj) was greater than .5.

In Matthew we found that nine route segments achieved the highest location-

prediction performance on the validation set. Fig. 8.6 shows these segments; however,

we only display locations which are on paths of at least length three. We form paths

by linking locations on the same route segment. The longest route-segment originates

in Los Angeles, CA and has 15 locations (shown in dark green). The shortest route-

segment originates in West Palm Beach, FL and has three locations. While the Florida

route predominantly includes locations on the East Coast of the United States, the

California route includes locations across the country. However, unsurprisingly, it in-

cludes California locations such as Long Beach and Los Angeles. This was also the most

common segment, with 57 numbers taking part in a some portion. The most common

route segment (of length three) was spatially concentrated, from Long Beach to Orange

County to Los Angeles, CA.

Fig. 8.7 shows an example route-segment in the United States. This segment

shows some regional tendencies, as many of the locations are southeastern portion of

the country. However, we also see that travel between large and somewhat distant cities

is common.
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Figure 8.6: Discovered route segments in Matthew. The color of each node corresponds

to a route-segment id and edge opacity indicates link strength.

Columbia, SC

Odessa, TX

Chicago, IL

Houston, TX

Figure 8.7: A route segment in Matthew.

In Goni, the longest route segment originated in San Francisco and had 11

locations. This was also the most common route, with 77 ad-posters traveling along some

portion. This dataset revealed more international connections, for example there was a

strong link between Dubai and Singapore. However, regional national route segments

were also discovered, such as within the state of California and between locations in

Canada. In comparison to Matthew, in Goni, many of the route segments were
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international as can be seen in both examples in Fig. 8.8.

Portland, OR Montreal, Canada

Santa Maria, Mexico

Figure 8.8: Selected discovered route segments in Goni. The color of each node corre-

sponds to a route-segment id and edge opacity indicates link strength.

8.7 Discussion

We have proposed that extreme weather events can impact human trafficking, both

through their impact on populations and locations. We saw that post-event there was

evidence of an increase in the relative number of advertisements mentioning ethnicities

from event-effected areas. Mentions of both Caribbean and Philippine ethnicities in-

creased after Hurricane Matthew and Typhoon Goni, respectively. As the Philippines

are a common source destination for trafficking victims, that we see substantial increases

in Filipino ads in two locations suggests that traffickers may have taken advantage of

environmentally induced vulnerabilities.

Readily available online data can provide surrogate statistics into the otherwise

difficult to trace activity of human trafficking. However, there are many limitations with

this data. One hindrance is that phone numbers are not maintained for long periods of

time. Another limitation is that not all ads are posted by human traffickers.

Our model can incorporate both spatio-temporal and behavioral knowledge,

providing a flexible framework for fusing heterogenous data sources to understand com-

plex events. This framework might prove useful in a number of related tasks. Modeling

the impact of extreme weather on human migration is another potential use case of our

model.
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8.8 Conclusion

Human trafficking is a serious social problem, and understanding this phenomenon is an

important social science question. We investigated how environmental events might im-

pact human trafficking in three ways: by changing the vulnerability of environmentally

effected populations, by changing the attraction of traffickers to effected locations, and

by disrupting trafficking travel. We also proposed a series of spatio-temporal predictive

models. These model can incorporate both data-driven approaches, as well as domain

knowledge such as how events might disrupt movement. More generally, this approach

can be used to model environmental impacts on many types of human behavior.
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Part V

Concluding Remarks
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Richly structured and probabilistic approaches can fully exploit the social,

dynamic and uncertain nature of human behavior. In this thesis I have introduced re-

lational models which can better capture the richness of temporally and contextually

interconnected appliance use, customers and products in an online shopping catalog,

socially connected students in an online classroom, youth engaged in cyber-bullying

within a social network and human traffickers’ movements. Neglecting the temporal,

contextual, and social relations in these problem settings hinders the understanding of

human behavior in these domains. To advance state-of-the-art in sustainability, educa-

tion and malicious behavior I have demonstrated the efficacy of a collective probabilistic

approach.

Predictive models can solve a large range of tasks relevant in these social

good domains. However, these models should be built with a careful understanding

both of the available data and of the specifics of the domain. In each problem I have

presented findings from exploratory data analysis which are useful apart from predictive

results. For example, in the education setting I found that two groups of unexpected

student types and showed that each group is defined by very different characteristics.

These groups have implications for course design, demonstrating the different needs and

expectations of different types of students. Additionally, I used causal techniques to

investigate the effect of in-person instruction on student learning. In the cyberbullying

setting I explored the relationship between gender and attacks. Finally, in the human

trafficking domain, I assessed the question of how environmental events impact human

trafficking. Thus, data analysis methods are one form of computational technique that

can provide insight into problems of societal significance and which should be deployed

given new data sets.

Electronic devices, from mobile phones to dishwashers, are increasingly equipped

with the ability to communicate with remote servers, allowing for the large-scale track-

ing of human behavior in the physical world. This has resulted in a wealth of spatio-

temporal data. However, such data requires advanced methods which can scalabley rea-

son over structured data. Here, I have proposed a collective probabilistic approach for

spatio-temporal settings and demonstrated its benefits in two different problem settings:

energy disaggregation and predicting the movements of human traffickers. My approach
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for disaggregating individual appliances from aggregate energy readings achieves state-

of-the-art performance through multiple temporal representations and the use of soft

constraints in relational energy usage. In predicting the future movements of human

traffickers my approach achieves a high F-Measure and I demonstrate the utility of

considering second-order dependencies in predicting future movements. Together, this

work shows the benefits of flexible spatio-temporal models, which can adapt to multiple

representations and orders of information.

Online data offers many opportunities to study human behavior at new depth

and scale. However, though plentiful, it is not always of high quality. Here, I show how

structure can overcome issues of data sparsity in two problem settings: cyberbullying

detection and human trafficker location prediction. In the cyberbullying setting, I use

both social and linguistic structure to predict cyberbullying from social media messages

that once cleaned, are often no more than three words. This approach outperforms state-

of-the-art while lending insight into bullying in online settings. In the human trafficking

domain I show how spatio-temporal structure can be used to predict movements of

traffickers from obscure online ads.

Much of human behavior is influenced by others. Our actions, beliefs and

wellbeing can be effected by our friends, colleagues and family. Here, I explore social

structure in two problem settings, classrooms in a high school computer science MOOC

and friend networks in cyberbullying incidents. In each setting I show that social struc-

ture can be useful in predicting aspects of human behavior. In the education setting,

modeling students who are in the same classroom and/or working together can improve

predictions of post-test performance. While inferred relational ties are helpful when

determining participants’ roles in cyberbullying incidents.

Unobserved phenomena can influence much of our behavior. For example, psy-

chological states are often unobserved, yet they dictate what we do and how we think

and feel. In data-driven research, the data can fail to capture the true richness of the

problem setting, where unobserved factors can effect the behavior of target variables.

Across domains, I investigate how latent variables can be used to improve modeling and

predictive performance. In sustainability, I model the latent sustainability of products

and customers. In education, I model latent collaborative behavior and classroom and
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student strength. In malicious behavior, I model many latent aspects of cyberbullying

behavior, as well as latent route-segments in human trafficking travel. This work offers

one strategy in improving interpretation in these domains. By analyzing the discovered

values of latent variables one might improve understanding of the problem. For exam-

ple, by analyzing discovered route segments one can trace potential routes traveled by

traffickers. These routes might be useful in criminal apprehension. However, under-

standing human behavior in social good domains is critical and this work confronts only

one piece of that large goal. One area for improvement in regards to these models is

evaluation. Throughout this work I have proposed different methods of evaluating in-

ferred values for unobserved phenomena, but this work could be improved, for example,

with the acquisition of high-quality labels.

There are many directions in which this work might be expanded. Throughout

these problems a persistent question is how to apply trained models to unseen datasets.

Especially when training data is small, it is unclear to what extent trained methods will

generalize. Much of this work can be expanded to adapt to different data settings and

levels of supervision. Another question which I left largely unaddressed is how to model

hierarchical structure in these settings. Such structure could be relevant in many of

these problems, for example spatial and temporal hierarchies might be useful in many

of these problems.

Computational methods can offer much to problems of societal significance.

Here, I have shown the crucial role of utilizing structure in a collective probabilistic

approach to problems in sustainability, education, and malicious behavior. However, if

computational methods are to be broadly successful in providing human decision makers

with data-driven insights there is much work to be done. For such methods to be able

to aid society in addressing its greatest ills, the members of society must reach a greater

capacity for trusting and understanding what these methods can and should do. If data

is collected in a manner which subjects deem unacceptable, their discomfort will be a

limiting factor in the benefits of any gleaned insights. Furthermore, the potentials of

model transparency will be limited by the technical literacy of intended audiences. I

hope to explore these concerns in my future work. Both in conducting research which

improves method interpretability, and in implementing user studies to determine which
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kinds of results are most useful in decision making. Ultimately, such work should not

only improve the practical applicability of computational methods, but provide insights

to guide their improvement towards societally beneficial ends.
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