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Abstract

This project aims to develop and enhance a low-cost, highly scalable control
solution for Small and Medium-Sized Commercial Buildings (SMCB), assess
the business potential at multiple sites, and perform commercialization ef-
forts. The technology can be applied to any buildings served by multiple
units, with the benefits being greatest for open-spaced buildings, such as
banks, retail stores, restaurants, and factories. This project aims to develop
an affordable control solution for: 1) SMCB grid responsiveness, 2) reduction
of GHG by changing unit operations, 3) greater reduction in utility costs,
and 4) rapid adoption in the marketplace. The proposed technology will
be built on a previously developed and demonstrated MPC solution. The
minimal sensor requirement and less need of control expertise are the unique
feature of the algorithm that leads to low capital and maintenance costs, and
short installation and implementation time. These attributes contribute to
low capital and maintenance costs, as well as a short installation and imple-
mentation time. However, these advantages come with a trade-off: increased
difficulties and unreliability when applying traditional modeling and MPC
control approaches due to limited information. This final report describes the
modeling approaches developed and tested to overcome these challenges. It
begins by outlining the modeling challenge posed by minimal sensor require-
ments, then delves into the proposed modeling approaches, which primarily
involve system identification. Finally, preliminary test results for a simula-
tion case study are presented.
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1. Introduction

For real buildings, the information of various heat gains, such as lighting
load, plug load, occupancy load and in/exfiltration, is often not available,
and adding additional sensors to measure them for control purposes is cost
prohibitive, especially for small and medium-sized commercial buildings. The
imperfect building data set due to unmeasured heat gains (or unmeasured
disturbances) often leads to failure of the conventional system identification
approach (CONV) [1, 2], which minimizes a norm of errors between simu-
lation and measurement, despite its popularity in the literature [3, 4]. This
is because physical parameters such as thermal resistances and capacitances
of a building thermal network model have to be biased to explain the input
and output relationship without the unknown heat gains.

The biased estimation of capacitances and resistances for building’s struc-
tural mass (e.g., concrete slab) is equivalent to over- or under-estimate the
size or capacity of an electrochemical battery, since the mass itself is the
thermal energy storage. Therefore, the poor estimation for the thermal en-
ergy storage degradates MPC performance significantly by making MPC to
predict wrong charging/discharging rates and the amount of energy that can
be stored, and could lead to even higher utility cost and less load flexibility.

It is critically important to develop different identification approaches
that can extract a reasonable building model from imperfect measurements
to overcome this problem. We provide a simulation case study to show how
the conventional identification algorithm poorly behaves under unmeasured
disturbances, and propose and compare alternative identification algorithms
to overcome this issue. The proposed algorithms model not only the thermal
dynamics of a building envelope system but also the dynamics of unmeasured
disturbances in the form of either a lumped input disturbance (ID) [5, 6] or
output disturbance (OD) [3, 4].

2. Comparisons of identification approaches under unmeasured dis-
turbance and effect on prediction: simulation case study

2.1. True system description and data generation

It is very difficult to compare the performance of identification approaches
for a real building since we do not know the true system dynamics or pa-
rameters. Instead, we created a hypothetical building envelope model and
treated it as the True model for this study. The True model was tuned with a
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Figure 1: A simple RC network model for a case study building.

data set that was generated from a laboratory environment (FLEXLAB) [7]
and that includes complete measurements of plug, lighting, and occupancy
loads. The laboratory represents a single-zone office space. The True model
has the RC network shown in Fig. 1 and the state-space form of Eq. 1 (state
transition process) and Eq. 2 (measurement process).
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• Tw, Tza, and Toa are temperature nodes of large thermal mass (w), zone
air (za), and outdoor air (oa)

• Rzw andRzo are thermal resistances between temperature nodes [K/kW]

• Cw and Cza are thermal capacitances [kWh/K]
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• q̇sol,win is incident solar radiation per area on windows [kW/m2], Awin

is effective window area [m2]

• f is convective fraction of the incident solar radiation

• Q̇hc is heating/cooling rate from maximum heating rate (Q̇hc,max) to
maximum cooling rate (−Q̇hc,max) [kW]

• Q̇gain is the summation of plug, lighting, and occupancy loads [kW]

• yza is measured zone air temperature [◦C]

The parameters to be estimated through the system identification are
θ = [Cw, Cza, Rzw, Rzo, f, Awin] and were tuned with the complete measure-
ments including Q̇gain. The values of the True model were set to Cw: 2.5
kWh/K, Cza: 0.67kWh/K, Rzw: 1.8K/kW, Rzo: 18K/kW, f : 0.2, and Awin:
4.5m2. A proportional-integral (PI) controller modulates heating or cooling
rate (Q̇hc) to maintain indoor temperature, and the maximum heating and
cooling rates are 6 kW and −6 kW, respectively.

To test performance of the identification algorithms of the CONV, ID and
OD under a practical scenario, Q̇gain is assumed to be unknown. Instead,
it is assumed that we can design experiments and actively control indoor
temperature setpoint (within an acceptable room air temperature band) for
the purpose of better system identification. Two weeks of a data set was
generated from the True model with Oakland, CA weather data [8]. During
the weekdays, cooling setpoint is set to 23◦C-25◦C for occupied times (6−19
hour) and 28◦C-30◦C for the unoccupied time, but the setpoint of the first
weekend (2 days) was perturbed according to a pseudo binary random signal
(PRBS) with 2 hour of time-scale and 4th order. The binary signal was
mapped to sampled setpoints between 18− 25◦C. The generated data set is
visualized in Fig. 2.

2.2. Descriptions of system identification approaches

Eqs. 1-2 were discretized with a 5-min sampling time by using the zero-
order hold [9]. Three different system identification approaches (CONV,
ID, and OD) were tested with the test data set aiming at identifying the
True model. They have the same model structure of the discretized system
model for the building envelope dynamics although their disturbance model
structures differ. Note that unmeasured disturbance (Q̇gain) was not provided
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Figure 2: Test data set of temperatures (Toa:outdoor air temp. Tza: zone air temp. Tcsp:
room cooling setpoint) and measured/unmeasured disturbances to evaluate performance
of different identification algorithms.

to the identification algorithms. In other words, the identified model G maps
only the measured disturbances (Toa, q̇sol,win) and control input (Q̇hc) to the
indoor air temperature (yza).

2.2.1. Conventional simulation error minimization approach

The CONV approach assumes that all the unmeasured disturbance can
be expressed as white noise (econv) in the measurement process, and the
discretized system can be written as Eq. (3);

x(k + 1) = Adx(k) +Bdu(k)

y(k) = Cdx(k) + econv(k)
(3)

where Ad, Bd, and Cd from A, B, and C in Eqs. (1)-(2).
The set of parameters (θ∗conv) is estimated by minimizing the sum of

squared errors between simulation (ŷ(k; θ) = Cdx̂(k; θ)) and measurement
(y(k)) via the nonlinear optimization (Eqs. 4-5);

x̂(k + 1; θ) = Ad(θ)x̂(k; θ) +Bd(θ)u(k)

y(k) = Cdx̂(k; θ) + εconv(k; θ)
(4)

August 29, 2023 5



CRADA Final Report, Award AWD00005549, FP13009 - 0008-1548
ActiveBAS

θ∗conv = argmin
θ

N∑
k=1

(εconv(k; θ))
2 , (5)

where subscript d indicates a discretized system and, k is a time step.
In the 7-day of training data, the initial state (i.e., x(0)) is obtained via

Kalman filter by using the first day data. Then, the following 6 days are
predicted via simulation (Eqs. 4-5). The optimization bounds of parameters
are set to [0.1, 50] for allR and C parameters (i.e., Cw, Cza, Rzw, Rzo), [1e-6, 1]
for f , and [0.5, 25] for Awin.

2.2.2. Input disturbance identification approach

The ID approach assumes that unmeasured disturbances come from the
input channel, i.e., the heat gain term, and treats the input disturbance as an
additional dynamic state. This can be written as an augmented state space
format (Eq. 6) [5, 6].[
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(6)

where wID and eID are state and measurement noises. ζID represents the
lumped input disturbance term.

The key idea in this approach is to treat ζID as Wiener process, so there-
fore , it behaves as the Brownian motion after discretization according to its
noise level (i.e., ζID(k + 1) = ζID(k) + wζID(k)).

For the system identification, the ID approach firstly calculates one-step
ahead prediction errors. The prediction errors are calculated via following
steps. After discretizing the system in Eq. 6, it can be written as Eq. 7.
From the initial states (x̂ID(1|1)), the next time states (x̂ID(2|1)) and zone
air temperature (ŷza(2|1)) are predicted through Eq. 7. The prediction error
(i.e., innovation, εID) is estimated through Eq. 8, and then, the predicted
states are updated by using the innovation and optimal Kalman gain (K(k))
(Eq. 9). The process in Eqs. 7-9 is sequentially repeated for the whole
data (k = 1, 2, ..., N). At each time k, the optimal Kalman gain can be
obtained via Kalman filter [9]. The optimal Kalman gain is estimated based
on state noise covariance (ΣxID

, i.e., wID(k) ∼ N(0,ΣxID
)) and measurement
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noise covariance Σyza in the discretized system. While measurement noise
covariance set to 0.252/Ts based on sensor noise (±0.5◦C) and discretization
sampling time, Ts, the state noise variance is modeled by two additional
parameters (i.e., ΣxID

= diag(σ2
x, σ

2
x, σ

2
ζID

)) that determine the movement

level of update in x̂ID = [x̂, ζ̂ID]
⊺ (Eq. 9). The optimization bound of the two

parameters are set to [1e-4, 1].

x̂ID(k + 1|k; θ) = Ad,ID(θ)x̂ID(k|k) +Bd(θ)u(k)

ŷza(k + 1|k; θ) = Cd,IDx̂ID(k + 1|k)
(7)

εID(k + 1; θ) = yza(k + 1)− ŷza(k + 1|k; θ) (8)

x̂ID(k + 1|k + 1; θ) = x̂ID(k + 1|k; θ) +K(k + 1; θ)εID(k + 1; θ) (9)

The ID approach finds a set of parameters by minimizing the square sum of
one-step ahead prediction error (Eq. 10).

θ∗ID = argmin
θ

N∑
k=1

(εID(k; θ))
2 . (10)

2.2.3. Output disturbance identification approach

The OD approach [3, 4] does not directly model the input disturbances.
Instead, it tries to model the effect of unmeasured heat gains on the output
(i.e., room air temperature). The aggregated contribution of the unknown
heat sources to the output is called the output disturbance as opposed to
the input disturbance. The OD approach models the output disturbance as
a filtered process of white noise (eOD(k)), which is called output disturbance
(vOD(k) in Eq. 11). The output disturbance dynamics can be modeled with
two more parameters, ρ1 and ρ2 (Eq. 11).

x(k + 1) = Adx(k) +Bdu(k)

y(k) = Cdx(k) + vOD(k)

ζOD(k + 1) =
[
ρ1
]︸︷︷︸

F

ζOD(k) +
[
ρ2
]︸︷︷︸

G

eOD(k)

vOD(k) = ζOD(k) + eOD(k)

(11)
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The OD approach estimates a set of parameters by minimizing the square
sum of one-step ahead prediction error (Eqs. 12-13). The optimization of
bounds of ρ1 and ρ2 are set to [-0.999, 0.999] [3].

x̂(k + 1; θ) = Ad(θ)x̂(k; θ) +Bd(θ)u(k)

y(k) = Cdx̂(k; θ) + v̂OD(k; θ)

ζ̂OD(k + 1; θ) = F(θ)ζ̂OD(k; θ) + G(θ)εOD(k)

v̂OD(k; θ) = ζ̂OD(k; θ) + εOD(k; θ)

(12)

θ∗OD = argmin
θ

N∑
k=1

(εOD(k; θ))
2 (13)

2.3. System identification results and discussion

For each identification algorithm, the optimization problem is non-convex,
and hence to find a better optimal solution, we randomly sampled initial
starting points and repeatedly solved the optimization problems for 50 times.
The estimation results of CONV, ID, OD identification approaches are sum-
marized in Table 1.

Table 1: Comparison of estimated parameters from system identification approaches

Cw

[kWh
K

]
Cza

[kWh
K

]
Rzw

[ K
kW

]
Rzo

[ K
kW

]
f
[-]

Awin

[m2]
σx/ρ1 σζID/ρ2

True 2.5 0.67 1.8 18 0.2 4.5
CONV 50 0.91 2.81 4.67 0.28 14.39
ID 7.75 0.91 1.12 4.94 1e-6 6.16 1.3e-3 1.0
OD 4.23 0.7 1.58 14.84 0.22 8.48 0.99 0.99

CONV estimated the parameters very poorly. Especially, Cw and Awin

are overestimated. This is because it has to explain input and output rela-
tionship without the heat gain information, and the only way of doing this is
to adjust the physical parameters. Specifically, the large unmeasured distur-
bance during occupied time is compensated by the overestimation in solar
heat gain (Awin), and then, it is stored into the thermal mass (Cw) to ex-
plain the unmeasured disturbance during unoccupied time. This mechanism
outputs unrealistic parameters as shown in Table 1.
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Unlike CONV, ID and OD algorithms have another degree of freedom to
explain the input and output relationship without the heat gain information,
which is the parameters associated with the disturbance models. Therefore,
in overall, the inclusion of the disturbance dynamic gives better parameter
estimation under unmeasured disturbances. The ID gives better results in
Cw and Awin as it includes disturbance dynamics, but it under estimates Rzo.
This can be interpreted that the large unmeasured disturbance is successfully
explained by the ID. However, the abrupt changing nature of unmeasured
input disturbance (i.e., between occupied and unoccupied time) is not fully
captured by the ID dynamics. Consequently, the decrease in unmeasured
disturbance during the unoccupied time is compensated by underestimation
of Rzo giving more heat loss to outdoor air. On the other hand, the OD gives
better estimation in most of parameters including Cw and Rzo, albeit not
precisely accurate. As stated in [3], this can be attributed to the noisy nature
of input disturbance compared to output disturbance: input disturbance
likely has more oscillations and abrupt changes, i.e., high power spectrum
for a high frequency region while the output disturbance likely has high
power spectrum for a lower frequency region.

Since all the methods show deviations from the True system, it is impor-
tant to understand how much each method captures the building thermal
dynamics and the potential issues being used for prediction applications. In
Fig. 3, Bode magnitude plots of different approaches are compared with the
True model. In general, the OD shows better performance than the other
approaches, and the CONV and the ID approaches failed to capture low-
frequency range for Q̇HC. It is noted that all models have good behavior in
the high-frequency range for Q̇hc, which indicates the short-term behavior of
cooling or heating inputs can be captured.

The step response of measured disturbances (Toa and q̇sol,win) and control
input (Q̇hc) for the approaches during 12 hours are compared with the True
system in Fig. 4. Overall, the OD shows better performance of capturing
the true system dynamics under unmeasured disturbances. For the control
input, the CONV and the OD show good performance till 1 hour, but the
CONV’s performance quickly decreases while OD shows relatively moderate
decreases.

In Fig. 5, the indoor temperature predictions with unmeasured distur-
bance (Q̇gain) as an input are compared to the True model for each method.
As expected, the OD’s prediction shows better performance compared to
the CONV and the ID because the OD’s identified parameters are the clos-
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Figure 3: Comparison of Bode magnitude plots of measured disturbances (Toa and q̇sol,win)

and control input (Q̇hc) for each method. (1 cph = 2.8e-4 Hz, 1 cpd = 1e-5 Hz)

Figure 4: Comparison of step response of measured disturbances (Toa and q̇sol,win) and

control input (Q̇hc) for each method.
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Figure 5: Comparison of indoor temperature predictions with unmeasured disturbance as
an input for each method.

est to the True model. However, after the first day, even the OD model
over-predicts because some disturbance information is included in the OD
parameters as mentioned earlier. The CONV’s prediction shows fluctua-
tions as all the unmeasured disturbance information (i.e., fluctuating profiles
according to the occupied/unoccupied times) is included in its parameters.
But, the ID under-predicts because the ID dynamics majorly captures the
large unmeasured disturbance.

Since the indoor temperature is slowly changing dynamics, the required
amount of heating or cooling rate to maintain the measured temperature
is also a good metric to evaluate how well the model captures the thermal
dynamics of the building. For this purpose, the model in Eqs. 1-2 was
rewritten as below Eq. 14. After discretizing the system in Eqs. 1-2, the
required amount of heating or cooling rate can be estimated assuming the
steady state for each sampling time.
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Figure 6: Comparison of required heating or cooling rate to maintain the measured tem-
perature.

[
Ṫw

]
=

[ −1
CwRzw

] [
Tw

]
+
[
0 (1−f)Awin

Cw
0 1

CwRzw

]
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q̇sol,win

Q̇hc
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Tza(k)− Tw(k)

Rzw

+
Tza(k)− Toa(k)

Rzo

− fAwinq̇sol,win(k)− Q̇gain(k)

(14)

In Fig. 6, the amounts of required heat during each sampling time to
maintain the measured temperature are compared. Similar to the tempera-
ture prediction, the OD shows little over-cooling while the ID shows under-
cooling, and the CONV shows both over- and under-cooling. From the two
analysis in Figs. 5-6, all the methods include the dynamics of unmeasured
disturbance in their parameters to some extent while the OD includes the
least.

3. Conclusion

To develop a low-cost and scalable Model Predictive Control (MPC), it
is crucial to minimize sensor requirements for both modeling and control im-
plmentations, particularly for small and medium-sized commercial buildings
(SMCBs). However, the limited building information resulting from minimal
sensor requirements poses challenges across various stages of MPC design,
spanning from modeling to control implementation. In this final report, new
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modeling approaches have been proposed and evaluated through simulations.
The standout feature of these modeling approaches, as compared to conven-
tional methods in the field of building control, is their capacity to extract
an improved thermal network model for buildings from imperfect measure-
ments. The algorithm is expected to overcome technical challenges and offer
an enhanced MPC model. This enhancement will enable the realization of a
low-cost and scalable MPC solution for applications in SMCBs.
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