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ABSTRACT OF THE DISSERTATION 

 

Development and Assessment of Inverse Optical Models in Support of Ocean Color Applications 

 

by 

 

Matthew Douglas Kehrli 

 

Doctor of Philosophy in Oceanography 

 

University of California San Diego, 2025 

 

Dariusz Stramski, Chair 
 

Observations of ocean color from satellite imagery provide valuable opportunities to 

monitor biogeochemical systems of the ocean over broad spatiotemporal scales. To fully leverage 

the potential of these measurements, it is necessary to continue research on the development, 

assessment, and validation of inversion methods that estimate inherent optical properties (IOPs), 

which physically regulate the characteristics of ocean color. However, existing inversion models 

often face limitations in retrieving a complete suite of IOPs, particularly in the retrievals of 

absorption coefficients of seawater constituents. This limitation is relevant in the context of the 
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recently launched NASA PACE satellite mission which has the capability to measure 

hyperspectral radiances from the near-UV (350–400 nm) through the visible (400–700 nm). To 

address these challenges, this dissertation first focuses on advancing an absorption partitioning 

model that is incorporated into the broader structure of a four-step Semi-Analytical Algorithm 

(4SAA) designed to retrieve a full suite of seawater optical properties from satellite measurements. 

In the first chapter, a high-quality dataset of 1610 field samples of constituent absorption 

coefficients collected from diverse oceanic environments is compiled to develop a model to 

extrapolate the non-phytoplankton absorption coefficient, adg(λ), the non-algal absorption 

coefficient, ad(λ), and the colored dissolved organic matter absorption coefficient, ag(λ), into the 

near-UV from the visible spectral region. This extrapolation model is assessed and validated using 

the compiled in situ dataset and provides a method to extend absorption partitioning models 

constrained to the visible spectral region. In the second chapter, the development of an absorption 

partitioning model, called ADG, is described. This model separates adg(λ) into its constituents, 

ad(λ) and ag(λ), across the near-UV through visible spectral range. The ADG model is assessed 

and validated with the compiled dataset described in the previous chapter and demonstrates a 

strong capability to partition adg(λ). This model consists of two variants, one of which incorporates 

the extrapolation model described in the first chapter and is implemented as the final component 

of the 4SAA model. The third chapter describes the analysis of a comprehensive performance and 

uncertainty assessment of the 4SAA model. This analysis utilized a recently published synthetic 

optical database to quantify the performance of each component model of 4SAA and investigate 

error propagation through the multi-step inversion sequence of 4SAA. A Monte Carlo approach 

was implemented to evaluate the uncertainty introduced by each component model as well as the 

propagation of uncertainty of the complete 4SAA model.



 

1 

INTRODUCTION 
 

The perception of color is a fundamental human experience. When an object is exposed to 

white light, we observe the object’s color as the light that is preferentially scattered by the object. 

Let’s consider the green leaf of a tree as an example. We observe the leaf as green because it 

contains pigments, namely chlorophyll-a, that primarily absorb blue and red light. This light is 

absorbed for photosynthetic processes to store energy provided by sunlight as sugars for the tree. 

The process leaves more unabsorbed green light which is scattered by the leaf and eventually 

observed. The variations in the behavior of the different types of visible light as they are scattered 

or absorbed in the environment explain why objects appear as distinct colors.  

The availability and behavior of light, namely sunlight, drive many physical and 

biogeochemical processes in the ocean. For example, microscopic phytoplankton absorb sunlight 

for photosynthesis and play a fundamental role in the global carbon cycle by forming the base of 

the marine food web. These organisms are responsible for carbon uptake, and without them, 

atmospheric carbon dioxide levels would be approximately 50% higher (Parekh et al., 2016). 

Phytoplankton respond to excess sunlight through photoadaptation by changing their cellular 

structure (Sournia 1974), and by synthesizing protective pigments to defend against the harmful 

effects of ultraviolet (UV) radiation (Karentz & Lutze, 1990; Karsten et al., 1999; Karentz 2001; 

Llewellyn & Harbour, 2003). UV radiation also affects non-phytoplankton material in the ocean, 

such as dissolved organic substances, and prolonged exposure can lead to their degradation 

through photobleaching processes (Armstrong et al., 1966; Vodacek et al., 1997; Mopper & 

Kieber, 2002; Helms et al., 2008). Taken together, these processes highlight the importance of 

studying the absorption of light in aquatic environments across a wide spectral range from the UV 

through the visible. 
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When sunlight reaches the top of Earth’s atmosphere, a portion of the light propagates 

through the atmosphere, crosses the air-sea interface, and interacts with the seawater medium. 

Much of this light is lost through absorption and a fraction of it is scattered in the backward 

direction and exits the water column back into the atmosphere. By analyzing the ratio of the water-

leaving light to the total amount of light that initially entered the water column it is possible to 

infer the optical properties of the seawater medium. The color of the ocean is characterized by the 

spectral composition of water-leaving light and typically it is quantitatively described by the 

remote sensing reflectance, Rrs(λ), where λ represents the wavelength of light in vacuum. It is 

defined as the ratio of the spectral water-leaving radiance, Lw(λ), to the spectral downwelling plane 

irradiance, Ed(λ), just above the water surface (Jerlov 1976; Mobley 2022). Rrs(λ) is an apparent 

optical property (AOP) that can be measured in the field using near-surface radiometers or 

estimated from atmospherically-corrected measurement of top-of-atmosphere radiance with 

satellite remote sensing platforms. As an AOP, Rrs(λ) is defined as the ratio of two radiometric 

variables just above the water surface, making it dependent mostly on seawater inherent optical 

properties (IOPs) and only weakly influenced by temporally unstable other environmental factors, 

such as sun angle, sea surface state, and cloud cover. This temporal stability enables Rrs(λ) to be 

closely related to the compositional characteristics of seawater, making it an ideal AOP for 

investigating the seawater IOPs and associated biogeochemical constituents of seawater using 

satellites. 

Various satellite-based sensors specially designed for remote measurements of ocean color 

have been developed over the past half century. The first pioneering mission began with the launch 

of the Nimbus 7 satellite in 1978 with its onboard Coastal Zone Color Sensor (CZCS) that 

measured ocean color over four channels in the visible electromagnetic spectrum (400–700nm). 
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The mission demonstrated the tremendous potential of utilizing ocean color measurements to 

acquire information about biological processes in the global ocean (Gordon et al., 1983; Yentsch 

& Yentsch, 1984). The success of CZCS led to the development of other satellite ocean color 

sensors and missions. Examples of heritage ocean color sensors designed for global ocean 

observations include the Sea-viewing Wide Field of View Sensor (SeaWiFS; 1997–2010), 

Moderate Resolution Imaging Spectroradiometer (MODIS; 1999–present), and the Visible 

Infrared Imaging Radiometer Suite (VIIRS; 2012–present) and together they have provided 

continuous spatiotemporal coverage of ocean color for over 25 years. Most recently, the Plankton, 

Aerosol, Cloud, ocean Ecosystem (PACE) satellite mission was successfully launched in February 

2024 and is now providing science-ready data products. The Ocean Color Instrument (OCI) is the 

advanced sensor aboard PACE that measures the top-of-the-atmosphere radiance across the near-

ultraviolet through the near-infrared at a 5 nm hyperspectral resolution (Werdell et al., 2019). 

These observations from ocean color satellite missions provide data products that are 

essential for understanding biogeochemical processes on large spatiotemporal scales. Among 

these, satellite-derived chlorophyll-a concentration has served as the flagship data product to 

characterize phytoplankton biomass since the CZCS era (Gordon et al., 1983; Feldman et al., 

1984). Another critical product obtained from satellite observations is the concentration of 

particulate organic carbon, which characterizes the dynamic pool of organic carbon associated 

with particles in the ocean (Stramski et al., 1999). These fundamental data products have facilitated 

the development of many other satellite-derived data products to investigate phytoplankton 

community composition (Mouw et al., 2017), primary production (Antoine et al., 1996; Behrenfeld 

et al., 2005; Uitz et al., 2010; Siegel et al., 2013; Gregg et al., 2017; Westberry et al., 2023), carbon 

transport and sequestration (Brewin 2021), and water quality (Hu et al., 2004; Shaeffer et al., 2012; 
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Zheng et al., 2017; Turner et al., 2022). Furthermore, time series of measurements of ocean color 

advance the knowledge of trends in ocean color over larger timescales. By merging ocean color 

data from various satellites, the surface of the ocean has become greener at low-latitudes over the 

last twenty years (Cael et al., 2023). Numerous studies have also examined deviations of satellite-

derived surface chlorophyll-a concentrations derived to investigate long-term trends of global 

phytoplankton distributions (Gregg & Conkright, 2002; Antoine et al., 2005). 

On a more fundamental level, Rrs(λ) is directly related to the physical properties of the 

seawater medium itself, and optical oceanographers rely on Rrs(λ) to study the intrinsic optical 

characteristics of the ocean. More formally, the propagation of light through seawater is controlled 

by its inherent optical properties (IOPs), which are defined as the light absorption and scattering 

characteristics of the seawater medium that depend solely on the concentrations and composition 

of seawater constituents. Measurements of IOPs are independent of the ambient light field and 

remain the same whether determined in the field or the laboratory, provided that the temperature, 

pressure, and concentration of seawater constituents of the medium remain unchanged (Mobley 

2022). When light interacts with seawater, it is either absorbed, elastically (i.e., no change in light 

wavelength) or inelastically (i.e., change in wavelength) scattered at an angle, ψ, or continues to 

propagate unattenuated. The two IOPs that fully describe (neglecting polarization effects) the 

behavior of light in seawater are the total spectral absorption coefficient, a(λ), and the volume 

scattering function, β(ψ,λ). Integrating β(ψ,λ) over all angles (i.e., from ψ equals 0° to 180° relative 

to the original direction of photon travel) yields the total scattering coefficient, b(λ), and integration 

over all backward angles (i.e., from ψ equals 90° to 180° relative to the original direction of photon 

travel) yields the backscattering coefficient, bb(λ). The reciprocal of each bulk IOP corresponds to 

the average distance light travels before undergoing a specific attenuation event. For instance, if 
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the absorption coefficient a(650) is equal to 0.5 m−1, light with a wavelength of 650 nm will on 

average travel two meters before being absorbed.  

Bulk IOPs are dependent on the additive contributions of seawater constituents, which 

consist of molecular water, phytoplankton, non-algal particles (also referred to as detrital or 

depigmented particles), and chromophoric (also referred to as colored) dissolved organic matter 

(CDOM). The IOPs of these constituent absorption coefficients are denoted as aw(λ) for the pure 

seawater absorption coefficient, aph(λ) for the phytoplankton absorption coefficient, ad(λ) for the 

non-algal particulate absorption coefficient, and ag(λ) for the CDOM absorption coefficient. 

Constituent IOPs vary in proportion to the concentration of each seawater constituent and 

investigating their relationships with AOPs can reveal underlying information about the 

characteristics of the seawater medium itself. For example, observations of Rrs(λ) are closely 

coupled to the amount of light that is absorbed and backscattered within seawater and, to first 

order, vary in proportion to the ratio of bb(λ) to a(λ). Another essential AOP is the spectral diffuse 

attenuation coefficient of downward plane irradiance, Kd(λ), which describes the attenuation of 

light propagating through the water column in downward directions at various wavelengths λ. 

Kd(λ) approximately covaries with the sum of a(λ) and bb(λ) since these IOPs describe the portion 

of light that is removed from downward propagating light by the absorption and backscattering 

processes (Kirk 2011, Mobley 2022). A primary goal of satellite remote sensing in optical 

oceanography is to use the relationships between AOPs and IOPs to gain insights about light 

propagation in the water column and to advance the understanding of ecological dynamics and 

biogeochemical processes in the upper ocean. 

Measurements of ocean color obtained by PACE OCI and heritage sensors offer the 

potential to estimate total and constituent IOPs through inversion modeling techniques. It is well-
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established through radiative transfer theory how to determine a sought-after AOP, such as Rrs(λ) 

or Kd(λ), from a complete set of measurements of IOPs (Preisendorfer 1976). The inverse problem, 

which is to determine an IOP from a measurement of an AOP, is more challenging as there are no 

exact deterministic relationships that link IOPs and AOPs, and there are many potential values for 

IOPs that lead to the same AOP observation. Typically, inversion algorithms designed to solve 

this problem are developed by using a semi-analytical approach and rely on a combination of 

empirical measurements and analytical solutions of the radiative transfer equation to derive 

constituent IOPs from radiometric data. 

Many different versions of semi-analytical algorithms (SAAs) have been constructed since 

the launch of the first ocean color sensors to estimate constituent IOPs from Rrs(λ) (Werdell et al., 

2018). One solution method is to first determine bulk IOPs and then utilize independent 

partitioning models to estimate constituent IOPs. An advantage of this multi-step approach for 

solving the inverse problem is that it permits the development of independent mechanistically-

based component models which can be optimized to accurately retrieve target variables of interest, 

such as constituent absorption coefficients. Typically, multi-step SAAs first estimate values of 

a(λ) and bb(λ) and then subtract well-known values of pure seawater components, aw(λ) 

(Twardowski et al., 2018) and bbw(λ) (Zhang 2009), to obtain estimates of the non-water absorption 

coefficient, anw(λ), and the particulate backscattering coefficient, bbp(λ). Further partitioning the 

estimated value of anw(λ) into constituent-specific absorption coefficients presents a challenge as 

the concentrations and compositions of each non-water constituent are highly variable throughout 

the ocean. Most inversion algorithms that partition anw(λ) do not separate its non-algal particulate, 

ad(λ), and chromophoric dissolved organic matter, ag(λ), components and instead combine them 

into the single non-phytoplankton absorption coefficient, adg(λ), due to the similarity in the spectral 
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shapes of ad(λ) and ag(λ). Other methods that retrieve ad(λ) and ag(λ) are limited as they assume a 

single exponential function for the spectral shapes of ad(λ) and ag(λ) over broad spectral ranges.  

A proposed 4-step Semi-Analytical Algorithm (4SAA) has been recently developed in the 

Ocean Optics Research Laboratory at Scripps Institution of Oceanography with parts of this 

development involving a collaboration with French investigators in support of the NASA PACE 

satellite mission (See Figure 3.1 in Chapter 3). The main aim of 4SAA is to retrieve bulk and 

constituent IOPs by alleviating limitations found in previous inversion schemes. The 4SAA is 

comprised of four independent component models to estimate one AOP (Kd(λ)) and nine IOPs 

(a(λ), anw(λ), ap(λ), adg(λ), aph(λ), ad(λ), ag(λ), bb(λ), and bbp(λ)) from input Rrs(λ). The first step of 

the 4SAA model employs a neural-network based model to estimate hyperspectral Kd(λ) in the 

near-UV and VIS spectral regions from input Rrs(λ) (Jamet et al., 2012, Loisel et al., 2018, Jorge 

et al., 2021). The model was developed with in situ and analytically-derived synthetic datasets of 

Rrs(λ) and Kd(λ). The second step of 4SAA is an inverse AOP-IOP model, also known as LS2, that 

estimates a(λ) and bb(λ) and their non-water components (Loisel & Stramski, 2000, Loisel et al., 

2018). The inverse AOP-IOP model utilizes look-up tables generated from radiative transfer 

simulations that are independent of light wavelength and makes no assumptions about the spectral 

shapes of constituent IOPs to solve the inverse problem. Independently developed absorption 

partitioning models are then applied in the final two steps of 4SAA. In the third step, an absorption 

partitioning model, known as the ANW model, separates anw(λ) into aph(λ) and adg(λ) (Stramski & 

Reynolds, in preparation). The ANW partitioning model implements a spectral shape function 

library of adg(λ) to initially partition anw(λ) and then applies multiple inequality constraints 

associated mainly with spectral band ratios of aph(λ) (Zheng and Stramski, 2013) to generate 

realistic estimates of aph(λ) and adg(λ). Finally, the 4SAA model uses an ADG partitioning model 
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to separate ad(λ) and ag(λ) from adg(λ) derived from in pervious step. The proposed ADG model 

incorporates a partitioning approach based on Stramski et al. (2019), however, improvements are 

needed to this model as it is constrained to the visible spectrum, its spectral shape function library 

contains data from sources with inconsistent measurement methodology, and additional model 

parameterizations could enhance its overall performance. The potential advantages of the multi-

step structure of the 4SAA and promising initial performance of each component model are 

directly relevant to the topic of the dissertation presented herein.  

The dissertation is comprised of three chapters to investigate the development and 

assessment of the 4SAA with a particular focus on the ADG absorption partitioning modeling 

methods to separate the non-phytoplankton absorption coefficient, adg(λ), into its ad(λ) and ag(λ) 

components in the 4th step of the 4SAA model. The complete dissertation highlights the 

compilation of a novel in situ database of measurements of absorption coefficients, the 

development of ADG partitioning model covering both the near-UV (350–400 nm) and VIS (400–

700 nm) spectral ranges, and the performance and uncertainty assessment associated with each 

individual component model of 4SAA. The first chapter, “Estimation of chromophoric dissolved 

organic matter and non-algal particulate absorption coefficients of seawater in the ultraviolet by 

extrapolation from the visible spectral region” addresses the challenge of obtaining spectral values 

of adg(λ) and its ad(λ) and ag(λ) constituents in the near-UV spectral region. The aim of the chapter 

is to assemble rigorously quality controlled development and validation datasets of constituent 

absorption coefficients from a diverse set of optical environments to formulate and evaluate the 

optimal extrapolation model to extend adg(λ), ad(λ), and ag(λ) to the near-UV from measurements 

in the visible. The second chapter, “Model for partitioning the non-phytoplankton absorption 

coefficient of seawater in the ultraviolet and visible spectral range into the contributions of non-
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algal particulate and dissolved organic matter” seeks to develop the ADG model to partition adg(λ) 

into ad(λ) and ag(λ) with an intent to be utilized in the fourth step of the 4SAA. The ADG model 

aims to complete this partitioning across the near-UV through VIS spectral range without the 

reliance on limiting assumptions about the single exponential spectral shapes of constituent 

absorption coefficients. This analysis synthesizes the investigation of a variety of spectral shape 

function libraries necessary for the algebraic-based solution method to partition adg(λ) and the 

assessment of model performance when applied to the datasets compiled in the previous chapter. 

The third chapter, “Performance and uncertainty assessment of a novel multi-step semi-analytical 

algorithm for estimating seawater optical properties from ocean reflectance” focuses on 

quantifying the performance and propagation of uncertainties in each step of the multistep 

algorithm. The analysis evaluates each component model of 4SAA through a performance 

assessment with a recently published synthetic optical database (Loisel et al., 2023). Furthermore, 

this analysis highlights a novel approach to evaluate the uncertainty of each component model 

independently as well as the propagation of model uncertainty through the complete multi-step 

model sequence of 4SAA. 
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Chapter 1 

Estimation of chromophoric dissolved organic matter and non-algal 

particulate absorption coefficients of seawater in the ultraviolet by 

extrapolation from the visible spectral region 
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1.0 Abstract 

Extending the capabilities of optical remote sensing and inverse optical algorithms, which 

have been commonly focused on the visible (VIS) range of the electromagnetic spectrum, to derive 

the optical properties of seawater in the ultraviolet (UV) range is important to advancing the 

understanding of various optical, biological, and photochemical processes in the ocean. In 

particular, existing remote-sensing reflectance models that derive the total spectral absorption 

coefficient of seawater, a(λ), and absorption partitioning models that partition a(λ) into the 

component absorption coefficients of phytoplankton, aph(λ), non-algal (depigmented) particles, 

ad(λ), and chromophoric dissolved organic matter (CDOM), ag(λ), are restricted to the VIS range. 

We assembled a quality-controlled development dataset of hyperspectral measurements of ag(λ) 

(N = 1294) and ad(λ) (N = 409) spanning a wide range of values across various ocean basins, and 

evaluated several extrapolation methods to extend ag(λ), ad(λ), and adg(λ) ≡ ag(λ) + ad(λ) into the 

near-UV spectral region by examining different sections of the VIS as a basis for extrapolation, 

different extrapolation functions, and different spectral sampling intervals of input data in the VIS. 

Our analysis determined the optimal method to estimate ag(λ) and adg(λ) at near-UV wavelengths 

(350 to 400 nm) which relies on an exponential extrapolation of data from the 400–450 nm range. 

The initial ad(λ) is obtained as a difference between the extrapolated estimates of adg(λ) and ag(λ). 

Additional correction functions based on the analysis of differences between the extrapolated and 

measured values in the near-UV were defined to obtain improved final estimates of ag(λ) and ad(λ) 

and then the final estimates of adg(λ) as a sum of final ag(λ) and ad(λ). The extrapolation model 

provides very good agreement between the extrapolated and measured data in the near-UV when 

the input data in the blue spectral region are available at 1 or 5 nm spectral sampling intervals. 

There is negligible bias between the modeled and measured values of all three absorption 

coefficients and the median absolute percent difference (MdAPD) is small, e.g., < 5.2% for ag(λ) 
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and < 10.5% for ad(λ) at all near-UV wavelengths when evaluated with the development dataset. 

Assessment of the model on an independent dataset of concurrent ag(λ) and ad(λ) measurements 

(N = 149) yielded similar findings with only slight reduction of performance and MdAPD 

remaining below 6.7% for ag(λ) and 11% for ad(λ). These results are promising for integration of 

the extrapolation method with absorption partitioning models operating in the VIS. 

1.1 Introduction 

The propagation of light in natural waters is governed by their inherent optical properties 

(IOPs). Two basic IOPs that characterize the attenuation of a light beam through absorption and 

scattering processes at a particular light wavelength, λ (which is generally reported in vacuum in 

units of nm), are the total spectral absorption coefficient of seawater, a(λ) (m−1), and the spectral 

volume scattering function, β(ψ, λ) (m−1 sr−1) where ψ is the scattering angle [1]. The total 

absorption coefficient a(λ) is typically divided into three or four additive components, i.e., 

absorption by pure water, aw(λ), absorption by chromophoric dissolved organic matter (CDOM), 

ag(λ), and absorption by suspended particles, ap(λ), in which the latter coefficient can be further 

partitioned into contributions by phytoplankton, aph(λ), and non-algal particles (NAP), ad(λ). 

Given the methodology of measuring ad(λ) following extraction and removal from the sample of 

pigments that are contained primarily in phytoplankton [2], it is worthwhile to recall that the NAP 

component can be thought of as representing the absorption by depigmented particulate matter. 

Although the values of aw(λ) are quite well quantified from the near-ultraviolet (near-UV) through 

the visible (VIS) and into the infrared (IR) region of the electromagnetic spectrum [3,4], the 

particulate and dissolved components of seawater are highly variable and drive the large variability 

of a(λ) in the ocean. The two absorption components, ag(λ) and ad(λ), exhibit similarities in the 

spectral shapes with a general tendency to increase with decreasing wavelength, and are often 

summed together as adg(λ) = ag(λ) + ad(λ). All three of these absorption coefficients have been 
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often approximated as an exponentially decaying function of light wavelength from the UV 

through the VIS as defined by: 

𝑎x(𝜆) = 𝑎x(𝜆r) exp[ − 𝑆x(𝜆 − 𝜆r)] (1.1) 

where ax(λ) is either ag(λ), ad(λ), or adg(λ), λr is the reference wavelength, ax(λr) is the value of the 

absorption coefficient at the reference wavelength, and Sx is the spectral slope parameter [1,5–10]. 

A result of the nearly exponential increase of the CDOM and NAP absorption coefficients 

with decreasing wavelength is that they contribute significantly to the non-water component of 

absorption, anw(λ) ≡ apg(λ) = a(λ) – aw(λ), in the UV and blue spectral regions [6,9,11]. The spectral 

characteristics of these absorption coefficients are often employed to understand physical and 

biogeochemical processes in the ocean. Specifically, CDOM absorption properties in the UV and 

blue spectral regions can be utilized to trace the transport of dissolved organic carbon [12,13], as 

well as monitor changes and identify the evolution of water masses in aquatic environments [14–

18]. Furthermore, information about the characteristics of non-algal particulate matter, including 

measurements of ad(λ), has provided substantial insights about processes such as the 

remineralization of carbon and the vertical flux of particulate matter [19–22]. Another 

consequence directly resulting from the spectral characteristics of CDOM and NAP absorption is 

that variations in their properties, such as their concentration and chemical composition, have the 

potential to dramatically impact UV and VIS radiation fields in marine environments. 

Furthermore, exposure of CDOM itself to UV leads to its photodegradation over time and further 

alters the light environment [23–26]. Variations in the UV radiation field can impact various 

photochemical reactions in water [25,27,28], and an increase in exposure of marine organisms to 

UV radiation is potentially harmful [29–32]. As a result, changes in CDOM or NAP concentrations 

that alter the UV radiation environment directly impact the structure of vertical distributions and 

migration patterns of organisms in marine ecosystems [33]. 
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A specific objective of ocean color satellite missions is the derivation of absorption 

coefficients of seawater constituents in support of characterization of the concentration and 

composition of particulate and dissolved matter as well as light propagation in the upper ocean 

layer. A variety of inverse ocean color models relying on measurements of ocean remote-sensing 

reflectance Rrs(λ) in the VIS spectral bands have been developed over recent decades to aid in 

pursuing this objective [34]. One important class of semi-analytical inverse models aims at 

deriving the total IOPs of seawater from ocean reflectance measurements [35–42]. These models 

can be applied in conjunction with stand-alone independently-developed models for partitioning 

the total absorption coefficient, a(λ), or its non-water component, anw(λ), into the constituent 

absorption coefficients. Thus, in this approach the derivation of constituent absorption coefficients 

is based on the sequential application of multiple algorithms operating in a stepwise fashion. There 

are four main types of absorption partitioning models: first, models that partition anw(λ) into the 

three constituent absorption coefficients, aph(λ), ad(λ), and ag(λ) [43–46], second, models that 

partition anw(λ) into aph(λ) and adg(λ) [47,48], third, models that partition adg(λ) into ag(λ) and 

ad(λ) [46,49], and finally, models that partition ap(λ) into aph(λ) and ad(λ) [50–54]. Most 

partitioning models utilize assumptions about model outputs, most notably the spectral shapes of 

constituent absorption coefficients, which can substantially limit the model’s applicability and 

performance across diverse aquatic environments. To alleviate these limitations some absorption 

partitioning models have been designed with a purpose to avoid or include only weakly restrictive 

assumptions about the spectral shapes of output absorption coefficients [46,47,49,54]. With regard 

to the spectral domain of applicability, the existing absorption partitioning models have been, 

however, limited to the VIS range. 
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Recently, studies have also been conducted with the aim to estimate ag(λ) in the UV either 

directly from measurements of Rrs(λ) in the VIS using a multivariate statistical approach [55], or 

from a single-wavelength estimate of adg(443) derived from a semi-analytical inverse reflectance 

model [35,38], which also operates in the VIS range [56]. The estimation of adg(λ) and aph(λ) in 

the near-UV at a single wavelength of 380 nm was also explored with a modified semi-analytical 

inverse reflectance model [37], which requires the input of Rrs(λ) at 380 nm rather than Rrs(λ) just 

from the VIS range [57]. While these studies reflect a growing interest to estimate the constituent 

absorption coefficients from optical measurements in the VIS range, they also reveal a need for 

further enhancement of these capabilities. In particular, there is a need to address the estimation of 

both non-phytoplankton components of absorption, i.e., the ad(λ) and ag(λ) coefficients, in the UV 

from measurements in the VIS. 

Given the demonstrated potential of absorption partitioning models to separate ag(λ) and 

ad(λ) components from adg(λ) in the VIS [46,49], the goal of this study is to determine the optimal 

extrapolation method to extend these spectra from the VIS to the near-UV. The portion of near-

UV that is considered in this study covers the wavelength range of 350 to 400 nm. Our focus is on 

this near-UV range rather than a wider range including shorter UV wavelengths primarily because 

of limitations and increased uncertainties with decreasing UV wavelength in the current-state-of-

the-art methodology for measuring the spectral particulate absorption coefficient ap(λ) including 

its ad(λ) and aph(λ) components [58,59,60]. In addition, the new Ocean Color Instrument (OCI) to 

be deployed on the upcoming NASA Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) satellite 

mission will have the capabilities to make measurements of Rrs(λ) in this near-UV portion of the 

spectrum [61]. At present, however, the capabilities and performance of inverse optical models 

that utilize near-UV measurements, in particular the inverse reflectance and absorption partitioning 
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models, are not yet proven. Therefore, while the extrapolation model presented in this study is 

expected to have an immediate applicability to measurements and optical models operating in the 

VIS, it can also provide a valuable tool for comparison and assessment of forthcoming optical 

models that utilize near-UV measurements. 

For formulation of the extrapolation model, we assembled a development dataset of field 

measurements of ag(λ) and ad(λ), and hence their sum adg(λ), from a diverse range of marine optical 

environments. We also assembled an independent dataset of field measurements of ag(λ) and ad(λ) 

for the purpose of model validation. The absorption coefficients in both these datasets were 

collected over the spectral range from the UV through near-IR with high spectral sampling interval 

and they satisfied a set of method-related and data quality criteria. One of the key method-related 

criteria used in this study is the inclusion of ad(λ) data that were obtained solely from 

spectrophotometric measurements with the inside integrating-sphere filter-pad technique, which 

reduces the risk of biased measurements, including the biased spectral shape, compared to more 

traditional transmittance filter-pad technique [59,60]. Several approaches to extrapolation into the 

near-UV based on absorption data in the VIS were tested, and the formulation, performance, and 

validation of the optimal model are described. 

1.2 Methods 

1.2.1 Assembly of the development dataset of absorption coefficients  

A development dataset of field measurements containing spectra of constituent absorption 

coefficients was assembled for the formulation and evaluation of different extrapolation methods 

to extend ag(λ), ad(λ), and adg(λ) from the VIS into the near-UV. The outcomes of this study aim 

to extend existing models to the UV, which commonly work to derive absorption coefficients from 

satellite data, so the assembled dataset includes only near-surface water samples. Surface data are 
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defined as a sampling depth ≤ 5m if the water depth is < 200m or a sampling depth ≤ 15m if the 

water depth is ≥ 200 m. 

Multiple data sources were initially considered, but only those which contain data that pass 

basic methodology-related inclusion criteria were used to create a preliminary dataset for further 

quality control and processing. All measurements of constituent absorption coefficients considered 

in this study were made on discrete water samples using state-of-the-art techniques providing data 

at high spectral sampling intervals over a wide spectral region. First, measurements of spectral 

absorption coefficients ag(λ) and ap(λ) including the non-algal particulate component ad(λ) were 

required to span the UV-VIS range, at a minimum from 350 to 700 nm for ag(λ) and 350 to 800 

nm for ap(λ) and ad(λ), with a 1 nm sampling interval. Second, the spectra of ag(λ) were measured 

either with the spectrophotometric method using a 10-cm path length cuvette or a long path length 

liquid waveguide capillary cell following standard sampling and measurement protocols [62,63]. 

Finally, a methodological prerequisite for inclusion of ap(λ) and ad(λ) data was that they were 

obtained with the spectrophotometric filter-pad method using the inside integrating-sphere 

configuration of measurement, which provides high-quality results owing largely to negligible or 

very small artifacts caused by light scattering during measurements of both sample filters and 

blank filters [59,60,64,65]. The ad(λ) spectra were measured on the same sample filters as the ap(λ) 

spectra after subjecting the filters to methanol treatment which extracts pigments present mostly 

in phytoplankton [2]. It must be noted that most historical data of ap(λ) and ad(λ) were measured 

with the filter-pad method using a transmittance configuration of measurement, which can result 

in significant error in both the magnitude and spectral shape of measured absorption [59,60]. Thus, 

measurements with the transmittance method were not included in this study. 
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The preliminary dataset of absorption coefficients that passed these basic methodology-

related inclusion criteria consisted of 1610 unique water samples from 18 oceanographic 

experiments including 42 distinct cruises that collected 1493 spectra of ag(λ) and 722 spectra of 

ap(λ) and ad(λ). We note that this dataset also includes the spectra of aph(λ) derived as a difference 

between the measured ap(λ) and ad(λ), however, our interest in this study is focused on the ad(λ) 

component of particulate absorption. Additional processing was applied to the ag(λ) spectra within 

the preliminary dataset. Most ag(λ) spectra within the preliminary dataset had low signal-to-noise 

ratios in the green-to-red spectral region and were corrected by extrapolating the measurements 

with higher signal in the short-wavelength portion of the VIS spectrum to longer wavelengths. The 

extrapolation to the long-wavelength portion of the spectrum utilized a linear fit to loge-

transformed ag(λ) values versus light wavelength within the 400 nm to λcutoff range where λcutoff is 

the cutoff wavelength at which ag(λcutoff ) drops to instrumental noise level. This level was assumed 

to be 0.03 m−1 for the 10-cm cuvette spectrophotometric method and 0.005 m−1 for the liquid 

waveguide capillary cell and is consistent with previously reported values [56,63]. The long-

wavelength extrapolations were generally applied at wavelengths greater than 500 nm. If the noise 

level for a given sampling method occurred below 440 nm the measured spectrum of ag(λ) was 

excluded from our final dataset. 

Non-algal particulate absorption spectra available in the preliminary dataset were also 

subjected to additional processing. To remove instrumental noise, all ad(λ) spectra were smoothed 

across he entire spectral range with a 7 nm moving median window and then three consecutive 7 

nm moving mean windows. This method of smoothing was found adequate to smooth out the 

potential instrumental noise present in the measured spectra without affecting the shape of the 

spectra which generally does not exhibit any sharp spectral features. Additionally, it was assumed 
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the phytoplankton contribution to ap(λ) is zero in the near-IR region. According to this assumption, 

a spectrally constant offset was applied to measured ad(λ) to ensure that the resultant ad(λ) is equal 

to measured ap(λ) in the near-IR. Specifically, ap(λ) measurements were first smoothed from 720 

nm to the long-wavelength end of the spectrum by applying the same smoothing method as applied 

to ad(λ) data. The difference between the average ap(λ) and average ad(λ) within the 780–820 nm 

range, or from 780 nm to the last available wavelength if data were not available up to 820 nm, 

was determined and added back to the entire ad(λ) spectrum to correct for any offset between the 

original measurements of ap(λ) and ad(λ) in the near-IR. After processing ad(λ), it was evident that 

some spectra contained absorption features in spectral regions corresponding to phytoplankton 

pigments resulting from an incomplete pigment extraction process. To address this potential issue, 

all ad(λ) spectra were analyzed to quantify the height of the residual absorption peak in the spectral 

region between 650 and 700 nm by applying an exponential fit to ad(λ) values at two discrete 

wavelengths of 650 and 700 nm. This curve was treated as the expected portion of the ad(λ) 

spectrum in the 650–700 nm range which is unaffected by potentially incomplete extraction of 

phytoplankton pigments. If the maximum value of measured ad(λ) between 650 and 700 nm was 

greater than 8% above its expected fit value, the ad(λ) spectrum was removed from further analysis 

and excluded from the final dataset. It is described below that a necessary condition of our 

extrapolation model is the input of an adg(λ) spectrum, so from the final dataset we also omit ad(λ) 

without a matching concurrent measurement of ag(λ). 

A final quality control was then applied to the remaining ag(λ) and ad(λ) by inspecting each 

individual spectrum visually to identify spectra that were characterized by the presence of clearly 

erroneous features in the UV-VIS range. Typical visual manifestation of erroneous features 

included an unrealistic spectral shape and a low signal-to-noise ratio. The spectra exhibiting such 
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erroneous features were not included in the final dataset. The entire data quality control process, 

which consisted of the application of initial basic methodology-related criteria and several 

additional inclusion and exclusion criteria, allowed us to greatly minimize the risk of including 

measurements of ag(λ) and ad(λ) that are subject to potentially significant errors in the final 

dataset. 

The final model development dataset of ag(λ), ad(λ), and adg(λ) consists of 1294 unique 

ag(λ) and 409 ad(λ) spectra with concurrent ag(λ) measurements as described in Table 1.1. The 

subset of data with concurrent measurements of ad(λ) and ag(λ) also includes the adg(λ) spectra 

obtained as a sum of ad(λ) and ag(λ). Table 1.1 also provides a list of field experiments and cruises 

where these data were collected. 

Figure 1.1 depicts the geographic locations of all oceanographic stations where samples of 

absorption measurements included within the final development dataset were collected. This final 

dataset represents a diverse set of marine environments ranging from ultraoligotrophic waters 

found across the subtropical gyre within the southeastern Pacific collected on the BIOSOPE cruise 

to turbid waters in coastal and Arctic regions. Most samples with concurrent measurements of 

ag(λ) and ad(λ) come from polar and coastal regions. The only cruise in open ocean waters where 

concurrent measurements of ag(λ) and ad(λ) were made and met all inclusion criteria of our final 

dataset is the CLIVAR P16S cruise in the southern Pacific. 

The final absorption spectra of ag(λ), ad(λ), and adg(λ) as well as their corresponding 

histograms at λ = 443 nm are displayed in Fig. 2. The shapes of ag(λ) spectra are generally close 

to linear behavior when depicted on the semi-logarithmic scale (Fig. 1.2(a)) which is consistent 

with the nearly exponential shape. The average exponential slope parameter describing the 

decrease of ag(λ) with increasing wavelength calculated over the spectral range 350–500 nm for 
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the entire final dataset is 0.0157 nm−1 (standard deviation SD = 0.0023 nm−1) which is in general 

agreement with the reported values in the literature [9]. Compared to ag(λ), the spectra of ad(λ) 

(Fig. 1.2(b)), and also adg(λ) (Fig. 1.2(c)), exhibit less linear behavior on the semi-logarithmic scale 

as their spectral slopes tend to decrease with increasing wavelength. The average spectral slope of 

ad(λ) spectra for the entire final dataset is 0.0076 nm−1 (SD = 0.0013 nm−1), which was calculated 

over the spectral range 380–730 nm, excluding 400–480 nm and 620–710 nm ranges to remove 

the potential methodological artifact associated with any remaining residual absorption by 

phytoplankton pigments and to maintain methodological consistency with previous work [66]. The 

average slope of ad(λ) is smaller than values reported in other studies, for example 0.011 nm−1 

[67,68], 0.0123 nm−1 [9], and 0.0094 nm−1 [66]. Most previous measurements of ap(λ) and ad(λ) 

utilized the spectrophotometric filter-pad method in the transmittance configuration of 

measurement [66–68] and some measurements were also made in the transmittance-reflectance 

configuration [9]. The transmittance method typically utilizes a null-point correction which 

assumes no particulate absorption in the near-IR. Following this assumption, the null-point 

correction typically consists of subtracting the average value of measured ad(λ) within some 

portion of the near-IR from all spectral values of ad(λ). We note that similar null-point correction 

is applied to measurements of ap(λ) although this coefficient is not of direct interest to the present 

study. Importantly, it can be shown that the wavelength-independent null-point correction leads to 

an artificially increased spectral slope of ap(λ) and ad(λ) compared to the ap(λ) and ad(λ) that exhibit 

some real (non-zero) absorption in the near-IR. The inside integrating-sphere spectrophotometric 

configuration of filter-pad method allows to measure and retain the non-zero values of ap(λ) and 

ad(λ) in the near-IR if the examined sample exhibits such absorption feature, and the null-point 

correction is not applied. Because the particulate absorption measurements in our dataset were all 
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made with the superior methodology of the inside integrating-sphere spectrophotometric 

configuration, the differences in the average spectral slope of ad(λ) between our dataset and 

previous studies appear to be related to an overestimation of this parameter due to null-point 

correction that was commonly used in the previous studies. 

The ag(λ) spectra in the final dataset span approximately three orders of magnitude at 350 

nm and this dynamic range remains relatively the same across the spectrum to the wavelength of 

700 nm. The ag(443) histograms (Fig. 1.2(d)) display a bimodal distribution that is associated with 

the large number of samples collected in either the Pacific or Atlantic Ocean basins. The samples 

collected from the Pacific Ocean typically have smaller magnitudes of ag(443), whereas ag(443) 

data from the Atlantic Ocean more often originate from coastal waters and have larger ag(443) 

values. Samples of ad(λ) spectra span approximately four orders of magnitude at 350 nm and this 

dynamic range remains consistent across the spectrum. In contrast to ag(443), the histograms for 

both ad(443) and adg(443) do not exhibit a clear bimodal shape (Fig. 1.2(e),(f)), and the majority 

of data come from experiments conducted in coastal Atlantic waters. 

The formulation of the extrapolation model presented hereafter implements the complete 

development dataset of available near-surface water samples. This dataset was not partitioned into 

two independent subsets of data for separate purposes of model formulation and validation because 

we did not want to compromise on the representativeness of the model development dataset across 

the entire dynamic ranges of ag(λ), ad(λ), and adg(λ). In particular, partitioning of the development 

dataset into two subsets of data would result not only in reduction of total amount of data in the 

development dataset but, more importantly, would reduce the amount of data in portions of 

dynamic range where there are relatively few data, most notably in the ranges of relatively low 

and high values of ad(λ) and adg(λ) (Fig. 1.2(e),(f)). This could adversely impact the formulation 
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of the extrapolation model and its performance over the entire investigated dynamic range of 

absorption coefficients. Therefore, for the purpose of validation of the extrapolation model with 

independent data we compiled a separate dataset as described below. 

1.2.2 Assembly of an independent validation dataset of absorption coefficients 

An independent dataset of measured absorption spectra was compiled to validate the 

extrapolation model. The same sources of data used to create the model development dataset were 

employed in the assembly of the independent validation dataset. The validation dataset includes 

sub-surface measurements on samples collected between depths of 15 and 50 m, which satisfied 

the same method-related and data quality criteria as the model development dataset described in 

Section 2.1. This approach to validation with sub-surface (but not very deep) data is reasonable 

and appears as the only approach available at the present time which satisfies the method-related 

inclusion criteria used in the development dataset, especially in view of the overall limited 

availability of particulate absorption measurements with the inside integrating-sphere filter-pad 

technique. In the future, as more data with prerequisite methodology are collected, the validation 

analysis can be extended by including near-surface data. The model formulation itself can also be 

refined in the future with more data, if deemed appropriate. 

The assembled validation dataset consists of 149 concurrent measurements of ag(λ) and 

ad(λ) from a variety of marine environments. We inspected all spectra individually within the 

validation dataset and found the general behavior and shapes of the spectra are consistent with 

those in the development dataset. However, we also observed that the validation dataset exhibits a 

narrower dynamic range of magnitudes of all three absorption coefficients compared to the 

development dataset. Nevertheless, given that the dynamic ranges overlap significantly between 

the validation and development datasets including the range of relatively low absorption 
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magnitudes, the validation dataset provides a suitable basis for assessing the performance of the 

extrapolation model with independent data. 

1.2.3 Methods for extrapolating absorption coefficients from the VIS into the UV 

Although the spectral shape of non-phytoplankton constituent absorption coefficients, 

ag(λ), ad(λ), and adg(λ), have often been approximated with an exponential function of light 

wavelength, there is experimental evidence that the spectral shapes generally do not maintain a 

fixed exponential slope across the broad range of wavelengths from the UV through the VIS 

spectral region [9,69–73]. To address this challenge, functions other than a single exponential 

function of wavelength were examined in the past as potential descriptors of ag(λ) and adg(λ) 

spectra, such as power function, double exponential function, and stretched exponential function 

[69,73]. 

In this study, five different extrapolation functions were investigated to extend ag(λ), ad(λ), 

and adg(λ) spectra from the VIS into the near-UV region between 350 and 400 nm: (i) an 

exponential function calculated by linear regression applied to loge-transformed absorption data 

vs. wavelength (ELR), (ii) an exponential function calculated by non-linear regression to 

absorption data vs. wavelength (ENLR), (iii) a stretched exponential function calculated by non-

linear regression to absorption data vs. wavelength (SENLR), (iv) a power function calculated by 

linear regression to log10-transformed absorption data vs. log10-transformed wavelength (PLR), 

and (v) a power function calculated by non-linear regression to absorption data vs. wavelength 

(PNLR). Table 1.2 summarizes the different regression models. 

We examined the blue spectral range from 400 to 500 nm as a basis for fitting the regression 

models to absorption measurements in the VIS region. This choice appears justifiable as the 

spectral slope of non-phytoplankton absorption coefficients in the near-UV is most similar to the 

spectral slope in the blue spectral region, for example for ag(λ) [72]. Multiple spectral windows 
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with variable width from within the 400–500 nm range were tested. For each tested spectral 

window, we fixed the shortest (start) wavelength at 400 nm to ensure that measured data nearest 

the extrapolation UV region were always included in the formulation of each regression. The 

longest (stop) wavelength, λstop, of the spectral windows was allowed to vary in 1 nm increments 

from 405 nm (i.e., the narrowest window of 400–405 nm) to 500 nm (i.e., the widest window of 

400–500 nm). We did not examine the regression windows that extend beyond 500 nm because 

such broader spectral windows are expected to have limited capability to predict the spectral shape 

in the UV. In addition, as the magnitudes of ag(λ), ad(λ), and adg(λ) decrease with wavelength 

beyond 500 nm, the measurements at longer wavelengths are at increased risk of being affected by 

low signal-to-noise ratio or dropping to the instrumentation sensitivity limit, in particular for low 

CDOM absorption in clear waters. To maintain spectral continuity across the UV-VIS boundary, 

the absorption values calculated from the regression were adjusted such that the predicted value at 

400 nm is equal to the measured value at 400 nm and the spectral slope obtained from the 

regression is preserved. Standard MATLAB fitting routines were applied to determine the 

regression parameters for all linear and non-linear fits, where non-linear regressions were 

determined using the Levenberg-Marquardt algorithm [74,75]. 

It is important to note that differences between the ELR and ENLR or between PLR and 

PNLR regression models arise from different weighting of each measurement during the 

determination of each regression fit. Whereas linear regressions involving the use of loge-

transformed or log10-transformed data weigh each measurement within the regression spectral 

window equally, nonlinear regressions give more weight to higher-signal measurements typically 

found at shorter wavelengths within the regression window, so in our case the wavelengths nearest 

400 nm. A linear regression model with an equal weighting of measurements can have drawbacks 
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if applied over a broad spectral range extending to long-wavelength portion of the VIS because it 

would include data with low signal-to-noise ratio, and would be subject to higher uncertainties 

[8,14,69]. In our analysis, however, this potential disadvantage is circumvented by using a 

regression window extending to at most 500 nm, which generally ensures that spectral 

measurements of constituent absorption coefficients maintain a high signal-to-noise ratio. Figure 

1.3 compares two example measurements of ag(λ) from differing marine optical environments with 

results from all five regression models calculated using a regression window of 400–500 nm. These 

examples demonstrate the differences between the fitted spectra by each type of regression model 

and also highlight a tendency for increased discrepancy between the fitted and measured spectral 

values as the wavelength decreases in the near-UV range of 350 to 400 nm, which is of particular 

interest to this study in the context of determining the optimal extrapolation model from the VIS 

into the UV. 

The analysis aiming at determination of the optimal regression model and spectral window 

for the purpose of extrapolation from the blue to the near-UV spectral region was focused on data 

of ag(λ) and adg(λ). This approach is justified by existing experimental evidence that the absorption 

spectra of CDOM, ag(λ), are less likely to exhibit significant departures from a single-slope 

exponential-like behavior than the spectra of non-algal particles, ad(λ), especially in the blue 

spectral region [9]. The analysis of our dataset supported this conjecture. Thus, it can be expected 

that fitting the ag(λ) measurements with a regression model in the blue spectral region for the 

purpose of subsequent extrapolation to the near-UV region will generally lead to better results 

compared to a similar approach applied to ad(λ). In addition, it is important to note that in the UV 

and blue spectral regions the magnitude of ag(λ) is often larger than the magnitude of ad(λ) across 

different marine environments, which implies that adg(λ) is often dominated by the contribution of 
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CDOM [9,11]. This tendency is also observed in our dataset. Specifically, for the dataset of 409 

concurrent measurements of ag(λ) and ad(λ), the average fractional contribution of ag(λ) to adg(λ) 

at the example wavelength of 400 nm is 0.778 (SD = 0.165). These results suggest that, after ag(λ), 

the spectral measurements of adg(λ) appear to be the second-best candidate for the application of a 

regression model in the blue spectral region with a purpose of subsequent extrapolation to near-

UV. Thus, the third absorption coefficient associated with non-algal particles, ad(λ), does not 

require fitting a regression model to measured data in the blue and extrapolation to the near-UV 

because it can be derived as a difference between adg(λ) and ag(λ). In summary, for the formulation 

of the optimal extrapolation model, we evaluated different extrapolation methods (i.e., different 

regression models and spectral windows in the blue spectral region) by assessing the degree of 

agreement between extrapolated and measured values of ag(λ) and adg(λ) in the near-UV. For ad(λ), 

analogous agreement in the near-UV was evaluated using the model-derived values of ad(λ) 

obtained as a difference between the extrapolated adg(λ) and ag(λ). 

1.2.4 Statistical evaluation of extrapolation models 

A suite of statistical metrics between predicted values from the model, Pi, and observed 

values, Oi (where the integer index i varies from 1 to N and N is the number of data points), for a 

given spectral value of absorption coefficient was used to assess the performance of each 

extrapolation method within the 350–400 nm spectral region. This analysis was made with the 

model development dataset. The statistical metrics include the nondimensional median ratio, MdR, 

defined as the median of the ratio between Pi and Oi, the median bias, MB, defined as the median 

difference between Pi and Oi, the median absolute percent difference, MdAPD = median(|Pi −Oi 

| / Oi) × 100%, and the root-mean-square deviation, RMSD = (N−1 Σ(Pi −Oi)2)0.5. These metrics 

provide information on bias and random error statistics. Additionally, Model II linear regression 

(a reduced major axis method) was applied to scatterplots of log10-transformed predicted versus 
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measured values of absorption coefficients in the UV range to further evaluate each extrapolation 

method. We report on the values of two regression parameters, A which is the slope, and B which 

is equal to 10I where I is the y-intercept of linear regression of log10-transformed variables. The 

scenario with both A and B equal to 1 is most desirable in a sense that it is indicative of no biasing 

effects across the dynamic range of the examined absorption coefficient. The Pearson correlation 

coefficient, r, between the log10-transformed predicted and measured values was also calculated. 

Hereafter, we typically illustrate the statistical metrics of MdR and MdAPD spectrally across the 

near-UV spectral region to allow for a comparison between each of these statistics when evaluating 

the output of different extrapolation models. Ultimately, the selection of the optimal extrapolation 

model was based on comparisons of multiple statistical metrics to establish the best regression 

model and best regression spectral window in the blue spectral region. 

1.3 Results and Discussion 

1.3.1 Determination and assessment of the optimal extrapolation method 

Figure 1.4 depicts the aggregate error statistics MdR and MdAPD for ag(λ) and adg(λ) at the 

example wavelength of 350 nm obtained from the extrapolation of data in the blue spectral region 

using five regression models. These error statistics were calculated using the model development 

dataset and are reported at 350 nm where the largest uncertainties are expected because this 

wavelength is furthest away from the regression region, which has been confirmed by our analysis 

shown below. These results are plotted as a function of λstop. We recall that λstop defines the 

regression spectral window which is set to start at 400 nm and end at λstop that was allowed to vary 

between 405 and 500 nm in these calculations. Thus, Fig. 1.4 summarizes the consequences 

associated with the choice of both the type of regression model and the regression spectral window 

on the quality of the extrapolation of ag(λ) and adg(λ) from the blue to the near-UV. 
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The spectral error statistics in Fig. 1.4 depict the characteristics in the uncertainty of UV 

absorption estimates obtained from exponential and power function regressions. The three 

exponential regression models, ELR, ENLR, and SENLR, have similar performance as indicated 

by similar curves of MdR and MdAPD across the range of λstop. The same is true for the power 

function regressions, PLR and PNLR, whose spectral error statistics are very similar. However, 

Fig. 1.4 also shows there are substantial differences in the magnitude and pattern of error statistics 

between the two groups of regression functions. Other statistical metrics also exhibited differences 

(not shown) which further supports the conjecture that the optimal regression window (i.e., the 

optimal λstop) is different for each group of functions. Specifically, the patterns of error statistics 

in Fig. 1.4 suggest that for all three exponential functions the 400–450 nm range can be used as 

the optimal regression spectral window for the UV determinations of both ag(λ) and adg(λ). This is 

demonstrated by relatively good balance in the optimization of both statistical parameters 

displayed in Fig. 1.4, which is achieved in the vicinity of λstop = 450 nm in the case of estimation 

of both ag(350) and adg(350). Specifically, if λstop = 450 nm MdR for estimates of ag(350) and 

adg(350) assumes the value closest or nearly closest to 1 (Fig. 1.4(a),(c)) and MdAPD for estimates 

of ag(350) and adg(350) assumes the lowest or nearly lowest value across the range of λstop (Fig. 

1.4(b),(d)). These MdR values are about 0.98 and the MdAPD values are about 4.5% to 6%. We 

note that although the MdR and MdAPD statistics in Fig. 1.4 can maintain a relatively good level 

at other stop wavelengths, especially for λstop > 450 nm, the selection of λstop = 450 nm has been 

made by consideration of the combination of patterns of the statistical parameters of estimates of 

both ag(λ) and adg(λ) not only at 350 nm but also at other near-UV wavelengths, which is addressed 

in more detail below. In addition, the selection of λstop = 450 nm also included the consideration 

of statistics not shown in Fig. 1.4, such as the linear regression of predicted vs. measured 
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absorption coefficients at near-UV wavelengths and the correlation between the spectral slopes of 

measured absorption coefficients in the near-UV and the spectral slopes calculated over different 

spectral subranges from the 400–500 nm range. 

The results in Fig. 1.4 also indicate that for the power functions, PLR and PNLR, the 

optimal regression window is much narrower compared to the optimal regression window for the 

exponential functions. Specifically, the optimal combination of MdR (Fig. 1.4(a),(c)) and MdAPD 

(Fig. 1.4(b),(d)) values of estimates of ag(350) and adg(350) is observed when the PLR or PNLR 

regression is calculated over the spectral window from 400 nm to λstop ≅ 425 nm. In addition, the 

MdR and MdAPD values exhibit significant sensitivity to the choice of λstop, including the 

wavelengths in the vicinity of λstop = 425 nm. We disregarded the power function regression models 

in further analysis because of such sensitivity and the relatively narrow optimal regression window 

of only 25 nm which implies a relatively small number of absorption data within this window. 

These features of the power function models can be disadvantageous for the model’s predictive 

accuracy. Therefore, we chose to consider the exponential regression model as a means to estimate 

ag(λ) and adg(λ) in the near-UV from data in the blue spectral region. 

As illustrated in Fig. 1.4, the estimation of ag(λ) or adg(λ) in the near-UV is similar 

regardless of which of the three exponential regression models, ELR, ENLR, or SENLR, is used. 

In particular, this result holds precisely for the selected optimal regression window of 400–450 

nm, i.e., when λstop = 450 nm. Therefore, for further analysis we chose the simplest version of the 

exponential regression model, ELR (Table 1.2). We recall that the ELR involves the use of 

ordinary linear regression with loge-transformed values of spectral absorption coefficients, so each 

spectral value within the regression window of 400–450 nm has the same statistical weight in the 

calculation of the fitted function. 
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Figure 1.5 provides additional support for selection of the 400–450 nm spectral range as 

the optimal regression window. This figure depicts the error statistics, MdR and MdAPD, plotted 

as a function of λstop for estimates of ag(λ) and adg(λ) at five example near-UV wavelengths 

ranging from 350 to 390 nm in 10 nm increments. These absorption estimates were obtained by 

extrapolation of the exponential regression model, ELR, that was calculated using different 

regression windows as indicated by varying λstop. When λstop is around 450 nm, the MdR values 

are close to 1 for all near-UV wavelengths and assume values either slightly below 1 (i.e., slightly 

negative bias) for wavelengths closer to 350 nm or above 1 (slightly positive bias) for wavelengths 

closer to 400 nm (Fig. 1.5(a),(c)). When λstop decreases from 450 nm towards 400 nm there is a 

tendency for negative bias in the ag(λ) and adg(λ) estimates at all near-UV wavelengths. When λstop 

increases from the 450–460 nm range towards 500 nm, there is also a tendency for negative bias 

in the adg(λ) estimates at most near-UV wavelengths (Fig. 1.5(c)), although no such pattern is 

observed for ag(λ) (Fig. 1.5(a)). Thus, λstop = 450 nm appears to represent good choice from the 

standpoint of MdR statistic for both the ag(λ) and adg(λ) estimates within the entire near-UV region. 

In addition, when λstop = 450 nm the MdAPD statistic remains low (below 6%) for both ag(λ) and 

adg(λ) estimates at all near-UV wavelengths, although slightly lower values of MdAPD are 

observed at shorter λstop (Fig. 1.5(b),(d)). On the other hand, MdAPD tends to increase when λstop 

continues to increase beyond 450 nm. The tradeoffs between the error statistics highlighted in Fig. 

1.5 justify the selection of λstop = 450 nm, and the complete results presented in both Fig. 1.4 and 

Fig. 1.5 support the conjecture that the optimal extrapolation method to estimate ag(λ) and adg(λ) 

in the near-UV from the VIS can be based on the use of the ELR model within the spectral 

regression window of 400–450 nm. 
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The assessment of the optimal extrapolation method for estimating ag(λ) and adg(λ) in the 

near-UV is provided in Fig. 1.6 which depicts the correlation plots between the extrapolated and 

measured values of the absorption coefficients at 350 and 380 nm, as obtained from the analysis 

of the model development dataset. Similar correlation plots are also illustrated for the ad(λ) 

coefficient where the predicted values of ad(λ) were calculated as a difference between the 

extrapolated values of adg(λ) and ag(λ). The correlation plots generally demonstrate a very good 

agreement between extrapolated and measured values of ag(λ) and adg(λ) as the data align well 

with the 1:1 line and show little scatter about this line (Fig. 1.6(a),(b),(d),(e)). This is also supported 

by the closeness of the 1:1 line and the best-fit lines from the Model II linear regression applied to 

log10-transformed extrapolated vs. measured data of ag(λ) or adg(λ). However, despite such overall 

good agreement, the extrapolation method tends to underestimate ag(λ) and adg(λ) at 350 nm when 

the magnitude of these coefficients is low (Fig. 1.6(a),(b)). This tendency is not clearly observed 

at 380 nm (Fig. 1.6(d),(e)) indicating the potential effects of underestimation decrease with 

increasing wavelength between 350 nm and 400 nm. With regard to ad(λ), the correlation plots 

suggest that while the extrapolation method performs generally well, there is a persistent 

underestimation of ad(λ) at 350 nm across the entire range of ad(λ) (Fig. 1.6(c)). Although the 

tendency for underestimation still appears to be present in the data for 380 nm, it is greatly reduced 

(Fig. 1.6(f)). In summary, the results presented in Fig. 1.6 suggest the need to develop a correction 

to minimize or eliminate the potential presence of bias in the predictions of absorption coefficients 

at near-UV wavelengths. 

1.3.2 Development of correction functions and assessment of the final extrapolation 

model 

We evaluated several options to correct the predicted absorption coefficients in the near-

UV and determined that the most effective approach involves the use of two separate correction 
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functions: one for correcting the extrapolated ag(λ) and the other for correcting ad(λ) that is initially 

calculated as a difference between the extrapolated adg(λ) and ag(λ). Note that in this correction 

approach the extrapolated adg(λ) is not subject to any direct correction. Instead, the final adg(λ) is 

obtained as a sum of corrected ag(λ) and corrected ad(λ) which ensures the closure between the 

three absorption coefficients. Details of the correction functions are described below. 

The development of the correction of ag(λ) was based on the analysis of the relationship 

between the ratio of measured to extrapolated ag(λ) as a function of the magnitude of extrapolated 

ag(λ) at each wavelength within the near-UV region, i.e., from 350 to 399 nm in 1 nm increments. 

This analysis provided a means to quantify the potential bias in extrapolated ag(λ) as a function of 

ag(λ) across the near-UV spectral region. Specifically, for any given near-UV wavelength, if the 

ratio of measured to extrapolated ag(λ) shows a clear tendency to be greater than 1 for a given 

value of extrapolated ag(λ), it means that the extrapolated ag(λ) tends to be negatively biased. On 

the other hand, if the ratio tends to be smaller than 1 the extrapolated ag(λ) is positively biased. 

Values of the ratio that are evenly distributed around 1 indicate no bias. Examples of this analysis 

for two wavelengths, 350 nm and 380 nm, are presented in Fig. 1.7. The results for 350 nm are 

selected in this example illustration because at this wavelength we identified the presence of largest 

negative bias in extrapolated ag(λ) at low values of ag(λ) (Fig. 1.7(a)). Figure 1.7(a) displays all 

1294 data points from our model development dataset as well as a trend in these data represented 

by the median values of the ratio of measured to extrapolated ag(350) (red crosses). These median 

values were calculated within 19 successive bins of extrapolated ag(350) data across the entire 

range of ag(350). As seen, the median values increase significantly above 1 when the extrapolated 

ag(350) has low magnitude, specifically when ag(350) is less than about 0.1m−1. Thus, in this range 

the extrapolated ag(350) tends to be underestimated. The other important result in Fig. 1.7(a) 
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indicates that as the magnitude of extrapolated ag(350). increases beyond approximately 0.2m−1, 

the bias becomes very small or negligible because the median ratio of measured to extrapolated 

ag(350) remains very close to 1. Similar patterns were observed at wavelengths longer than 350 

nm, however, the extent of negative bias at low values of extrapolated ag(λ) was found to decrease 

gradually with increasing wavelength. Eventually, at a wavelength of about 380 nm and beyond 

towards 400 nm, no significant bias was identified in extrapolated ag(λ) across the entire dynamic 

range of ag(λ). This result is illustrated in Fig. 1.7(b) for λ = 380 nm where the median ratio of 

measured to extrapolated ag(380) remains close to 1 across the range of ag(380). Therefore, we 

formulated a correction function that applies the correction to extrapolated ag(λ) in the wavelength 

range between 350 nm and 380 nm, and no correction is applied at wavelengths ≥ 380 nm. 

To establish the correction function for ag(λ), several formulas were tested as potential 

candidates to provide the best fit to the relationship between the individual points of the measured 

to extrapolated ag(λ) as a function of extrapolated ag(λ). As a result of this analysis, the final best-

fit function for any given wavelength λ is defined as: 

𝐸g(𝜆) = 1 + 𝛼(𝜆)𝑋(𝜆)−𝛽(𝜆) (1.2) 

where X(λ) is the base 10 logarithm of extrapolated ag(λ) at a given λ, and α(λ) and β(λ) are the 

parameters derived from a non-linear regression analysis of data at a given λ. The best-fit curves 

of Eg(λ) for λ = 350 nm and 380 nm are shown in Fig. 1.7 as blue dashed lines. The Eg(350) curve 

captures the patterns of individual data points and the median values which increase at low ag(350) 

(Fig. 1.7(a)). In contrast, the Eg(380) curve is nearly flat with the values very close to 1 across the 

range of ag(380) (Fig. 1.7(b)). A minor exception is observed at extremely low ag(380) where 

Eg(380) increases above 1. However, this feature is considered insignificant given the actual 

patterns of individual data points and median values in the range of low ag(380). 
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 To account for the weakening of the dependence of Eg(λ) on the magnitude of extrapolated 

ag(λ) as the near-UV wavelength increases from 350 to 380 nm, the weighting factors, w1(λ) and 

w2(λ), are applied to obtain the final correction function, CFg(λ), as follows: 

𝐶𝐹g(𝜆) = 𝑤1(𝜆)𝐸g(𝜆) + 𝑤2(𝜆) (1.3) 

The first weight, w1(λ), is defined as: 

𝑤1(𝜆) =
1

2
cos[

𝜋

30
(𝜆 − 350)] +

1

2
 

(1.4) 

which has a value of 1 at 350 nm and decreases to 0 at 380 nm. The w1(λ) values at all near-UV 

wavelengths longer than 380 nm are also set to zero. The second weight, w2(λ), is defined as 1 – 

w1(λ) such that the two weights always add to a value of 1. Thus, the weighting factors act to alter 

the influence of Eg(λ) within the correction function as the wavelength increases from 350 to 380 

nm. Table 1.3 specifies the final values for α(λ), β(λ), w1(λ), and w2(λ) from 350 to 380 nm in 1 

nm increments. To obtain the final corrected value of ag(λ) at any given wavelength λ, the 

extrapolated value of ag(λ) is multiplied by the correction function CFg(λ) for a given extrapolated 

value of X(λ) ≡ log10[ag(λ)] and values of α(λ), β(λ), w1(λ), and w2(λ). 

The correction for bias in ad(λ) estimates is based on the analysis of data such as shown in 

Fig. 1.6(c),(f) but for all near-UV wavelengths. This analysis demonstrated that the predicted ad(λ), 

which is calculated as a difference between the extrapolated adg(λ) and ag(λ), tends to be biased 

low with the extent of bias decreasing as the wavelength increases from 350 to 400 nm. In addition, 

it was determined that for any given λ there was no need to introduce a correction for bias that is 

dependent on the magnitude of ad(λ) because the underestimation of ad(λ) persisted quite 

consistently across the entire range of ad(λ), which is particularly evident in the data at 350 nm 

(Fig. 1.6(c)). The formulation of the correction for ad(λ) is therefore simpler than that for ag(λ). 

Specifically, this correction is based on the spectral values of MdR of predicted to measured ad(λ) 

(Fig. 1.8) and the final corrected ad(λ) at any given wavelength λ is obtained by dividing the 
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uncorrected ad(λ) by the value of MdR at a given λ. The values of MdR from 350 to 399 nm in 1 

nm increments are provided in Table 1.4. The value of MdR is the smallest and differs the most 

from 1 at 350 nm, so the correction for underestimation is largest at this wavelength. The MdR 

values increase as a function of wavelength and approach the value of 1 near 390 nm and beyond 

towards 400 nm (Fig. 1.8). Thus, in this long-wavelength portion of the near-UV region the 

correction of ad(λ) is minimal. It is also to be noted that as a result of such correction based on the 

spectral values of MdR, the median aggregate bias of corrected ad(λ) is forced to zero at all near-

UV wavelengths. 

A diagram that depicts the sequence of steps for the complete extrapolation model is 

presented in Fig. 1.9. In summary, in the first step the input data of spectral ag(λ) and adg(λ) in the 

VIS are assembled. If the input data are based on field measurements of ag(λ) and ad(λ), as in the 

present study, the values of adg(λ) are calculated as a sum of ag(λ) and ad(λ). However, it is to be 

noted that ag(λ) and adg(λ) can also originate from models such as absorption partitioning models 

where prior knowledge of ad(λ) is not necessarily needed. In the second step, the input data of ag(λ) 

and adg(λ) are subject to the ELR regression which provides a basis for extrapolation from the VIS 

into the near-UV. This is then followed by calculation of ad(λ) in the near-UV as a difference 

between the extrapolated adg(λ) and ag(λ). In the third step, two separate corrections are applied to 

minimize or eliminate bias in the near-UV estimates of ag(λ) and ad(λ) obtained in the second step. 

In the final step, the corrected values of ag(λ) and ad(λ) are summed to obtain adg(λ) in the near-

UV region. This fourth step completes the extrapolation model by providing the final estimates of 

ag(λ), ad(λ), and adg(λ) in the near-UV, which satisfy the closure equation adg(λ) = ag(λ) + ad(λ). 

An assessment of the final extrapolation model to obtain ag(λ), ad(λ), and adg(λ) in the near-

UV spectral region is presented in Table 1.5 and Fig. 1.10. These results were obtained from the 
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analysis of the model development dataset. The aggregate error statistics of estimates of the three 

absorption coefficients indicate an overall good performance of the model (Table 1.5). The 

aggregate bias of ag(λ) and adg(λ) estimates is very small or negligible across the near-UV region 

as indicated by MdB which is close to 0 m−1 and MdR which is very near 1 to within about 1%. 

Given the formulation of the correction applied to ad(λ), the bias in this absorption coefficient was 

completely removed at all near-UV wavelengths, so MdB and MdR values are exactly equal to 0 

m−1 and 1, respectively. The MdAPD and RMSD statistics indicate that the largest uncertainty in 

estimates of ag(λ), ad(λ), and adg(λ) occurs at 350 nm. For example, the MdAPD values for the 

estimates of ag(350), ad(350), and adg(350) are 5.14%, 10.45%, and 4.54%, respectively (Table 

1.5). This is expected as 350 nm is the furthest away from 400 nm where the transition occurs 

between the near-UV extrapolation range and the VIS range containing the input data used in the 

extrapolation model. Importantly, the MdAPD values are small across the near-UV region, 

typically below 5%, which further supports the overall good performance of the extrapolation 

model. In addition, it is notable that the error statistics of final corrected absorption coefficients 

obtained in step 4 of the model are improved compared to the statistics of initial estimates of 

absorption coefficients obtained in step 2 of the model. Consistent with the correction design and 

purposes, these improvements are most significant within the short-wavelength portion of the near-

UV region. It is also notable that in the process of estimating ag(λ), the correction procedure in 

step 4 of the model brings in especially significant improvements at low values of ag(λ). This can 

be demonstrated by comparing the slope (A) and intercept-related (B) parameters of Model II linear 

regression of (log10-transformed) predicted vs. measured values of ag(350) where the predicted 

values are obtained in step 2 (i.e., before correction) or step 4 (i.e., after correction) of the 

extrapolation model and the measured values are restricted to the low-magnitude range less than 
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0.1 m−1. In this range we have 536 data points available for this regression analysis. In the case of 

ag(350) predicted in step 2 of the model, the A and B values are 1.128 and 1.350, respectively. 

When the corrected values of ag(350) from step 4 of the model are used in this analysis, the A and 

B parameters are closer to the most desirable value of 1, specifically 0.959 and 0.886, respectively. 

Figure 1.10 is analogous to Fig. 1.6 but shows the correlation plots of the final corrected 

estimates of ag(λ), adg(λ), and ad(λ) versus measured values of these coefficients at 350 nm and 

380 nm. Compared to results in Fig. 1.6, Fig. 1.10(a),(b) demonstrates improved estimates of 

ag(350) and adg(350), especially for low-magnitude data points which are now distributed nearer 

and more evenly around the 1:1 line. Significant improvement is also seen for ad(350) in Fig. 

1.10(c) where the biasing tendency observed in Fig. 1.6 has been essentially removed. The 

differences between the correlation plots presented in Fig. 1.10 and Fig. 1.6 for λ = 380 nm are 

naturally small because the correction at this wavelength either vanishes (for ag) or becomes small 

(for ad). In summary, the aggregate error statistics (Table 1.5) and correlation plots (Fig. 1.10) 

demonstrate the final extrapolation model involving the correction functions (Fig. 1.9) provides a 

means to estimate with satisfactory accuracy the three non-phytoplankton components of 

absorption, ag(λ), ad(λ), and adg(λ) in the near-UV (350 to 400 nm) spectral region. 

1.3.3 Application of the final extrapolation model using spectrally subsampled data in 

the VIS 

Although the extrapolation model described in previous sections was developed and 

assessed with hyperspectral absorption measurements available at 1 nm intervals, it is also of 

interest to evaluate the performance of this model using the input absorption data at lower spectral 

sampling intervals within the VIS region. Testing such scenarios can be relevant in the context of 

absorption coefficients derived from inverse optical models at certain wavelengths in the VIS 

which are available on satellite ocean color sensors. The past and current satellite sensors, such as 
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SeaWiFS, MODIS, VIIRS, MERIS, or OLCI, are multispectral and have only a few spectral bands 

in the blue spectral region which is utilized as a basis in our extrapolation model. In contrast, the 

Ocean Color Instrument (OCI) to be launched in 2024 on NASA’s Plankton, Aerosol, Cloud, ocean 

Ecosystem (PACE) satellite mission will provide a capability for high spectral sampling-interval 

measurements at 5 nm intervals from the near-UV (350 nm) through the VIS into the near-IR (890 

nm). 

We have evaluated the performance of our extrapolation model for a few specific spectral 

scenarios in which the 1 nm hyperspectral absorption measurements in our model development 

dataset were subsampled in the VIS spectral range to provide input data to the ELR regression 

component of the extrapolation model with lower spectral sampling interval. Below we present 

results for three scenarios of subsampled spectral data of ag(λ) and adg(λ) in the VIS range which 

serve as input to the model. The first scenario includes the input data in the 400–450 nm range at 

5 nm intervals, which is consistent with the spectral characteristics of the PACE-OCI and 

represents rather minor degradation of spectral resolution compared to the original 1 nm data used 

in the formulation of the extrapolation model. The second scenario utilizes the input data only at 

two wavelengths, 412 and 443 nm, which correspond to spectral bands available on MODIS. 

Finally, the third scenario makes use of input data at three wavelengths from the blue spectral 

region which are available on MODIS, 412, 443, and 488 nm. Note, however, that in this case the 

wavelength of 488 nm is outside the 400–450 nm range which was used in the extrapolation model 

based on original 1 nm data. We also note that we tested the two remaining combinations of the 

blue spectral bands corresponding to those available with the MODIS sensor, but the absorption 

estimates in the near-UV were not superior to those obtained with the aforementioned two- or 

three-spectral band scenarios. 
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Figure 1.11 compares the error statistics for two scenarios of estimation of the three 

absorption coefficients in the near-UV region: one scenario utilized the input data with the original 

1 nm interval in the ELR regression component of the extrapolation model, and the other scenario 

utilized the input data with a 5 nm interval. In both cases the absorption coefficients were estimated 

at 1 nm intervals within the near-UV region, so the values of error parameters in Fig. 1.11 are also 

plotted at 1 nm intervals. These results demonstrate that compared to the use of 1 nm input data, 

the use of 5 nm data within the 400–450 nm regression window yields very similar or nearly 

identical values of MdR and MdAPD across the near-UV region for all three absorption 

coefficients. This is indicative of essentially no degradation in performance of the extrapolation 

model when the spectral sampling interval of input data within the 400–450 nm regression window 

is increased from the 1 nm to 5 nm interval.  

Figure 1.12 depicts analogous results to Fig. 1.11, but the scenario of 1 nm input data is 

compared with two MODIS-like scenarios in which only two or three wavelengths from the blue 

spectral region are used as input to the ELR regression analysis. These results show that the 

exponential fit to only two or three data points in the blue region results in a decline in performance 

of the extrapolation model. The MdR and MdAPD statistics for estimates of the three absorption 

coefficients in the near-UV region are clearly inferior when the input data are only at 412 and 443 

nm or 412, 443, and 488 nm, if compared to the 1 nm input data within the 400–450 nm regression 

window. The most significant worsening of error statistics is observed for the estimates of ad(λ) 

when the input data at the three wavelengths, 412, 443, and 488 nm, are used. If the two MODIS-

like scenarios are compared to each other, the use of two wavelengths of 412 nm and 443 nm tends 

to provide superior estimation of near-UV absorption coefficients from the extrapolation model 

than the use of three wavelengths which additionally include 488 nm. It is also notable that the 



 

46 

error statistics for the two-wavelength scenario are quite satisfactory for all three absorption 

coefficients across the near-UV region as the MdR values remain within the range between about 

1.02 and less than 1.06 and the MdAPD values remain below 10% with the exception of ad(λ) 

estimation in the short-wavelength end of near-UV region where MdAPD reaches about 24%. 

Thus, for the potential application of the extrapolation model when the input absorption data in the 

VIS are available only at limited number of spectral bands such as in multispectral satellite ocean 

color sensors, our results suggest the use of two bands from the 400–450 nm range, such as 412 

nm and 443 nm available on MODIS, rather than the use of additional absorption data at longer 

wavelengths from the blue and/or green spectral region. 

1.3.4 Validation of the extrapolation model with an independent dataset 

The performance of the final extrapolation model for estimating ag(λ), adg(λ), and ad(λ) in 

the near-UV when applied to the validation dataset (N = 149) is provided in the correlation plots 

between extrapolated and measured values at 350 and 380 nm (Fig. 1.13). We observe a generally 

good overall agreement between modeled and measured values of absorption coefficients. The 

most notable differences between measured and modeled data are observed as underestimations of 

ad(350) at low magnitudes and more scatter in data of ad(350) about the 1:1 line compared to 

ag(350) and adg(350). Specifically, for ad(350) the MdR is 0.975 and MdAPD is 11%. These 

statistics are comparable to the model performance found in Section 3.2 when applied to the 

development dataset. We also examined the validation dataset using the input data to the 

extrapolation model that were subsampled at 5 nm intervals in the VIS spectral region (not shown), 

and we obtained similar results to those with 1 nm input data. The validation analysis with the 

independent field dataset supports the good performance of the final extrapolation model and its 

capability to extend ag(λ), adg(λ), and ad(λ) from the VIS to the near-UV. 
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1.4 Summary 

In this study we developed and assessed a method for extrapolating data of constituent 

absorption coefficients, ag(λ), ad(λ), and adg(λ), from the VIS spectral region, specifically its blue 

portion, into the near-UV (350 to 400 nm) spectral region. The extrapolation model was developed 

for the purpose of applicability to absorption data obtained either from measurements or models 

in the VIS range when the data in the UV are lacking or are deemed to be subject to significantly 

larger uncertainty than the available data in the VIS. One example scenario of applicability of the 

extrapolation model is the availability of data of constituent absorption coefficients derived from 

absorption partitioning models that were developed specifically for the VIS spectral region. 

Another example is the availability of constituent absorption data at VIS spectral bands as derived 

from inverse reflectance models, such as those designed for operation with satellite multispectral 

measurements of ocean color in the VIS. In both example cases, it is desirable to have an 

extrapolation model providing a reliable capability to extend data of ag(λ), ad(λ), and adg(λ) from 

the VIS into the UV with satisfactory accuracy for a wide range of oceanic conditions. 

We formulated the extrapolation model using an assembled development dataset that 

includes field measurements of 1294 ag(λ) spectra and 409 concurrent spectra of ad(λ) and ag(λ), 

and hence also 409 spectra of adg(λ). These measurements are available at 1 nm intervals over a 

broad spectral range from the UV to near-IR, and were collected within the near-surface ocean 

layer in diverse environments which made this dataset well suited for the purpose of our analysis. 

Importantly, the model development dataset includes data that satisfy several method-related and 

data quality criteria, most notably the accepted hyperspectral ad(λ) data were obtained solely from 

spectrophotometric measurements using the inside integrating-sphere filter-pad technique. We 

determined that the exponential function fitted to the 1 nm data of ag(λ) and adg(λ) within the 400–

450 nm spectral window provides an adequate first step of the extrapolation model. The initial 
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estimates of ad(λ) in the near-UV region are calculated as a difference between the extrapolated 

values of adg(λ) and ag(λ). Then, to further improve the overall performance of the extrapolation 

model, we formulated the correction functions to minimize or eliminate the bias in the initial 

estimates of ag(λ) and ad(λ) in the near-UV. The significance of these corrections is, however, 

restricted mostly to the short-wavelength portion of the near-UV region, and in the case of ag(λ) 

to low magnitudes of this coefficient. The final products of the extrapolation model include the 

corrected values of ag(λ) and ad(λ) as well as the final adg(λ) calculated as a sum of corrected ag(λ) 

and ad(λ). 

The comparative analysis of model-derived estimates and measured values of the 

absorption coefficients using the model development dataset indicates a very good performance of 

the extrapolation model across the near-UV region. For example, the spectral values of aggregate 

bias at different wavelengths in the 350–400 range are generally less than 1% and the uncertainty 

in terms of median absolute percent difference (MdAPD) is typically less than 5% with the 

exception of about 10% for ad(λ) estimates at or near 350 nm. The extrapolation model provides 

equally satisfactory performance if the exponential fit in the 400–450 nm spectral window is 

applied to subsampled absorption data at 5 nm intervals. We also determined that if absorption 

data are available only at relatively few wavelengths in the VIS including its blue spectral region, 

the extrapolation model still performs reasonably well if the exponential function is fitted to data 

at just two wavelengths in the 400–450 nm range, such as 412 nm and 443 nm available on MODIS 

satellite ocean color sensor. In this case, when compared to the 1 or 5 nm input data in the blue, 

the error statistics for near-UV absorption estimates deteriorates the most for ad(λ) with MdAPD 

values reaching 20–25% at the short-wavelength end of the near-UV region. The extrapolation 

model was also validated with an independent dataset of subsurface (depths of 15 to 50 m) 
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measurements which were collected at the same oceanographic stations and processed using the 

same protocols as our model development dataset. This validation analysis supports the good 

performance of the extrapolation model and its capability to extend the spectral absorption 

coefficients ag(λ), adg(λ), and ad(λ) from the VIS to the near-UV. 

Whereas, the present study utilized the field datasets of absorption measurements to 

formulate and assess the performance of the extrapolation model, it will be desirable to further test 

this model in conjunction with input absorption data in the VIS derived from absorption 

partitioning models. For example, the partitioning models that were developed for the VIS spectral 

region and would be suitable for such analysis are described in Zheng and Stramski (2013) [47], 

Zheng et al. (2015) [46], and Stramski et al. (2019) [49]. In addition, in the future it will be 

desirable to test the extrapolation model with additional independent field datasets. A prerequisite 

for such analysis is the acquisition of more high-quality hyperspectral data of constituent 

absorption coefficients which satisfy the methodology-related and data quality criteria, especially 

the measurements of ap(λ) and ad(λ) with the spectrophotometric filter-pad technique using the 

inside integrating-sphere configuration or another absorption technique providing equivalent or 

better quality of particulate absorption data, such as PSICAM technique [65]. 

In summary, the significance of the proposed extrapolation model stems primarily from its 

applicability to and enhancement of existing and potential future absorption partitioning models 

that are formulated for the VIS spectral region. However, because the absorption partitioning 

models can be used in conjunction with inverse reflectance models with an ultimate goal of 

estimating the constituent absorption coefficients from ocean color data, our extrapolation model 

can also be relevant as a potential component of a suite of inverse optical models that are applied 

to satellite ocean color observations. At present, to our knowledge, no validated or sufficiently 
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mature capabilities to estimate the constituent absorption coefficients in the UV from inverse 

reflectance and absorption partitioning models that utilize UV measurements are available, so our 

extrapolation model provides a tool for immediate applicability to existing models that operate in 

the VIS. Our present extrapolation model can also provide a valuable tool for comparison and 

assessment of future optical models that utilize UV measurements. 

1.5 Acknowledgements 

We thank all investigators who contributed to the collection, processing, and distribution 

through public databases of the field data of absorption coefficients used in this study. The public 

data sources assembled for this manuscript were available on NASA’s SeaWiFS Bio-optical 

Archive and Storage System (SeaBASS) and from the Biogeochemistry and Optics South Pacific 

Experiment (BIOSOPE) dataset. 

Chapter 1, in full, is a reprint of the material as it appears in Optics Express. The 

dissertation author was the primary investigator and author of this paper: Kehrli, M. D., Stramski, 

D., Reynolds, R. A., & Joshi, I. D. (2023). Estimation of chromophoric dissolved organic matter 

and non-algal particulate absorption coefficients of seawater in the ultraviolet by extrapolation 

from the visible spectral region. Optics Express, 31(11), 17450–17479. 

https://doi.org/10.1364/OE.486354.  

  

https://doi.org/10.1364/OE.486354


 

51 

1.6 Figures 

 
 

Figure 1.1. Geographic locations of oceanographic stations where near-surface measurements of 

the spectral absorption coefficients were collected for generation of the final model development 

dataset utilized in this study. Colored markers represent measurements of ag(λ) (number of 

measurements N = 1294) with the marker color corresponding to ocean basins as indicated in the 

legend, with the Arctic Ocean defined in this study as north of 60°N and the Southern Ocean 

defined as south of 60°S. Black dots in the center of markers indicate samples with concurrent 

measurements of ag(λ) and ad(λ) (N = 409). 
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Figure 1.2. Spectral absorption coefficients (a) ag(λ), (b) adg(λ), and (c) ad(λ) available in the final 

model development dataset.Blue lines are data from the Pacific Ocean, green lines are data from 

the Atlantic Ocean, red lines are data from the Indian Ocean, yellow lines are data from the Arctic 

Ocean (defined in this study as north of 60°N), and lavender lines are data from the Southern 

Ocean (defined in this study as south of 60°S). (d)–(f) Histograms of each absorption coefficient 

at λ = 443 nm are color coded in the same manner as (a)–(c). 
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Figure 1.3. Comparison of measured spectra of ag(λ) with fitted curves from exponential linear 

regression (ELR), exponential nonlinear regression (ENLR), stretched exponential nonlinear 

regression (SENLR), power linear regression (PLR), and power nonlinear regression (PNLR) 

using a regression spectral window of 400–500 nm.(a) Example data from coastal waters collected 

during the MR17-05C cruise in the Chukchi Sea, and (b) example data from open ocean waters 

collected during the CLIVAR I8SI9N cruise in the Pacific Ocean. 
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Figure 1.4. Median ratio, MdR, and median absolute percent difference, MdAPD, vs. stop 

wavelength (λstop) of the spectral regression window in the VIS range for (a, b) extrapolated ag(350) 

(N = 1294) and (c, d) extrapolated adg(350) (N = 409).The regression window always starts at 400 

nm and ends at varying λstop from 405 to 500 nm in 1 nm increments. The statistical parameters of 

ag(350) and adg(350) are shown for five regression models as indicated in panel (a) (see text for 

more details). 
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Figure 1.5. Median ratio, MdR, and median absolute percent difference, MdAPD, vs. stop 

wavelength (λstop) of (a, b) extrapolated ag (N = 1294) and (c, d) extrapolated adg (N = 409) at five 

near-UV wavelengths (350, 360, 370, 380, and 390 nm) as obtained from the ELR regression 

model applied to the spectral regression window starting at 400 nm and ending at varying λstop with 

ELR. 
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Figure 1.6. Scatter plots comparing extrapolated (ag and adg) or calculated (ad) vs. measured 

absorption coefficients at 350 nm (a–c) and 380 nm (d–f).The statistical parameters including 

Pearson correlation coefficient, r, between log10-transformed predicted and measured values, as 

well as slope, A, and coefficient B, where B = 10I and I is the y-intercept obtained from the Model-

II linear regression of log10-transformed predicted vs. measured values are depicted in each panel. 

The 1:1 line and best-fit line derived from the Model II linear regression to log10-transformed data 

are represented by the solid gray and dashed black lines, respectively. 
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Figure 1.7. The relationship between the ratio of measured to extrapolated ag(λ) vs. extrapolated 

ag(λ) at 350 nm (a) and 380 nm (b) obtained from the optimal (ELR) extrapolation method (see 

text for more details). The red line and crosses depict the median of each bin between every x-tick 

mark, except above 1m−1 where the median of all points is calculated and plotted at 5 m−1. The 

blue dashed line denotes the non-linear fit to the function Eg(λ), where the steepness parameter, 

α(λ), and shift parameter, β(λ), derived from the fit are displayed in each panel. 
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Figure 1.8. Median ratio, MdR, of modeled to measured ad(λ) in the near-UV spectral 

region.Modeled values of ad(λ) were calculated from the difference adg(λ) − ag(λ), where values 

of adg(λ) and ag(λ) were determined with the optimal (ELR) extrapolation method. The numerical 

values of MdR are reported in Table 1.4 and utilized to correct the initial estimates of ad(λ) (see 

text for more details). 
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Figure 1.9. Schematic describing the final extrapolation model for extending the spectral 

absorption coefficients ag(λ), ad(λ), and adg(λ) from the VIS to the near-UV spectral region.Step 1 

depicts the input absorption data in the VIS. The extrapolation subsection (Step 2) outlines the 

initial optimal (ELR) extrapolation method to determine the three absorption coefficients in the 

near-UV. The correction subsection (Step 3) describes the two independent corrections applied to 

ag(λ) and ad(λ) (for model parameters see Tables 1.3,1.4) to obtain the final output of each 

absorption coefficient in the near-UV (Step 4). 
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Figure 1.10. The performance of the final extrapolation model applied to the development dataset 

and illustrated with scatter plots of the model-derived vs. measured absorption coefficients at 350 

nm (a–c) and 380 nm (d–f).The statistical parameters including Pearson correlation coefficient, r, 

between log10-transformed predicted and measured values, as well as slope, A, and coefficient B, 

where B = 10I and I is the y-intercept obtained from the Model-II linear regression of log10-

transformed predicted vs. measured values are depicted in each panel. The 1:1 line and best-fit line 

derived from the Model II linear regression to log10-transformed data are represented by the solid 

gray and dashed black lines, respectively. 
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Figure 1.11. Median ratio, MdR, (a-c) and median absolute percent difference, MdAPD, (d-f) in 

the near-UV spectral region for estimates of ag(λ), adg(λ), and ad(λ) obtained from the final 

extrapolation model.The results are calculated with input data from the VIS spectral region with 

the original 1 nm spectral sampling interval (black lines) and by subsampling the input data into a 

5 nm spectral interval (gray lines). 
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Figure 1.12. Same statistics as presented in Fig. 1.11, but results determined with input data with 

the original 1 nm spectral sampling interval (black lines) are compared with results obtained by 

subsampling the input data into three MODIS bands (gold lines) and two MODIS bands (light blue 

lines) from the blue portion of the VIS spectral region. 
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Figure 1.13. The performance of the final extrapolation model applied to the validation dataset (N 

= 149) as scatter plots of model-derived versus measured absorption coefficients at 350 nm (a–c) 

and 380 nm (d–f).The statistical parameters of the Pearson correlation coefficient, r, between log10-

transformed predicted and measured values, slope, A, coefficient B, where B = 10I and I is the y-

intercept obtained from the Model-II linear regression of log10-transformed predicted vs. measured 

values, median ratio, MdR, median absolute percent difference, MdAPD, and root-mean-square 

deviation, RMSD, are depicted in each panel. The 1:1 line and best-fit line derived from the Model 

II linear regression to log10-transformed data are represented by the solid gray and dashed black 

lines, respectively. 
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1.7 Tables 

Table 1.1. Final Model Development Dataset of Absorption Coefficients, ag(λ) and ad(λ). 

Description of the final development dataset of hyperspectral absorption coefficients, ag(λ) and 

ad(λ), collected in near-surface waters in different ocean basins. The number, N, of individual ag(λ) 

and concurrent ag(λ) and ad(λ) measurements are listed for each experiment. 

Ocean basin Experiment (Cruises) N [ag(λ)]  N [ag(λ) & ad(λ)]  

Pacific BIOSOPE (BIOSOPE) 31 0 

 TAO (gp1-06-ka, gp5-05-ka, gp5-06-ka) 292 0 

 CLIVAR (P16S) 44 31 

 KORUS (KR_2016) 61 40 

 EXPORTS (Process, Survey) 63 0 

Atlantic CLIVAR (A16S) 29 0 

 AMMA (AMMA-RB-06) 12 0 

 CLiVEC (CV1, CV2, CV4, CV5, CV7) 357 93 

 ECOMON (PC1301) 25 24 

 GEO-CAPE (GOMEX_2013)  87 75 

 BBOP (bats311a, bats 312)  3 0 

 NAAMES (NA1, NA2, NA3, NA4) 37 0 

 Cyanate (Cyanate 2016) 7 4 

Indian CLIVAR (I8SI9N) 62 0 

Arctic BEST (hly0803) 26 0 

 MALINA (MALINA) 60 53 

 ICESCAPE (HLY1001, HLY1101) 76 71 

 ArCS (MR17-05C) 22 18 

Total  1294 409 
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Table 1.2. Regression Models Evaluated for Extrapolation. Summary of the five regression models 

considered to extrapolate the spectral constituent absorption coefficients, ag(λ) and adg(λ), from 

the VIS to the near-UV spectral region (the subscript x in the symbol ax(λ) indicates g or dg). 

Regression Function Best-fit coefficients  

Exponential Linear Regression (ELR) 
1 1e x

log [ (λ)] λa A B= − +  
A1, B1 

Exponential Non-Linear Regression (ENLR) 
2 2x

(λ) exp( λ)a B A= −  
A2, B2 

Stretched Exponential Non-Linear Regression (SENLR) 3

x 3 3
(λ) exp[ (λ) ]

C
a B A= −  

A3, B3, C3 

Power Linear Regression (PLR) 
10 x 4 10 4

log [ (λ)] log (λ)a A B= − +  
A4, B4 

Power Non-Linear Regression (PNLR) 5

x 5
(λ) λ

A
a B

−
=  

A5, B5 
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Table 1.3. Spectral Values of the Parameters of the Eg(λ) Function. Spectral values of the 

parameters of the Eg(λ) function within the spectral range of 350–380 nm (Eq. 1.2 in text), which 

are involved in the correction of the absorption coefficient ag(λ) in the near-UV spectral region 

(see text and Fig. 1.9 for more details on this correction). Values of the parameters in the 381–399 

nm range are not displayed because ag(λ) is not corrected beyond 380 nm. 

λ [nm] α(λ) β(λ) w1(λ) w2(λ) 

350 2.3836  10−2 −2.0319 1.0000 0.0000 

351 1.9847  10−2 −2.0376 0.9973 0.0027 

352 1.7033  10−2 −2.0463 0.9891 0.0109 

353 1.3399  10−2 −2.0480 0.9755 0.0245 

354 1.0390  10−2 −2.0477 0.9568 0.0432 

355 7.8771  10−3 −2.0477 0.9330 0.0670 

356 5.9628  10−3 −2.0486 0.9045 0.0955 

357 4.2241  10−3 −2.0474 0.8716 0.1284 

358 3.0184  10−3 −2.0452 0.8346 0.1654 

359 2.1416  10−3 −2.0434 0.7939 0.2061 

360 1.5069  10−3 −2.0427 0.7500 0.2500 

361 1.0299  10−3 −2.0427 0.7034 0.2966 

362 6.9047  10−4 −2.0422 0.6545 0.3455 

363 4.5629  10−4 −2.0416 0.6040 0.3960 

364 3.1039  10−4 −2.0423 0.5523 0.4477 

365 2.4258  10−4 −2.0464 0.5000 0.5000 

366 1.6812  10−4 −2.0492 0.4477 0.5523 

367 9.1705  10−5 −2.0495 0.3960 0.6040 

368 4.8465  10−5 −2.0499 0.3455 0.6545 

369 4.9241  10−5 −2.0571 0.2966 0.7034 

370 5.0495  10−5 −2.0646 0.2500 0.7500 

371 2.1476  10−5 −2.0639 0.2061 0.7939 

372 7.3611  10−6 −2.0626 0.1654 0.8346 

373 4.7468  10−6 −2.0663 0.1284 0.8716 

374 2.9035  10−6 −2.0688 0.0955 0.9045 

375 1.4236  10−6 −2.0728 0.0670 0.9330 

376 5.5883  10−7 −2.0764 0.0432 0.9568 

377 4.0701  10−7 −2.0826 0.0245 0.9755 

378 5.0469  10−7 −2.0901 0.0109 0.9891 

379 5.1102  10−7 −2.0975 0.0027 0.9973 

380 3.8403  10−7 −2.1044 0.0000 1.0000 
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Table 1.4. Spectral Values of MdR for ad(λ). Spectral values of the median ratio, MdR, of modeled 

to measured ad(λ) within the spectral range of 350–399 nm, which are used in the correction of 

ad(λ) in the near-UV spectral region (see text and Fig. 1.9 for more details on this correction). The 

reported values of MdR are also depicted in Fig. 1.8. 

λ [nm] MdR for ad(λ) λ [nm] MdR for ad(λ) 

350 0.855 375 0.963 

351 0.862 376 0.966 

352 0.867 377 0.969 

353 0.873 378 0.973 

354 0.880 379 0.975 

355 0.885 380 0.978 

356 0.891 381 0.980 

357 0.896 382 0.983 

358 0.902 383 0.986 

359 0.906 384 0.988 

360 0.910 385 0.990 

361 0.914 386 0.992 

362 0.918 387 0.994 

363 0.922 388 0.996 

364 0.926 389 0.998 

365 0.929 390 0.999 

366 0.933 391 1.000 

367 0.936 392 1.001 

368 0.939 393 1.002 

369 0.942 394 1.002 

370 0.945 395 1.002 

371 0.949 396 1.002 

372 0.953 397 1.002 

373 0.956 398 1.001 

374 0.960 399 1.001 
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Table 1.5. Error Statistics of the Final Extrapolation Model. The aggregate error statistics of the 

final extrapolation model applied to the development dataset and based on the comparison of 

absorption coefficients ag(λ), ad(λ), and adg(λ) estimated from the final extrapolation model with 

measured values of these absorption coefficients in 10 nm intervals within the near-UV spectral 

range. MdB, MdR, MdAPD, and RMSD denote the median bias, median ratio, median absolute 

percent difference, and root-mean-square deviation, respectively. N is the number of data, r is the 

Pearson correlation coefficient, and A and B are the parameters obtained from Model II linear 

regression of log10-transformed model-derived vs. measured values (see section 2.3 for more 

details on statistical parameters). 

 

 

  

 N r A B MdB [m−1] MdR MdAPD [%] RMSD [m−1] 

ag(350)  1294 0.9975 1.000 1.007 0.0005 1.0037 5.14 0.037 

ag(360) 1294 0.9982 1.003 1.007 0.0000 1.0000 4.37 0.024 

ag(370) 1294 0.9988 1.003 1.013 0.0004 1.0047 3.46 0.015 

ag(380) 1294 0.9993 1.001 1.015 0.0008 1.0116 2.58 0.009 

ag(390) 1294 0.9998 1.001 1.013 0.0006 1.0092 1.56 0.004 

ad(350) 409 0.9844 1.061 1.134 0.0000 1.0000 10.45 0.075 

ad(360) 409 0.9913 1.032 1.071 0.0000 1.0000 7.43 0.043 

ad(370) 409 0.9982 1.013 1.030 0.0000 1.0000 5.08 0.025 

ad(380) 409 0.9994 1.006 1.014 0.0000 1.0000 3.15 0.013 

ad(390) 409 0.9999 1.002 1.004 0.0000 1.0000 1.47 0.006 

adg(350) 409 0.9983 1.011 1.010 0.0023 1.0049 4.54 0.092 

adg(360) 409 0.9988 1.009 1.006 0.0007 1.0020 3.81 0.054 

adg(370) 409 0.9991 1.007 1.008 0.0010 1.0041 2.84 0.034 

adg(380) 409 0.9996 1.004 1.011 0.0019 1.0095 1.95 0.020 

adg(390) 409 0.9999 1.000 1.007 0.0015 1.0076 1.13 0.009 
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Chapter 2 

Model for partitioning the non-phytoplankton absorption coefficient of 

seawater in the ultraviolet and visible spectral range into the contributions of 

non-algal particulate and dissolved organic matter 
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2.0 Abstract 

Non-algal particles and chromophoric dissolved organic matter (CDOM) are two major 

classes of seawater constituents which contribute substantially to light absorption in the ocean 

within the ultraviolet (UV) and visible (VIS) spectral region. The similarities in the spectral shape 

of these two constituent absorption coefficients, ad(λ) and ag(λ) respectively, have led to their 

common estimation as a single combined non-phytoplankton absorption coefficient, adg(λ), in 

optical remote sensing applications. Given the different biogeochemical and ecological roles of 

non-algal particles and CDOM in the ocean, it is important to determine and characterize the 

absorption coefficient of each of these constituents separately. We describe an ADG model that 

partitions adg(λ) into ad(λ) and ag(λ). This model improves upon a recently published model [Appl. 

Opt. 58, 3790 (2019)] through implementation of a newly assembled dataset of hyperspectral 

measurements of ad(λ) and ag(λ) from diverse oceanic environments to create the spectral shape 

function libraries of these coefficients, a better characterization of variability in spectral shape of 

ad(λ) and ag(λ), and a spectral extension of model output to include the near-UV (350–400 nm) in 

addition to the VIS (400–700 nm) part of the spectrum. We developed and tested two variants of 

the ADG model; the ADG_UV-VIS model which determines solutions over the spectral range 

from 350 to 700 nm, and the ADG_VIS model which determines solutions in the VIS but can also 

be coupled with an independent extrapolation model to extend output to the near-UV. This specific 

model variant is referred to as ADG_VIS-UVExt. Evaluation of the model with development and 

independent datasets demonstrate good performance of both ADG_UV-VIS and ADG_VIS-

UVExt. Comparative analysis of model-derived and measured values of ad(λ) and ag(λ) indicates 

negligible or small median bias, generally within ±5% over the majority of the 350–700 nm 

spectral range but extending to or above 10% near the ends of the spectrum, and the median percent 

difference generally below 20% with a maximum reaching about 30%. The presented ADG models 
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are suitable for implementation as a component of algorithms in support of satellite ocean color 

missions, especially the NASA PACE mission. 

2.1 Introduction 

The concentrations of optically significant seawater constituents such as phytoplankton, 

non-algal particles, and chromophoric (colored) dissolved organic matter (CDOM) play a 

fundamental role in controlling the propagation of light in aquatic environments [1]. An ongoing 

goal of optical oceanography is to assess the concentration and variability of these constituents by 

leveraging information obtained from optical measurements of seawater. The total spectral 

absorption coefficient of seawater, a(λ), where λ is the wavelength of light in vacuum, is an 

inherent optical property (IOP) that quantifies the absorption of light per unit pathlength within 

the water column. The coefficient a(λ) can be decomposed into the sum of the spectral absorption 

coefficients of optically significant constituents, i.e., a(λ) = aw(λ) + aph(λ) + ad(λ) + ag(λ), where 

aw(λ), aph(λ), ad(λ), and ag(λ) represent absorption coefficients due to pure water, phytoplankton, 

non-algal particles (also referred to as detritus or depigmented particles given the approach used 

in the measurement methodology), and CDOM, respectively [1–3]. The absorption coefficient of 

pure water is well characterized from the near-ultraviolet (near-UV) through visible (VIS) and into 

the near-infrared (near-IR) spectral region although the region of very low water absorption (near-

UV to short visible wavelengths) still poses considerable challenges for accurate determinations 

of aw(λ) [4,5]. 

The remaining non-water absorption coefficient, anw(λ) ≡ a(λ) – aw(λ), is highly variable 

across the world’s oceans, and various methods of in situ measurements as well as optical inversion 

models have been employed to characterize the non-water constituent absorption coefficients 

aph(λ), ad(λ), and ag(λ). Pairs of absorption coefficients are often represented together either for 

methodological or conceptual reasons, namely the total particulate absorption coefficient, ap(λ) ≡ 
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aph(λ) + ad(λ), and the non-phytoplankton absorption coefficient, adg(λ) ≡ ad(λ) + ag(λ). From the 

modeling standpoint significant challenges arise in attempts to partition adg(λ) into ad(λ) and ag(λ) 

because these two coefficients generally exhibit similar spectral shapes with the magnitude of 

absorption decreasing gradually with increasing wavelength from the UV through VIS spectral 

region [1–3,6]. The relationships between the constituent absorption coefficients and 

concentrations of biogeochemically important constituents of seawater are of fundamental 

importance for optically-based observations. These include satellite observations over extended 

spatiotemporal scales of multiple oceanic properties and processes such as particulate and 

dissolved carbon reservoirs and cycling [7–14], primary production [15–20], phytoplankton 

community composition [21–29], dynamics of total suspended particulate matter [30,31], and 

water quality [32–35].  

In the satellite remote sensing context, ocean color sensors measure upwelling radiance at 

the top of the atmosphere and, after applying an atmospheric correction, the spectral remote-

sensing reflectance of the ocean, Rrs(λ), is determined [36,37]. Rrs(λ) is an apparent optical property 

that is generally weakly dependent on environmental conditions such as the geometry of the 

ambient underwater light field, cloud cover, solar angle, or sea surface conditions. Furthermore, 

measurements of Rrs(λ) contain substantial information about seawater IOPs especially a(λ) and 

the total backscattering coefficient, bb(λ). A variety of different inverse modeling approaches exist 

to estimate IOPs, including the total and constituent absorption coefficients, from measurements 

of Rrs(λ) [38]. Of primary relevance to the present study is a category of inverse reflectance models 

whose formulations and primary objectives are focused on retrieval of the total absorption 

coefficient a(λ) from input data of Rrs(λ) [39–43], rather than simultaneous retrieval of multiple 

constituent absorption coefficients directly from Rrs(λ) [44–50]. This is because the output of a(λ) 
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from the former category of inverse reflectance models can be used as input to independently-

developed absorption partitioning models to determine the non-water constituent absorption 

coefficients without a need to use Rrs(λ) data, and the present study is focused on one such specific 

type of a stand-alone absorption partitioning model which derives ad(λ) and ag(λ) from the sole 

input of adg(λ) data. This partitioning model is referred to as the ADG model. 

The motivation for this study is associated largely with the fact that the multi-step inverse 

modeling approach that first retrieves the total a(λ), and hence anw(λ), from an inverse Rrs(λ)-based 

model and then the constituent absorption coefficients, aph(λ), ad(λ), and ag(λ), from absorption 

partitioning models has important advantages. Specifically, the development of separate inverse 

reflectance and absorption partitioning models enables the optimization of formulation and 

performance of each model independently in terms of targeting the estimation of specific output 

variable(s) using specific input variable(s) under the circumstances of strong mechanistic coupling 

between these variables. For example, there is evidence that a(λ) can be retrieved from reflectance 

models with better accuracy compared to other IOPs including the constituent absorption 

coefficients [42,43,51–53]. In addition, the multi-step approach consisting of inverse reflectance 

and absorption partitioning models provides an advantageous framework for understanding and 

quantifying uncertainties associated with each model separately as well as the propagation of 

uncertainties through the multi-step sequence of independent component models. 

Multiple modeling strategies have been proposed to partition a(λ) or anw(λ) into constituent 

absorption coefficients. Our interest is in the strategy consisting of two separate absorption 

partitioning models operating in sequence, first an ANW model which partitions anw(λ) into aph(λ) 

and adg(λ) [40,54–57], and second an ADG model which partitions adg(λ) into ad(λ) and ag(λ) 

which is a focus of the present study. This two-step partitioning strategy represents an effective 
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pathway for obtaining the three main constituent absorption coefficients, aph(λ), ad(λ), and ag(λ), 

using just the total absorption a(λ) and pure water absorption aw(λ) coefficients, and hence anw(λ), 

as input data. It is notable that the total particulate absorption coefficient, ap(λ), is also obtainable 

as a sum of aph(λ) and ad(λ). 

Historically, development of absorption partitioning models with a capability to separate 

ad(λ) and ag(λ) has been subject to distinctive challenges associated primarily with the similarity 

of spectral shapes of these coefficients [58–64]. These models are generally characterized by 

significant limitations such as restrictive assumptions about the output absorption coefficients, the 

use of ancillary input data (i.e., other than the input absorption data), and parameterizations 

reflecting the intended applicability to specific spectral range or discrete wavebands, specific 

geographic regions, and/or measurements taken with specific instruments. In particular, the 

existing models usually assume a single exponential function for the spectral shapes of ad(λ) and 

ag(λ) over a broad spectral range. However, the existing experimental data provide ample evidence 

that the spectra of ad(λ) and ag(λ), and hence also adg(λ), can depart significantly from a single 

exponential shape, especially when broad spectral ranges encompassing the UV and VIS are 

considered [10,65–72]. 

Recently, an ADG absorption partitioning model for estimating ad(λ) and ag(λ) from the 

sole input of adg(λ) data which avoids the restrictive assumption about the exponential spectral 

shape of non-phytoplankton constituent absorption coefficients was developed [73]. This model 

operates through the implementation of predefined libraries of characteristic spectral shape 

functions constructed from a dataset of hyperspectral measurements of ad(λ) and ag(λ) within the 

VIS spectral region. Such libraries are intended to account for the large variability of these 

coefficients observed across diverse oceanic environments. While the model of Stramski et al. 
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[73], was shown to be promising with good performance when tested with the dataset that was 

used to create the libraries of spectral shape functions, it is subject to some limitations which are 

worth considering for further improvements. First, although the model output is hyperspectral, it 

is constrained to the VIS spectral region. Second, the dataset of hyperspectral absorption 

coefficient ad(λ) that was implemented to build the spectral shape library of ad(λ) includes 

measurements with the spectrophotometric filter-pad method in the transmittance configuration. 

This measurement configuration is inferior to the inside integrating-sphere configuration which is 

recommended as the best option for obtaining hyperspectral data of particulate absorption with 

spectrophotometric filter-pad measurements [74–75]. In particular, the spectral shape of ad(λ) 

obtained from the transmittance measurements is susceptible to substantial error as a result of the 

common application of the null-point correction which assumes that all types of marine particles, 

including non-algal particles, exhibit no absorption in the near-IR. This assumption, however, is 

not satisfied across diverse natural assemblages of marine particles [68,70,71,76–78]. In addition 

to the direct effect on the spectral values of ad(λ), the null-point correction produces a biasing 

effect on the spectral shape with a steeper spectral slope [79]. Third, to construct the spectral shape 

library the spectra of ad(λ) and ag(λ) were characterized by a single spectral shape parameter across 

the spectral region from 440 to 550 nm. This can be limiting in terms of accounting for potential 

variations in the spectral shape across this relatively wide blue-green region. 

In this paper we present a new ADG partitioning model which builds upon the concepts 

used in Stramski et al. [73] and aims at enhancements and improvements of the model 

performance. One of the main enhancements is the extension of the new model from the VIS (400–

700 nm) to the near-UV by including the wavelength range of 350–400 nm. This feature is 

particularly important in the context of the significance of ad(λ) and ag(λ) for absorption of UV 
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radiation in the ocean [1,6,80–83], and also a growing interest in extending optical remote-sensing 

capabilities to the near-UV, especially in view of spectral measurements to be collected with the 

satellite Ocean Color Instrument (OCI) as part of NASA’s Plankton Aerosol Cloud ocean 

Ecosystem (PACE) satellite mission [84]. Second, the development of the new ADG model and 

its spectral shape function libraries of ad(λ) and ag(λ) is based on assembling a new dataset of 

constituent absorption coefficients which were measured in diverse oceanic environments and 

cover a broad spectral range from at least 350 to 700 nm with a 1 nm interval. Importantly, several 

stringent inclusion and exclusion criteria related to methodology of absorption measurements and 

data quality were applied to reduce the risk of large uncertainties in the assembled dataset, 

especially biasing effects on the spectral shapes. Most notably, we disregarded data of ad(λ) that 

were acquired with the spectrophotometric filter-pad transmittance method because of the potential 

errors as mentioned above. This exclusion criterion is one of the essential features of our ad(λ) 

spectral shape library and ensures consistency with the currently recommended protocols for most 

accurate determinations of hyperspectral particulate absorption coefficient over a broad spectral 

range from the near-UV to near-IR from the inside integrating-sphere configuration of filter-pad 

measurements [74,75]. It is to be noted, however, that most historical data of hyperspectral 

particulate absorption coefficient ap(λ), including its ad(λ) and aph(λ) components, were measured 

with the filter-pad transmittance method. Therefore, excluding these data from consideration 

naturally affects the size of the assembled dataset. An additional important enhancement of the 

new ADG model is the use of two spectral shape parameters in the wavelength range between 410 

nm and 530 nm, which improves the ability to account for variations in the shape of ad(λ) and ag(λ) 

across the blue and blue-green spectral regions. 
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We present two variants of the new ADG model. The first variant, referred to as the 

ADG_UV-VIS model, is based on the spectral shape libraries covering the 350–700 nm range and 

this model directly yields the output spectra of ad(λ) and ag(λ) over this entire spectral range. The 

second variant, referred to as the ADG_VIS model, is based on the spectral shape libraries covering 

only the visible portion of the spectrum (400–700 nm). The direct output of this model in the 

visible range can, however, be extended to the near-UV range of 350–400 nm by implementing an 

independent extrapolation model described in Kehrli et al. [79]. The combination of the ADG_VIS 

model with the extrapolation model is referred to as the ADG_VIS-UVExt model. 

2.2 Model Development and Validation Datasets 

2.2.1 Assembly of the Development Dataset of Absorption Coefficients 

The new ADG partitioning model relies on a development dataset of hyperspectral 

measurements of constituent absorption coefficients ad(λ) and ag(λ). The primary role of this 

dataset in model development is the formulation of spectral shape libraries of ad(λ) and ag(λ) which 

are used by the model to solve for ad(λ) and ag(λ) for a given input of adg(λ), as described in detail 

in Section 4. This development dataset also provides a basis for initial performance evaluation of 

the model (Section 5.1). The ADG model is intended for applications to oceanic surface waters 

across diverse environments, so the assembled development dataset contains measurements made 

on numerous oceanographic cruises in different regions of the world’s oceans. Importantly, the 

process of assembling the dataset involved the use of strict methodology-related and data quality 

criteria. This process was to ensure that the measurements of constituent absorption coefficients 

which passed the inclusion criteria were all collected with consistent methodology following 

currently recommended protocols for optimal determination of these coefficients. This aspect is 

important for the development of our model and its spectral shape libraries as this task requires 
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high-quality measurements of ad(λ) and ag(λ), including realistic detailed features that can be 

present in the spectral shapes of these two constituent absorption coefficients. 

Recently, we assembled a dataset of ad(λ) and ag(λ) measurements for the purpose of 

developing a model to extrapolate ad(λ), ag(λ), and adg(λ) from the blue part of the spectrum to the 

near-UV part of the spectrum [79]. For the development of the ADG partitioning model in this 

study, we assembled a similar dataset with some modifications. A detailed description of the 

approach to assembling the dataset is found in Kehrli et al.[79]. Here, we give a summary of the 

most critical aspects of this approach as applied in this study. The dataset for developing the ADG 

model is constrained to near-surface measurements. This is because we envision that the main 

application of the model will be in the context of ocean color remote sensing observations where 

other models provide an estimate of adg(λ) which serves as input to the ADG model. We defined 

the criteria of the near-surface measurements as a sampling depth ≤ 5 m if the water depth is < 200 

m or a sampling depth ≤ 15 m if the water depth is ≥ 200 m. The spectral criteria for inclusion in 

our dataset are defined as measurements of ad(λ) and ag(λ) reported at a 1 nm sampling interval 

and spanning a broad spectral region at a minimum from the near-UV wavelength of 350 nm 

through the visible region up to 700 nm. 

Data of ag(λ) were required to be collected using either the spectrophotometric method 

with a 10 cm path length cuvette or a long path length liquid waveguide capillary cell where both 

methods follow standard measurement protocols [85,86]. Regarding the particulate absorption 

coefficient, ap(λ), and especially ad(λ) which is of direct interest to this study, we required data to 

be collected with the spectrophotometric filter-pad method using the inside integrating-sphere (IS) 

configuration of measurement in accordance with recommended protocols [75]. Spectra of ad(λ) 

were obtained after subjecting the ap(λ) sample filters to methanol to remove phytoplankton 
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pigments [87]. Compared to the transmittance (T) or transmittance-reflectance (T-R) 

configurations of the filter-pad method, the IS configuration is highly advantageous for measuring 

the ap(λ) and ad(λ) spectra, as it minimizes different sources of error, especially those resulting 

from light-scattering effects on sample and blank filters [74]. Most historical data of ap(λ) and 

ad(λ) were collected using the T configuration which includes a null-point correction as a part of 

data processing. This correction assumes that particles exhibit no absorption at near-IR 

wavelengths and hence the measured signal at these wavelengths is associated solely with the 

unwanted effects of light scattering. However, this assumption is not necessarily satisfied by all 

types of marine particles and, consequently, data processing with the null-point correction can alter 

both the magnitudes and the spectral shapes of ap(λ) and ad(λ), resulting in artificial steepening of 

the spectra [79]. Data prone to such errors were considered inadequate for the purpose of ADG 

model development. Thus, we use the ad(λ) spectra collected only with the IS configuration of 

measurement which is the most accurate spectrophotometric configuration of the filter-pad method 

[74,75,88]. 

Historically, the studies of ad(λ) and ag(λ) spectra have often involved fitting a single 

exponential function of light wavelength to the original measured data across the entire spectral 

range of measurement from near-UV through visible and possibly extending into the near-IR, or 

within the visible range if primary research interest was limited to this range. For assembling our 

dataset, we considered only the sources of data which included the original measurements because 

preserving the presence of actual spectral features in the measured spectra of ad(λ) and ag(λ) is 

essential for development of spectral shape libraries of the ADG model and its operation. Data 

processing which was applied in this study to original measurements of ad(λ) and ag(λ) has only a 

minimal effect on the final spectra included in our dataset. Specifically, many measurements of 
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ag(λ) selected for our dataset originally had a very low signal-to-noise ratio of the measured values 

in the long-wavelength portion of the spectrum, i.e., the green-red part of the spectrum. Therefore, 

the original values in this portion of the spectrum were replaced with the values of the exponential 

function that was fitted to the measured data in the blue portion of the spectrum where 

measurements had high signal-to-noise ratio. The fitted values of ag(λ) in the long-wavelength 

portion of the spectrum are inconsequential to the development of our ADG model because the 

spectral shape library of ag(λ) is based on the actual measured data in the blue and blue-green 

spectral regions. Processing of original measurements of ad(λ) consisted of smoothing the spectral 

values to remove the potential presence of small-scale instrumental noise without affecting the 

actual features and variations in the spectral shape. In addition, as mentioned above we used only 

the ad(λ) measurements collected with the IS configuration of the spectrophotometric filter-pad 

method. Thus, no assumption about zero absorption by particles in the near-IR was made. When 

the total particulate absorption measurement, ap(λ), displayed non-negligible (non-zero) signal in 

the near-IR, it was assumed that this signal is associated entirely with the ad(λ) component, so the 

aph(λ) component in the near-IR is zero [89]. Accordingly, the originally measured spectral values 

of ad(λ) were corrected by a spectrally constant offset to ensure that the resultant ad(λ) is equal to 

measured ap(λ) in the near-IR. It is notable that for many samples the original data of ap(λ) and 

ad(λ) measured with the IS spectrophotometric configuration in the near-IR are indistinguishable 

from one another within the instrumental noise. In some cases, the differences are distinguishable 

and interpreted as an artifactual shift in ad(λ) values associated with the method of ad(λ) 

measurement that involves the methanol treatment of sample filters. The process of data quality 

control of ad(λ) and ag(λ) measurements also included a visual inspection of every measurement 

which initially passed our method-related inclusion criteria. The measurements that exhibited a 



 

88 

high risk of gross experimental error, for example the presence of highly unrealistic spectral 

features, were excluded from our final dataset. 

The final dataset for ADG model development contains measurements obtained on 29 

research cruises as part of 18 field programs (Table 2.1). The measurements within the dataset 

span various geographic locations within five ocean basins (Fig. 2.1). Data of ag(λ) were collected 

over a range of latitudes and well represent both coastal and open-ocean pelagic environments. 

Data of ad(λ) were primarily collected in coastal areas in mid and high latitudes over or near 

continental shelves. A smaller proportion of ad(λ) data was collected in more oligotrophic regions, 

for example on the Sea2Space cruise along the east-west transect from the Hawaiian Islands to the 

Oregon coast in the US and the north-south transect on the p16S cruise as a part of the CLIVAR 

program. In total, our final dataset includes 1293 measurements of ag(λ) which were used for 

development of the spectral shape library of ag(λ), and 521 measurements of ad(λ) which were 

used for development of the spectral shape library of ad(λ) (Table 2.1). In addition, this dataset 

includes a subset of 390 concurrent measurements of ad(λ) and ag(λ) available to obtain adg(λ) as 

a sum of ad(λ) and ag(λ). This subset of concurrent ad(λ) and ag(λ) measurements is used to 

constrain parameterizations of the ADG partitioning model and assess the performance of the 

model. 

The model development dataset covers the wide range of variability in ad(λ) and ag(λ) 

observed across diverse oceanic environments which supports the notion that the ADG model 

utilizing the spectral shape libraries derived from this dataset will have correspondingly wide 

applicability. Figure 2 displays histograms of ad(443) and ag(443) from the subset of the final 

development dataset that is used in the formation of spectral shape function libraries. In the blue 

spectral region, the range of ad(443) spans ~4 orders of magnitude from about 610−4 to 4 m−1 and 
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the range of ag(443) spans ~3 orders of magnitude from 0.005 to 1.9 m−1. The distribution of 

observations of ad(443) approximates a normal distribution in log-space and contains 

measurements primarily from coastal environments (Fig. 2.2a). In contrast, the distribution of 

ag(443) is clearly bimodal and reflects that many of the observations were collected during 

expeditions in either oligotrophic waters of the Pacific Ocean or coastal waters in the Atlantic 

Ocean (Fig. 2.2b). A similar distribution pattern is observed in the red spectral region although 

absorption values are naturally smaller, for example at λ = 650 nm the range of ad(λ) is 1.29×10−4 

to 1.32 m−1 and the range of ag(λ) is 3.25 × 10−5 to 0.05 m−1. The spectral slope of ad(λ) ranges 

from 0.003 to 0.012 nm−1 (calculated using the exponential function fit over the spectral range 

380–730 nm, excluding 400−480 nm and 620−710 nm) with a mean value of 0.0077 nm−1 

(standard deviation (SD) = 0.0013 nm−1) and the spectral slope of CDOM absorption ranges from 

0.008 to 0.024 nm−1 (calculated over the spectral range 350−500 nm) with a mean value of 0.016 

nm−1 (SD = 0.002 nm−1). The spectral slopes for both absorption coefficients were calculated just 

for illustrative purposes and to show their consistency with previous literature [67], which suggests 

the dataset is representative of diverse oceanic environments and adequate for our purpose to 

develop the spectral shape libraries of ADG partitioning model. When considering the 390 

concurrent measurements of ad(λ) and ag(λ) within the dataset, ag(λ) typically dominates the total 

non-phytoplankton absorption coefficient, adg(λ), from the near-UV through the blue spectral 

region. For example, the average contribution of ag to adg at λ = 443 nm is 71.2%. In contrast, in 

the red ad(λ) typically dominates the contribution to adg(λ) with the average contribution of 69.9% 

at λ = 650 nm. 
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2.2.2 Assembly of an Independent Validation Dataset of Absorption Coefficients 

A thorough assessment of model performance typically requires the use of validation data 

that are independent of data utilized in model development. Thus, such validation analysis of the 

ADG model requires an independent validation dataset of concurrent measurements of ad(λ) and 

ag(λ). In addition, to make the validation results most meaningful the validation dataset should be 

consistent with the intended applicability of the model and ideally satisfy similar method-related 

and data quality criteria as those used in the model development dataset. To our knowledge, the 

390 concurrent measurements of ad(λ) and ag(λ) included in our model development dataset, 

specifically the development of spectral shape function libraries, represent all presently available 

concurrent near-surface data of these two absorption coefficients which meet our strict method-

related and data quality criteria, especially the use of the IS spectrophotometric method to measure 

ad(λ). Therefore, it appears that the most reasonable approach at this time to create an independent 

validation dataset for evaluating the ADG model is to use concurrent measurements of ad(λ) and 

ag(λ) collected at depths below the near-surface layer on the same cruises as those used in the 

model development dataset. We constrained the sampling depth of measurements within the 

validation dataset to a range between 15 and 50 m. This dataset contains 149 samples of concurrent 

measurements of ad(λ) and ag(λ) from a variety of geographic locations (Table 2.1). These 

measurements are restricted to a narrower dynamic range of magnitudes compared to the 

development dataset. Importantly, however, the measurements within the validation dataset are 

characterized by large spectral variability as well as a significant overlap with the development 

dataset in terms of the magnitude and spectral shape of the constituent absorption coefficients 

which is important for assessment of model performance. We also note that further details about 

this validation dataset can be found in Kehrli et al. [79], where the same data were used to validate 

the extrapolation model presented in that study. 
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2.3 Statistical Methods for Model Evaluation 

The statistical metrics employed to assess the quality and performance of the ADG 

partitioning model through comparison of values predicted by the model, Pi, with measured 

(observed) values, Oi, are described in Table 2.2. Each statistical metric described in this section 

is determined at individual wavelengths from 350 nm to 700 nm to compare the degree of 

agreement between the model-derived and measured spectral values in the development and 

validation datasets, unless otherwise stated. To assess bias in model output compared to its 

associated measurement we calculated the Median Ratio, MdR, defined as the median of the ratio 

of predicted to observed variables and the Median Bias, MdB, defined as the median of the 

difference between predicted and observed variables. The ideal values (e.g., best agreement 

between modeled and measured values) for MdR and MdB are equal to 1 and 0 m−1, respectively. 

To characterize random deviation between model-derived and measured values we calculated the 

Median Absolute Percent Difference, MdAPD, and the Root-Mean-Square Deviation, RMSD. The 

ideal values for MdAPD and RMSD are equal to 0% and 0 m−1, respectively. MdAPD and RMSD 

are common uncertainty metrics that are implemented to assess model performance and can 

facilitate comparison of our ADG partitioning models to heritage models; however, it is notable 

that these metrics penalize the model overestimations to a greater extent than the model 

underestimations. To remove this penalizing imbalance, we also calculated the Median Symmetric 

Accuracy, MdSA (expressed in percent) [90,91]. 

A Model II linear regression based on the reduced major axis method [92] was also used 

to evaluate the relationship between the log10-transformed values of model-derived vs. measured 

absorption coefficients. The Model II analysis computes the linear regression slope, A, and 

intercept, I, which supports the assessment of the general performance of the ADG model and also 
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provides insight into potential bias in specific regions across the dynamic range of absorption 

coefficients. The value I was converted to a parameter B as described in Table 2.2, so the ideal 

values for A and B are both 1 which corresponds to the overall best agreement between the model-

derived and measured values. The deviations of A and B from 1 provide information about the 

performance of the model across the range of measured values of the examined absorption 

coefficient. For example, when A is greater than 1, it indicates the tendency of the model to be 

negatively biased toward low-magnitude measurements and to be positively biased toward high-

magnitude measurements. 

2.4 Description of ADG Absorption Partitioning Model 

2.4.1 Model Overview 

The schematic of the ADG model is depicted in Fig. 2.3. The model relies on the use of 

libraries of spectral shape functions for the non-algal particulate absorption coefficient, âd(λ), and 

the CDOM absorption coefficient, âg(λ). The libraries of âd(λ) and âg(λ) were created using the 

ad(λ) and ag(λ) measurements included in our model development dataset described in Section 2.1, 

and the complete approach to create the libraries is described in Section 4.2. For each constituent 

absorption coefficient, the spectral shape libraries were created for two spectral regions: in the 

UV-VIS from 350 to 700 nm and in the VIS from 400 to 700 nm. As a result, there are two variants 

of the ADG model depending on whether the model operates with the UV-VIS library or VIS 

library. Conceptually, the two variants of the model operate in the same way except for how the 

solutions for ad(λ) and ag(λ) are determined in the near-UV region from 350 to 400 nm. When the 

UV-VIS library is used, the solutions are determined directly from the ADG model over the UV-

VIS spectral region from 350 to 700 nm. This variant of the ADG model will be referenced as the 

ADG_UV-VIS model. When the VIS library is used, solutions are obtained directly over the 

visible region from 400 to 700 nm, and this variant of the ADG model will be referenced as the 
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ADG_VIS model. However, in this case the solutions in the near-UV can also be obtained through 

extrapolation from the blue part of the spectrum into the 350 to 400 nm wavelength range using a 

separate extrapolation model described in Kehrli et al. [79]. This combination of ADG_VIS and 

extrapolation model will be referred to as the ADG_VIS-UVExt model. The distinction between 

ADG_UV-VIS and ADG_VIS-UVExt is not shown explicitly in Fig. 2.3 as this schematic is 

focused on highlighting the common components of the model. 

In the first step of model operation, the input values of spectral absorption coefficient, 

adg(λ), and the libraries of spectral shape functions âd(λ) and âg(λ) are used to determine solutions 

of ad(λ) and ag(λ) that are physically possible and are referred to as speculative solutions. In the 

next step, the pool of speculative solutions is reduced to a smaller range of feasible solutions. This 

range has a very high probability to include the actual desired (“true”) spectra of ad(λ) and ag(λ) 

associated with the input adg(λ). Finally, the optimal solution for ad(λ) and ag(λ) is selected from 

the pool of feasible solutions. This step aims at selecting one pair of ad(λ) and ag(λ) solutions which 

represents the closest agreement in a statistical sense with the true spectra of ad(λ) and ag(λ). 

We note that the overall approach of the ADG model depicted in Fig. 2.3 is similar to the 

approach utilized in Stramski et al. [73]. There are, however, several differences associated with 

the development dataset used to create the spectral shape function libraries, the approach to create 

these libraries, and some details related to the determination of feasible and optimal solutions.  

 

2.4.2 Libraries of Spectral Shape Functions of Constituent Absorption Coefficients 

The first step in the formation of spectral shape function libraries, âd(λ) and âg(λ), is the 

normalization of each spectrum of ad(λ) and ag(λ) in the development dataset by the spectral mean 

value of each relevant absorption coefficient: 

�̂�x(λ) =  𝑁λ 𝑎x(λ)[∑ 𝑎x(λ)700
λ= λmin

]
−1

  (2.1) 
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where x is the subscript for either the non-algal particulate (d) or CDOM (g) absorption coefficient, 

Nλ is the number of discrete wavelengths included in the summation, and λmin is either 350 nm for 

the UV-VIS library or 400 nm for the VIS library. Because the development dataset consists of 

absorption spectra with a 1 nm spectral interval, Nλ is 351 for the UV-VIS library and 301 for the 

VIS library. 

In the next step, for each spectral shape function of âd(λ) and âg(λ), the spectral steepness 

parameters, Sx, are calculated within two non-overlapping spectral regions as: 

𝑆x =  
ln �̂�x (λ1) − ln �̂�x (λ2)

λ2 −  λ1
 

(2.2) 

 

where ln is the natural logarithm function, the first spectral region (blue) is delimited by λ1 = 410 

nm and λ2 = 460 nm and the second spectral region (blue-green) by λ1 = 480 nm and λ2 = 530 nm. 

The use of these two non-overlapping wavelength ranges, 410–460 nm and 480–530 nm, for 

calculating the two spectral steepness parameters provides the flexibility to account for potential 

changes in the spectral shapes of ad(λ) and ag(λ) across a relatively broad blue-green spectral region 

between 410 nm and 530 nm where both ad(λ) and ag(λ) typically exhibit significant magnitudes 

and a general trend to decrease in magnitude with increasing wavelength. These choices are well-

suited for library development in terms of spectral scales that capture the variations in spectral 

shape, especially the spectral slope, of ad(λ) and ag(λ) across the blue-green region. The steepness 

parameters drive the formation of the library of spectral shape functions âd(λ) and âg(λ). 

Specifically, the blue and blue-green steepness parameters Sd and Sg serve as relatively simple 

metrics of the degree of similarity between the spectral shapes of ad(λ) and ag(λ) within the blue-

green spectral region measurements in the development dataset. The values of Sd and Sg are used 

to classify all measurements of ad(λ) and ag(λ) available in the development dataset into multiple 

spectral-shape classes with each class constrained by the similarity of the steepness parameters. 
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This classification is made using the joint probability distributions of the spectral steepness 

parameters which are depicted in Fig. 2.4. Each individual bin of the probability distributions 

includes measurements that are characterized by a similar pair of blue and blue-green steepness 

parameters. The characterization implies that the variation in the spectral shape of constituent 

absorption coefficients within any given single bin is sufficiently small, so that a single 

characteristic spectral shape function can be determined from data contained in that bin. 

Accordingly, for each bin we determined such characteristic spectral shape functions, âd(λ) and 

âg(λ), by averaging all âd(λ) and âg(λ) spectra contained in the bin. The final libraries of spectral 

shapes are comprised of such characteristic spectral shape functions of âd(λ) and âg(λ) determined 

for each bin of joint probability distributions. Thus, the number of characteristic spectral shape 

functions of âd(λ) and âg(λ) is defined by the number of bins in the probability distributions shown 

in Fig. 2.4a and 2.4b, respectively. Specifically, the library of âd(λ) consists of 86 characteristic 

spectral shape functions which were created from 521 measurements of ad(λ) available in the 

development dataset. The library of âg(λ) consists of 227 characteristic spectral shape functions 

which were created from 1293 measurements of ag(λ). It is notable that the data in Fig. 2.4 indicate 

the spectral steepness parameters are on average larger for Sg than for Sd. For example, in the 410–

460 nm spectral range, the median values of Sg and Sd are 0.0165 nm–1 and 0.0094 nm–1, 

respectively. For the 480–530 nm range, the corresponding median values are 0.0158 nm–1 and 

0.0069 nm–1. 

Figure 2.5 depicts the spectra of âd(λ) and âg(λ) in both the UV-VIS and VIS libraries. We 

recall that the steepness parameters are defined within the visible spectral range (Eq. 2.2). 

Therefore, the joint probability distributions (Fig. 2.4) used to create the spectral shape libraries 

for a given absorption coefficient are the same for the UV-VIS and VIS libraries. The only 
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differences between the UV-VIS and VIS libraries for a given absorption coefficient is the overall 

spectral range covered by the characteristic spectral shape functions and the magnitude of these 

functions at any common wavelength because the normalization in Eq. (2.1) is associated with a 

different spectral range. Note also that the final number of characteristic shape functions in the 

âd(λ) and âg(λ) libraries represents approximately the same percentage (~17%) of the total number 

of available spectra of ad(λ) and ag(λ) within the development dataset. This result essentially 

implies the postulation that the entire variability of spectral shape functions of âd(λ) and âg(λ) 

observed within the development dataset can be adequately represented by reducing the size of 

spectral shape dataset to 17%. 

The binning method used to define the joint probability distributions shown in Fig. 2.4 

naturally played a key role in determining the size of the spectral shape libraries. We adopted a 

discretization technique following the rule of Freedman and Diaconis [93], which determines the 

bin width in the middle 50% of the distribution based on the interquartile range of variables 

involved in the distribution. Within this range of the distribution the bin size is referred to as a 1x1 

Freedman and Diaconis (FD) bin. We then increased the bin size of joint probability distribution 

as it extends away from its median value along the x or y axis. Specifically, the bin size was 

increased to 2x2 FD once the value on the x or y axis is more than one median absolute deviation 

from the distribution’s median, and 4x4 FD once the value on the x or y axis is more than two 

median absolute deviations from the distribution’s median. The purpose of such increase in bin 

size with increasing distance from the median of the distribution is to account for the fact that 

fewer spectra exist in the peripheral space of the distribution, and it is generally preferred to 

incorporate more than a single spectrum into a single bin. The average coefficient of variation of 

âd(λ) and âg(λ) within individual bins for both libraries was found to be consistently below 6% in 
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the spectral range from 400 to 550 nm which provides support that the adopted binning scheme is 

appropriate.  

 

2.4.3 Speculative Solutions of the ADG Model 

In the first step of the ADG model operation, a large pool of speculative solutions of output 

ad(λ) and ag(λ) is generated from given input of adg(λ) by implementing the spectral shape function 

libraries of âd(λ) and âg(λ) (Fig. 2.3). The ADG_UV-VIS model uses UV-VIS libraries and 

generates speculative solutions over the spectral range from 350 to 700 nm. The VIS-UVExt model 

uses VIS libraries and generates speculative solutions over the spectral range from 400 to 700 nm. 

The generation of speculative solutions involves the use of weighting factors defined as the ratio 

of the spectral mean of either ad(λ) or ag(λ) to the spectral mean of adg(λ): 

𝑤 = ( ∑ 𝑎g(λ)

700

λ=λmin

) ( ∑ 𝑎dg(λ)

700

λ=λmin

)

−1

 (2.3) 

𝑤′ = ( ∑ 𝑎d(λ)

700

λ=λmin

) ( ∑ 𝑎dg(λ)

700

λ=λmin

)

−1

 (2.4) 

where w and w’ are the weighting factors for ag(λ) and ad(λ) respectively and range from 0 to 1 

while satisfying the condition w + w’ = 1, and λmin is either 350 nm for ADG_UV-VIS or 400 nm 

for ADG_VIS-UVExt. From Equations (2.1), (2.3), and (2.4) we obtain: 

�̂�dg(λ) = (1 − 𝑤) �̂�d(λ) + 𝑤 �̂�g(λ) (2.5) 

where âdg(λ) is the spectral shape function of the non-phytoplankton absorption coefficient, adg(λ), 

which is defined analogously to Equation (2.1): 

�̂�dg(λ) =  𝑁λ 𝑎dg(λ) ( ∑ 𝑎dg(λ)

700

λ=λmin

)

−1

 

(2.6) 

Equation (2.5) can be rewritten as a system of linear equations: 



 

98 

𝑨 × 𝑤 = 𝑩 (2.7) 

where A and B are vectors containing 351 data points of âg(λ) − âd(λ) and âdg(λ) − âd(λ) 

respectively for the UV-VIS model or 301 analogous data points for the VIS-UVExt model. 

Speculative solutions for a given input adg(λ) are computed by first calculating the spectral 

shape function âdg(λ) from Equation (2.6). The weighting factor w is then calculated for every pair 

of spectral shape functions of âd(λ) and âg(λ) from a given library by solving Equation (2.7) for w 

using the \ (mldivide) operator in MATLAB. Only solutions for w > 0 and < 1 are selected as 

speculative solutions. The speculative solutions with valid w and w′ (≡ 1 − w) associated with each 

pair of spectral shape functions are then utilized to calculate a pair of speculative solutions for non-

algal particulate absorption coefficient, a′d(λ), and CDOM absorption coefficient, a′g(λ): 

𝑎′
d(λ) = 𝑁λ

−1 (1 − 𝑤) �̂�d(λ) ∑ 𝑎dg(λ)

700

λ=λmin

 (2.8) 

𝑎′
g(λ) = 𝑁λ

−1 𝑤 �̂�g(λ) ∑ 𝑎dg(λ)

700

λ=λmin

 (2.9) 

The maximum possible number of speculative solutions for a given input of adg(λ) is 19522 which 

corresponds to a computational scenario when all weighting factors obtained by solving Equation 

(2.7) are bounded within the physically realistic range between 0 and 1. This maximum number of 

speculative solutions is equivalent to all possible combinations of the 86 spectral shape functions 

of âd(λ) and the 227 shape functions of âg(λ). Our analysis of both model variants applied to the 

subset of the development dataset containing 390 concurrent measurements of ad(λ) and ag(λ) 

found the distribution of the number of speculative solutions to be left-skewed. The median and 

mean number of speculative solutions for ADG_UV-VIS is 15170 and 13420 (SD = 5280) 

respectively. The median and mean number of speculative solutions for ADG_VIS-UVExt is 16500 

and 15120 (SD = 4041) respectively. 
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2.4.4 Feasible and Optimal Solutions of the ADG Model 

The subsequent step of the ADG model involves the selection of solutions, referred to as 

feasible solutions, from the pool of speculative solutions a′d(λ) and a′g(λ) (Fig. 2.3). We recall that 

the main purpose of this step is to create a pool of feasible solutions which is significantly smaller 

than the pool of speculative solutions while ensuring that the desired (“true”) spectra of ad(λ) and 

ag(λ) fall within a range of feasible solutions with a very high probability. Feasible solutions are 

determined by comparing the sum of all pairs of speculative solutions a′d(λ) + a′g(λ) to input adg(λ), 

which means that all speculative solutions a′dg(λ) are compared with input adg(λ). 

The best possible outcome for a′dg(λ) is one where the summed pair of speculative solutions 

a′d(λ) + a′g(λ) is equal to input adg(λ) at all wavelengths. This perfect scenario is, however, highly 

unlikely. Thus, the method for identifying feasible solutions involves analyzing the pool of 

speculative solutions and selecting those that fulfill the criterion that minimizes the differences 

between a′dg(λ) and adg(λ) at multiple wavelengths. 

Specifically, we used the statistical metric of the normalized sum of squared residuals 

(NSSR) defined as: 

NSSR =  ∑ (
𝑎′

d(λ)  +  𝑎′
g(λ)  −  𝑎dg(λ)

𝑎dg(λ)
)

2600

λ= λmin

 

(2.10) 

We chose to exclude wavelengths longer than 600 nm because the magnitude of adg(λ) in the red 

portion of the spectrum is typically small and subject to relatively low values of signal-to-noise. 

Like in the previous considerations, λmin in Equation (2.10) is either 350 nm for the ADG_UV-

VIS variant of the ADG model or 400 nm for the ADG_VIS-UVExt variant of the ADG model. To 

determine the pool of feasible solutions we calculated NSSR for every pair of speculative solutions 

and identified the pairs of speculative solutions which have the smallest NSSR. For a given input 

spectrum of adg(λ), our analysis demonstrated the distribution of NSSR is consistently skewed to 
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the right independent of the input spectrum (not shown). This result indicates that multiple 

speculative solutions producing relatively low values of NSSR show relatively high degree of 

similarity between one another, and thus this subset of speculative solutions is well suited for the 

determination of feasible solutions. Specifically, the pairs of speculative solutions of a′d(λ) and 

a′g(λ) which fall within the lowest 10th percentile of the NSSR distribution were selected as feasible 

solutions. Given the maximum possible number of speculative solutions is 19522, the 

corresponding maximum number of feasible solutions is 1952. From our analysis of ADG model 

solutions with the subset of the development dataset containing 390 concurrent measurements of 

ad(λ) and ag(λ), we found the number of feasible solutions ranges from 78 to 1933. The distribution 

of the total number of feasible solutions is analogous to the distribution of speculative solutions 

(since they are the lowest 10th percentile of speculative solutions) and is left-skewed. As a 

consequence, the statistics which characterize the distribution of feasible solutions are one-tenth 

the values reported for speculative solutions, so the median and mean number of feasible solutions 

of 1517 and 1342 for the ADG_UV-VIS model, respectively. For the ADG_VIS-UVExt model, 

these median and mean values are 1650 and 1512, respectively. Our analysis of both the 

development and validation datasets indicated that the range of feasible solutions for ad(λ) and 

ag(λ) derived from both model variants has a very high probability (>95%) of containing the 

measured values. 

The final step of the ADG model is to select the pair of feasible solutions that have the 

highest likelihood of matching the true values of ad(λ) and ag(λ) as optimal solutions for model 

output. A reasonable selection for the pair of feasible solutions to output as optimal solutions are 

those with the minimum NSSR produced through the evaluation of speculative solutions in 

Equation (2.10). However, it is unlikely that this pair of feasible solutions will perfectly match the 
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actual values of ad(λ) and ag(λ), so we selected an approach that incorporates the entire distribution 

of feasible solutions we obtained. We chose the spectral median (i.e., the 50th percentile) of feasible 

solutions as output for the optimal solution for the ADG model and this selection of median values 

was made at each wavelength independently. Figure 2.6 displays the differences in the aggregate 

error metrics of MdR and MdSA compared to measured values of ad(λ) and ag(λ) as well as the 

resultant adg(λ) when selecting different percentiles from the pool of feasible solutions for both 

ADG_UV-VIS (solid lines) and ADG_VIS-UVExt (dashed lines) at 350, 440, 550, and 660 nm. 

The results presented in Fig. 2.6 show MdR increases for all four wavelengths with increasing 

percentile that approach the optimal MdR value of 1 near the 50th percentile of feasible solutions 

for ad(λ) and ag(λ) (Fig. 2.6a–c). Furthermore, MdSA values reach a minimal value near the 50th 

percentile of feasible solutions for all constituent absorption coefficients for all wavelengths. These 

results provide justification in support of the selection of the spectral median of feasible solutions 

as the optimal solution for model output. 

2.5 Assessment of Model Performance 

2.5.1 Evaluation with the Development Dataset 

The fundamental difference between the ADG_UV-VIS and ADG_VIS-UVExt variants of 

the ADG partitioning model is the spectral range of the libraries used to determine the speculative, 

feasible, and optimal solutions. It is of interest to examine the performance of both model variants 

because they may exhibit different advantages or disadvantages depending on the specific scenario 

of model application. For example, the ADG_UV-VIS model has the benefit of directly providing 

estimates of ad(λ) and ag(λ) in the spectral range 350–700 nm, thus including the near-UV. 

However, this model may have a disadvantage in the context of remote sensing applications when 

the ADG model is intended to be applied as the last component of a multi-step algorithm that 

begins with an inverse reflectance model to first derive the total absorption coefficient a(λ), which 
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is then followed by ANW and ADG absorption partitioning models. It is conceivable that in this 

scenario, the ADG_UV-VIS model may be impacted by larger uncertainties of input adg(λ) in the 

UV than VIS due to larger uncertainties in the satellite-derived reflectance in the UV than VIS, 

which then propagate downstream through the multi-step algorithm. The ADG_VIS-UVExt model, 

which is optimized for the VIS but still enables the estimation in the near-UV through extrapolation 

from the blue part of VIS, may circumvent this potential issue as the ADG model performance 

will not be directly impacted by these potentially larger uncertainties in the near-UV satellite-

derived Rrs(λ) and the downstream near-UV products of a(λ) and adg(λ). 

The subset of our development dataset containing concurrent measurements of ad(λ) and 

ag(λ), and hence adg(λ) (N = 390) can be used to evaluate the general performance of each ADG 

model. It is important to note that although these data were utilized in the construction of the 

spectral shape function libraries, the libraries were determined from a much larger dataset than 

these 390 pairs of spectra. The comparison of model-derived optimal solutions and measured 

values of absorption coefficients for the ADG_UV-VIS model is presented for three example 

wavelengths from the VIS range (443, 555, and 670 nm) in Fig. 2.7. The model demonstrates a 

strong performance at all three wavelengths with relatively even distribution of data points about 

the 1:1 line suggesting no tendency for bias across the dynamic range of ad(λ) and ag(λ). However, 

the scatter of data points around the 1:1 line for ad(λ) increases as wavelength decreases, especially 

in the range of relatively low values of ad(λ) (Fig. 2.7 a-c). In contrast, the scatter of data points of 

ag(λ) increases as wavelength increases, and the spread of points is less dependent on the 

magnitude of ag(λ) (Fig. 2.7d-f). These findings suggest that the model performs better at 

predicting either ad(λ) or ag(λ) in spectral regions where a given constituent absorption coefficient 

tends to dominate adg(λ). This is particularly well-pronounced when comparing the data points for 
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ag(λ) (Fig. 2.7d) with data points for ad(λ) (Fig. 2.7a) in the blue spectral region where ag(λ) has 

generally a dominant contribution to adg(λ). 

Figure 2.8 depicts the performance of the ADG_UV-VIS model at two wavelengths from 

the near-UV spectral region, 350 and 380 nm. The scatter plots of model-derived optimal solutions 

vs. measured values of constituent absorption coefficients support the notion that the model 

continues to yield good results in the near-UV. It is notable, however, that while the model 

estimates of ag(λ) at the near-UV wavelengths align closely with the 1:1 line across the entire 

dynamic range (Fig. 2.8c,d), the model-derived values of ad(λ) exhibit significantly larger scatter 

around the 1:1 line albeit with no tendency for bias (Fig. 2.8a,b). An analogous analysis of the 

ADG_VIS-UVExt model in the VIS and near-UV provided generally similar patterns in the scatter 

plots of model-derived vs. measured values of constituent absorption coefficients (not shown). 

Figure 2.9 depicts two statistical metrics, MdR and MdSA, which characterize the 

performance of ADG_UV-VIS and ADG_VIS-UVExt in terms of estimating ad(λ) and ag(λ) across 

the entire spectral range of model output. These results were calculated for the subset of 

development dataset containing concurrent measurements of ad(λ) and ag(λ) and they generally 

demonstrate good performance of both ADG models. The spectral values of MdR are close to 1 

(generally within a few percent) indicating negligible or small aggregate bias of model-derived 

absorption coefficients (Fig. 2.9a,b). It is notable, however, that ADG_UV-VIS yields the values 

of MdR generally somewhat closer to 1 than ADG_VIS-UVExt , except for the ad(λ) estimation in 

the red part of the spectrum. The difference in MdR values between the two model variants is most 

pronounced for model-derived ad(λ) in the blue part of the spectrum where ADG_VIS-UVExt 

produces the highest departure of MdR from 1 with a positive bias of up to about 5% (Fig. 2.9a). 
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For the estimation of ag(λ), the differences between the model variants in terms of MdR values are 

small across the entire spectral range, < 2% at most wavelengths (Fig. 2.9b). 

The MdSA statistics support the generally good performance of both ADG model variants 

in terms of aggregate percent uncertainty (Fig. 2.9c,d). For the most part the spectral values of 

MdSA are below 20%. The highest value of MdSA is about 31% in the case of ad(λ) estimation by 

ADG_UV-VIS at the short-wavelength end (350 nm) of the examined spectral range. The lowest 

values of MdSA are below 10% in the case of ag(λ) estimation by both models within the near-UV 

and blue portions of the spectrum and in the case of ad(λ) estimation by ADG_VIS-UVExt in the 

red part of the spectrum. There exist clear spectral trends and differences in MdSA values between 

ADG_UV-VIS and ADG_VIS-UVExt (Fig. 2.9c,d). Specifically, MdSA of ad(λ) decreases with 

increasing wavelength and the opposite spectral trend is observed for ag(λ). There is one minor 

exception in the spectral trend of ag(λ) estimation by ADG_VIS-UVExt in the near-UV but in this 

spectral region the MdSA values remain low below 10% regardless of the model. The general 

spectral trends of MdSA depicted in Fig. 2.9c,d can be attributed to typical patterns of wavelength 

dependence of relative contributions of ad(λ) and ag(λ) to adg(λ); namely, while ag(λ) tends to be 

more significant than ad(λ) at short wavelengths, the opposite situation is typical for the long-

wavelength portion of visible spectrum. With regards to differences in MdSA between the two 

model variants, ADG_VIS-UVExt generally yields lower MdSA (by about 5% ± a few percent) than 

ADG_UV-VIS. An exception is observed for the ag(λ) estimation in the near-UV, but again it is 

of minor significance because MdSA in this spectral region remains below 10% for both models 

(Fig. 2.9d). 

Table 2.3 provides statistical metrics of performance of ADG_UV-VIS and ADG_VIS-

UVExt for several wavelengths across the examined spectral range, namely 350, 380, 443, 555, and 
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670 nm. These statistics include MdR and MdSA as well as other metrics that characterize the 

degree of agreement between the model-derived optimal solutions and measured values of ad(λ) 

and ag(λ), which are described in Section 3 and Table 2.2. We do not provide the statistics based 

on comparison of the input adg(λ) with the sum of model outputs of ad(λ) and ag(λ) because the 

agreement for adg(λ) is very good by virtue of the ADG model formulation. Overall, the results in 

Fig. 2.9 and Table 2.3 provide no clear indication that ADG_UV-VIS can be considered superior 

to ADG_VIS-UVExt or vice versa. Each of these two models may have slight advantage over the 

other model depending on the constituent absorption coefficient, statistical metrics, and/or the 

spectral region being considered. Both models show the best predictive capability for ag(λ) in the 

near-UV and blue spectral regions although ADG_VIS-UVExt may be generally preferable given 

consistently lower MdSA, MdAPD, and RMSD over the visible spectral range compared to 

ADG_UV-VIS. For predicting ad(λ), ADG_VIS-UVExt also appears to provide some advantage in 

terms of MdSA, MdAPD and RMSD statistics; however, this model has somewhat inferior 

measures of bias in the blue part of the spectrum compared with ADG_UV-VIS. 

Because this assessment of model performance has been made with the subset of field 

dataset that was used to create the libraries of the spectral shape functions, âd(λ) and âg(λ), there is 

a need for further evaluation of ADG models with datasets that are independent of those used to 

develop the spectral shape libraries. Such an initial effort is described in Section 5.2.  

 

2.5.2 Evaluation with the Independent Validation Dataset 

Figure 2.10 and Table 2.4 present the results of performance assessment of ADG_UV-VIS 

and ADG_VIS-UVExt, which was conducted using the independent validation dataset consisting 

of 149 subsurface measurements (i.e., samples obtained at depths between 15 m and 50 m) of ad(λ) 

and ag(λ) coefficients (see Section 2.2 for the description of this dataset). These results indicate 
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that the statistical parameters of model performance are either very similar or slightly degraded 

compared to the analysis with the subset of development dataset presented in Section 5.1. The 

most pronounced manifestation of this degradation is observed for the MdR statistic, especially in 

the case of ad(λ) estimation in the short-wavelength portion of the spectrum where MdR values 

exceed 1.1 (Fig. 2.10a). This implies an aggregate positive bias with a median value >10% which 

is markedly higher compared to the analysis with the development dataset displayed in Fig. 2.9a 

where MdR reaches a value of about 1.05 (5% bias) in the worst case of ad(λ) estimation in the 

blue spectral range from ADG_VIS-UVExt. The MdR values for the ag(λ) estimation based on the 

analysis of independent validation dataset (Fig. 2.10b) are generally below 1 and exhibit somewhat 

stronger tendency for model underestimation compared with analogous results obtained with the 

development dataset (Fig. 2.9b). The differences in the MdSA statistic between the analyses of 

independent dataset (Fig. 2.10c,d) and development dataset (Fig. 2.9c,d) are very small. It is also 

notable that these small differences do not necessarily indicate a tendency of MdSA to increase 

when the analysis is made with the independent dataset compared with the development dataset. 

In fact, the model estimates of ad(λ) tend to have slightly improved (i.e., lower) MdSA when tested 

with the independent dataset (Fig. 2.10c) compared with the results for the development dataset 

(Fig. 2.9c). 

Comparison of ADG_UV-VIS and ADG_VIS-UVExt in terms of their performance 

statistics obtained from the analysis of independent validation dataset (Fig. 2.10, Table 2.4) 

suggests that ADG_VIS-UVExt tends to generally provide slightly better estimates of both ad(λ) 

and ag(λ) for most of the examined spectral region. It is noteworthy that the spectral values of MdR 

associated with ADG_VIS-UVExt are generally closer to 1 than those associated with ADG_UV-

VIS (Fig. 10a,b). We recall that the opposite tendency was observed in the analysis of development 
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dataset (Fig. 2.9a,b). The MdSA statistic is also generally slightly better for ADG_VIS-UVExt 

compared with ADG_UV-VIS (Fig. 2.10c,d) and this tendency is similar to analogous results 

obtained with the development dataset (Fig. 2.9c,d). Only at near-UV wavelengths close to the 

short-wavelength end of the spectrum, MdSA and a few other statistics shown in Tables 2.3 and 

2.4 are somewhat better for ADG_UV-VIS than ADG_VIS-UVExt. Thus, if one of the two model 

variants were to be selected for use across the entire examined spectral range from 350 to 700 nm, 

the results of model assessment presented in Figs. 2.9, 2.10 and Tables 2.3, 2.4 appear to be in 

favor of ADG_VIS-UVExt. However, because the differences in the performance statistics between 

the two variants of the ADG model are mostly minor, our results may also support the 

appropriateness of ADG_UV-VIS for applications, especially under the circumstances when the 

uncertainty in the input data of adg(λ) exhibits no significant increase as the light wavelength 

decreases from the VIS into the UV spectral region.  

 

2.6 Summary and Conclusions 

This study describes the ADG partitioning model that separates the spectral absorption 

coefficients of non-algal (depigmented) particulate matter, ad(λ), and chromophoric dissolved 

organic matter (CDOM), ag(λ), from the spectral non-phytoplankton absorption coefficient, adg(λ), 

which represents the sole input to the model. Historically, this absorption partitioning problem has 

proven highly challenging, mainly because of similarity in the spectral shapes of ad(λ) and ag(λ). 

Previous modeling approaches have been commonly limited by restrictive assumptions and 

generalizations about the spectral shape of these constituent absorption coefficients. In particular, 

it has been commonly assumed that the spectral behavior of ad(λ) and ag(λ) can be described by a 

single exponential function of light wavelength over a broad spectral range. However, there is 

ample experimental evidence that the actual spectra of ad(λ) and ag(λ) often deviate considerably 
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from such exponential approximation. Recently, Stramski et al. [73] developed an ADG model 

that aims to circumvent these limitations by relaxing the restrictive assumptions about the spectral 

shapes of ad(λ) and ag(λ). Specifically, this model was designed to use the spectral shape function 

libraries representing the variability in the measured spectral shapes of ad(λ) and ag(λ) with no 

additional assumptions about these coefficients. 

In this study, we presented a new ADG partitioning model that builds upon and enhances 

the concepts and model formulation used in Stramski et al. [73]. The foundation of the ADG model 

is provided by the spectral shape function libraries of ad(λ) and ag(λ) which are created from near-

surface measurements of these coefficients collected in diverse oceanic environments. For this 

purpose, the new ADG model implements a newly assembled field dataset consisting of 

hyperspectral measurements of ad(λ) and ag(λ) covering the near-UV and VIS spectral range. 

These measurements were subject to stringent method-related and data quality control inclusion 

criteria. This process was to ensure consistent quality of data; for example, we excluded 

hyperspectral measurements of ad(λ) with a spectrophotometric filter-pad method in transmittance 

configuration, which has long been used but is known to involve the biasing effects on ad(λ) 

determinations. Instead, we used only the ad(λ) data obtained with a superior filter-pad method 

that is based on the inside integrating-sphere configuration of measurement [74,75]. 

We created two versions of spectral shape function libraries of ad(λ) and ag(λ), one covering 

the spectral range from 350 to 700 nm (UV-VIS libraries) and the other covering the range from 

400 to 700 nm (VIS libraries). Accordingly, we developed two variants of the ADG model. The 

variant referred to as ADG_UV-VIS determines solutions directly within the near-UV and VIS by 

utilizing the UV-VIS libraries. The variant referred to as ADG_VIS determines solutions in the 

VIS by utilizing the VIS libraries. The ADG_VIS model can, however, be coupled with an 
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independent extrapolation model described in Kehrli et al. [79] to extend output from the VIS to 

the near-UV, and this specific model variant is referred to as ADG_VIS-UVExt. In addition to the 

use of a newly assembled field dataset, the key enhancements of the new ADG model compared 

to the version described in Stramski et al. [73] include an improved formulation of spectral shape 

functions of constituent absorption coefficients which better accounts for actual variability 

observed within the blue-green spectral region as well as spectral extension of model output to 

include the near-UV (i.e., the 350–400 nm range) in addition to the VIS portion of the spectrum. 

In this study, we also evaluated the performance of both ADG_UV-VIS and ADG_VIS-UVExt 

model variants using two datasets. The first contains concurrent near-surface measurements of 

ad(λ) and ag(λ) extracted from the model development dataset that was used to create the spectral 

shape function libraries. The second is an independent validation dataset of concurrent sub-surface 

(depth range 15 – 50 m) measurements of ad(λ) and ag(λ). These analyses demonstrated an overall 

good performance of both variants of the ADG model. The optimal model solutions of ad(λ) and 

ag(λ) were generally characterized by an aggregate percent difference relative to measurements of 

less than 20% and a negligible or small aggregate bias within a few percent over the majority of 

examined spectrum. The new ADG model also provides a range of feasible solutions which 

encompass the reference measurements with a very high probability that exceeds 95%. 

We anticipate the ADG partitioning model developed in this study can play a unique role 

as a component model of a multi-step inverse optical algorithm applicable in the context of ocean 

color remote sensing observations. The envisioned multi-step algorithm will begin with an inverse 

reflectance model that derives the total absorption coefficient of seawater from ocean reflectance 

such as satellite-derived reflectance [43], which is then followed by the first absorption partitioning 

model that derives the phytoplankton, aph(λ), and non-phytoplankton, adg(λ), absorption 
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coefficients (e.g., see [56]), and finally the ADG absorption partitioning model presented in this 

study. This multi-step approach can produce a full suite of main constituent absorption coefficients 

with hyperspectral coverage over a broad spectral range, which offers an important capability for 

NASA’s PACE mission that will, for the first time, provide satellite ocean color measurements 

with hyperspectral coverage from the near-UV through VIS into the near-IR [84]. We conclude 

that the ADG model described in this study has reached the level of readiness for implementation 

into such multi-step algorithm approach or other potential types of ocean color algorithms that are 

commensurate with the purpose of ADG model. 

It is also noteworthy that the two variants of ADG model, ADG_UV-VIS and ADG_VIS-

UVExt, provide an added value of flexibility for use in various application scenarios. Although the 

analyses in this study suggest that both model variants can be appropriate for applications to 

estimate ad(λ) and ag(λ) in the near-UV and VIS spectral range from the sole input of adg(λ), the 

choice of specific model variant may depend on specific application scenario. For example, if the 

uncertainty in the spectral values of input adg(λ) in the UV is known to be substantially higher than 

the uncertainty in the VIS, then ADG_VIS-UVExt would be a preferred option to provide the model 

output from the near-UV through VIS. Consideration of such scenario appears to be particularly 

important in the context of near-future applications of the multi-step algorithm to satellite ocean 

color measurements obtained from Ocean Color Instrument (OCI) during the PACE mission. This 

mission will provide the data product of ocean reflectance extending to the near-UV for the first 

time, so the quantification of uncertainties in the near-UV reflectance is yet to be established. 

In closing, we call attention to a need for further validation studies of the proposed ADG 

model, especially as more high-quality hyperspectral data of constituent absorption coefficients 

are collected in diverse oceanic environments with the best currently available and recommended 
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methods. Likewise, the implementation of the ADG model as a component model of 

comprehensive ocean color algorithms, such as the multi-step algorithm mentioned in this study, 

will require further dedicated work to validate and assess the algorithm performance. 

2.7 Acknowledgements 

We thank all investigators who contributed to the collection, processing, and distribution 

through public databases of the field data of absorption coefficients used in this study. The data 

sources used in this study are available on NASA’s SeaWiFS Bio-optical Archive and Storage 

System (SeaBASS) and the Biogeochemistry and Optics South Pacific Experiment (BIOSOPE) 

database. We also thank Michael Novak for comments on the manuscript. 

Chapter 2, in full, is a reprint of the material as it appears in Applied Optics. The 

dissertation author was the primary investigator and author of this paper: Kehrli, M. D., Stramski, 

D., Reynolds, R. A., & Joshi, I. D. (2024). Model for partitioning the non-phytoplankton 

absorption coefficient of seawater in the ultraviolet and visible spectral range into the contributions 

of non-algal particulate and dissolved organic matter. Applied Optics (2004), 63(16), 4252–4270. 

https://doi.org/10.1364/AO.517706. 

  

https://doi.org/10.1364/AO.517706


 

112 

 

2.8 Figures 

 

 

Figure 2.1. Global map depicting geographic locations of near-surface measurements comprising 

the final development dataset utilized in this study.Red markers are stations where only ad(λ) 

measurements were collected (N = 131), green makers are stations where only ag(λ) measurements 

were collected (N = 903), and blue makers are stations with concurrent measurements of ad(λ) and 

ag(λ) (N = 390). 
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Figure 2.2. Histograms of ad(443) and ag(443) from the final development dataset. 
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Figure 2.3. Flowchart depicting the ADG partitioning model to partition the non-phytoplankton 

absorption coefficient, adg(λ), into its non-algal, ad(λ), and color dissolved organic matter, ag(λ). 
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Figure 2.4. Joint probability distributions of the spectral steepness parameters, Sd and Sg, 

calculated respectively from (a) the spectral shape functions of non-algal particulate absorption 

coefficient, âd(λ), and (b) the spectral shape functions of CDOM absorption coefficient, âg(λ).In 

each panel, the steepness parameters are shown for two spectral regions representing the blue (from 

λ1= 410 nm to λ2 = 460 nm) and blue-green (from λ1= 480 nm to λ2= 530 nm) portions of the 

spectrum. The black dashed lines indicate the median of the distribution for each axis. The number 

of spectra within each distribution, N, and the number of bins containing at least one spectrum, 

Nbin, are denoted in each panel. 
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Figure 2.5. Characteristic spectral shape functions âd(λ) and âg(λ) comprising the final libraries 

used in the ADG partitioning model.(a-b) The UV–VIS library for the spectral range 350–700 nm. 

(c-d) The VIS library for the spectral range 400–700 nm. The number of shape functions in each 

library, N, is denoted in each panel. Note that the grayscale lines in all panels are for the illustrative 

purpose to delineate spectral shape functions in each library. 
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Figure 2.6. (a–c) The median ratio, MdR, and (d–f) the median symmetric accuracy, MdSA, 

calculated from comparison of model-derived and measured values of ad(λ), ag(λ), and adg(λ) using 

the set of concurrent measurements of ad(λ) and ag(λ) in the model development dataset (N = 

390).All values are shown as functions of different percentiles chosen from the pool of feasible 

solutions obtained from the ADG_UV-VIS (solid lines) and ADG_VIS-UVExt (dashed lines) 

models. Results are depicted for light wavelengths of 350 nm (purple), 440 nm (blue), 550 nm 

(green), and 660 nm (red). The vertical dashed black line denotes the 50th percentile of feasible 

solutions for ad(λ) and ag(λ). The horizontal dashed black line in plots (a–c) indicates a MdR value 

equal to 1. 
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Figure 2.7. Assessment of the ADG_UV-VIS model applied to the development dataset as scatter 

plots of model-derived versus measured absorption coefficients ad(λ) and ag(λ) for light 

wavelengths of (a,d) 443 nm, (b,e) 555 nm, and (c,f) 670 nm.The 1:1 line and best-fit line derived 

from the Model II linear regression to log10-transformed data are represented by the solid gray and 

dashed black lines, respectively. Additional statistical metrics are provided in Table 2.3. 
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Figure 2.8. Similar to Fig. 2.7 but for wavelengths selected from the near-UV range: (a, c) 350 

nm and (b, d) 380 nm. 
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Figure 2.9. Spectral values of the (a–b) median ratio, MdR, and (c–d) median symmetric accuracy, 

MdSA, calculated from comparison of model-derived and measured values of ad(λ) and ag(λ) 

obtained from the ADG partitioning model applied to the development dataset (N = 390).Results 

are depicted for the two model variants ADG_UV-VIS (black lines) and ADG_VIS-UVExt (gray 

lines). The horizontal solid black line in panels (a, b) indicates a MdR value equal to 1. 
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Figure 2.10. Similar to Fig. 2.9 but for the independent validation dataset (N = 149). 
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2.9 Tables 

Table 2.1. Model Development and Validation Datasets. The number, N, of individual ad(λ) and 

ag(λ) and concurrent ad(λ) and ag(λ) measurements included in model development and validation 

datasets are listed for each experiment. 

  

  Development Validation  

Ocean basin Experiment (Cruises) N [ad(λ)]  N [ag(λ)]  N [ad(λ) & ag(λ)]  N [ad(λ) & ag(λ)] 

Pacific BIOSOPE (BIOSOPE) 0 31 0 0 

 TAO (gp1-06-ka, gp5-05-ka, gp5-06-ka) 0 292 0 0 

 BEST (hly0803) 0 18 0 0 
 CLIVAR (P16S) 31 32 19 12 

 KORUS (KR_2016) 52 61 38 5 

 EXPORTS (Process, Survey) 0 63 0 0 
 Sea2Space (FK170124) 10 0 0 0 

Atlantic CLIVAR (A16S) 0 29 0 0 

 AMMA (AMMA-RB-06) 0 12 0 0 
 CLiVEC (CV1, CV2, CV4, CV5, CV7) 106 357 84 10 

 ECOMON (PC1301) 35 25 24 18 

 GEO-CAPE (GOMEX_2013)  100 87 74 20 
 NAAMES (NA1, NA2, NA3, NA4) 0 39 0 0 

 Cyanate (Cyanate 2016) 18 7 3 4 

Indian CLIVAR (I8SI9N) 0 57 0 0 
Arctic BEST (hly0803) 0 8 0 0 

 MALINA (MALINA) 65 60 53 24 

 ICESCAPE (HLY1001, HLY1101) 75 76 71 43 
 ArCS (MR17-05C) 18 22 13 12 

Southern CLIVAR (I8SI9N) 0 5 0 0 

 CLIVAR (P16S) 11 12 11 1 
Total  521 1293 390 149 
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Table 2.2. Statistical Metrics to Assess Model Performance. 

 

 

 

 

 

 

 

 

 

 

 

  

Symbol  Description 

N Number of samples 

Oi or Pi Observed or model-predicted value for sample i of N 

MdR Median Ratio; 𝑀𝑑𝑅 = 𝑀𝑒𝑑𝑖𝑎𝑛 (
𝑃𝑖

𝑂𝑖
) 

MdB Median Bias; 𝑀𝑑𝐵 = 𝑀𝑒𝑑𝑖𝑎𝑛(𝑃𝑖 − 𝑂𝑖) 

MdAPD Median Absolute Percent Difference; 𝑀𝑑𝐴𝑃𝐷 = 𝑀𝑒𝑑𝑖𝑎𝑛 (|
𝑃𝑖−𝑂𝑖

𝑂𝑖
|) × 100% 

RMSD Root-mean-square deviation; 𝑅𝑀𝑆𝐷 = √
1

𝑁
∑ (𝑃𝑖−𝑂𝑖)

2𝑁
𝑖= 1  

MdSA Median Symmetric Accuracy; 𝑀𝑑𝑆𝐴 =  (10
𝑀𝑑|log10(

𝑃𝑖
𝑂𝑖

)|
− 1) × 100% 

r Pearson correlation coefficient of log-transformed Pi vs. Oi 

A Slope of model II linear regression of log-transformed Pi vs. Oi 

B Ten to the power of the y-intercept of Model II linear regression of log-transformed Pi vs. Oi  
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Table 2.3. Performance of ADG Partitioning Model with the Development Dataset. The aggregate 

error statistics of ADG_UV-VIS and ADG_VIS-UVExt applied to the development dataset (N = 

390) at the light wavelengths of 350, 380, 443, 555, and 670 nm (see Section 3 and Table 2.2 for 

more details on statistics). 

 

  

Model Variant Variable r A B MdB [m−1] MdR MdAPD [%] MdSA [%] RMSD [m−1] 

ADG_UV-VIS ad(350) 0.9688 1.010 1.073 0.00001 1.001 25.95 31.26 0.1393 

 ad(380) 0.9723 1.000 1.036 0.00025 1.005 24.81 29.78 0.0958 

 ad(443) 0.9770 0.996 1.023 -0.00016 0.991 21.15 24.39 0.0410 
 ad(555) 0.9815 0.996 1.045 -0.00001 0.997 14.61 16.05 0.0136 

 ad(670) 0.9846 0.987 0.991 -0.00010 0.982 11.45 11.95 0.0065 

 ag(350) 0.9903 1.026 1.003 -0.00191 0.994 3.77 3.79 0.1494 

 ag(380) 0.9887 1.029 1.018 -0.00021 0.999 4.62 4.65 0.0898 

 ag(443) 0.9817 1.047 1.103 0.00025 1.005 7.76 7.99 0.0449 

 ag(555) 0.9550 1.004 0.944 -0.00008 0.982 15.77 16.77 0.0132 

 ag(670) 0.9199 0.967 0.729 -0.00001 0.983 21.90 24.60 0.0046 

ADG_VIS-UVExt ad(350) 0.9686 1.060 1.218 0.00051 1.008 22.07 25.70 0.1360 

 ad(380) 0.9752 1.017 1.105 0.00084 1.036 19.65 22.00 0.0711 

 ad(443) 0.9802 1.007 1.079 0.00059 1.050 17.27 19.62 0.0322 
 ad(555) 0.9852 1.003 1.078 0.00013 1.018 10.64 11.48 0.0114 

 ad(670) 0.9895 0.993 1.018 -0.00002 0.996 6.91 7.38 0.0043 

 ag(350) 0.9904 0.998 0.954 -0.01140 0.965 8.07 8.56 0.1632 

 ag(380) 0.9902 1.015 0.984 -0.00182 0.986 6.10 6.43 0.0835 
 ag(443) 0.9866 1.030 1.041 -0.00030 0.994 6.23 6.37 0.0307 

 ag(555) 0.9639 0.994 0.894 -0.00016 0.985 11.13 11.90 0.0111 

 ag(670) 0.9338 0.956 0.677 -0.00002 0.974 17.84 19.57 0.0044 
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Table 2.4. Performance of ADG Partitioning Model with the Independent Validation Dataset. 

Similar to Table 2.3 but for the independent validation dataset (N = 149). 

 

  

Model Variant Variable r A B MdB [m−1] MdR MdAPD [%] MdSA [%] RMSD [m−1] 

ADG_UV-VIS ad(350) 0.9659 1.023 1.257 0.00843 1.182 25.32 26.58 0.0394 
 ad(380) 0.9682 1.007 1.175 0.00456 1.161 25.64 26.99 0.0281 

 ad(443) 0.9720 0.991 1.056 0.00128 1.095 20.23 21.29 0.0129 

 ad(555) 0.9807 0.966 0.930 0.00035 1.058 12.48 12.93 0.0034 
 ad(670) 0.9838 0.930 0.742 -0.00013 0.982 11.41 11.84 0.0023 

 ag(350) 0.9663 1.012 0.949 -0.00687 0.968 4.86 5.09 0.0386 

 ag(380) 0.9547 1.002 0.926 -0.00476 0.970 6.14 6.44 0.0278 
 ag(443) 0.9293 1.015 0.973 -0.00097 0.972 8.76 8.94 0.0121 

 ag(555) 0.8890 0.968 0.785 -0.00036 0.932 14.21 16.57 0.0033 

 ag(670) 0.8459 0.913 0.507 -0.00007 0.913 21.96 26.04 0.0008 

ADG_VIS-UVExt ad(350) 0.9647 1.063 1.309 0.00266 1.112 22.73 24.63 0.0426 
 ad(380) 0.9670 1.020 1.140 0.00210 1.104 22.46 23.93 0.0211 

 ad(443) 0.9713 1.004 1.039 0.00078 1.047 18.34 19.20 0.0090 
 ad(555) 0.9855 1.005 1.060 0.00035 1.048 10.24 11.03 0.0027 

 ad(670) 0.9925 0.974 0.897 -0.00005 0.993 6.22 6.58 0.0015 

 ag(350) 0.9495 1.078 1.121 0.00391 1.016 9.56 10.33 0.0540 

 ag(380) 0.9622 1.060 1.121 0.00187 1.011 6.28 6.53 0.0262 
 ag(443) 0.9585 1.025 1.049 -0.00053 0.982 6.81 6.87 0.0089 

 ag(555) 0.9213 0.955 0.747 -0.00030 0.953 13.64 15.75 0.0027 

 ag(670) 0.8764 0.903 0.471 -0.00009 0.895 21.18 24.71 0.0007 
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Chapter 3 

Performance and uncertainty assessment of a novel multi-step semi-analytical 

algorithm for estimating seawater optical properties from ocean reflectance 
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3.0 Abstract 

Inversion methods applied to satellite-derived ocean color data provide a valuable tool for 

investigating the optical and biogeochemical properties of the ocean over broad spatiotemporal 

scales. A current challenge of inversion models designed to retrieve the inherent optical properties 

(IOPs) of seawater from radiometric measurements is that they retrieve a limited subset of IOPs 

or impose restrictive spectral assumptions on output variables. To address these challenges, a 4-

step Semi-Analytical Algorithm (4SAA), which implements four independent component models, 

has been proposed to retrieve the hyperspectral attenuation coefficient of downward irradiance, 

<Kd(λ)>, and a suite of total and constituent hyperspectral IOPs from input remote-sensing 

reflectance, Rrs(λ). We develop a systematic approach to assess the performance and uncertainty 

of the 4SAA model across the 350–700 nm spectral range using a recently published synthetic 

optical database covering a wide range of oceanic environments. The performance assessment first 

quantifies the error introduced by each component model of 4SAA and then evaluates the 

propagation of error through the multi-step inversion sequence. The uncertainty assessment 

utilizes a Monte Carlo method to perturb input parameters of each component model when 

operated in a multi-step sequence. Results indicate that retrievals of <Kd(λ)>, the total absorption 

coefficient a(λ), and the total backscattering coefficient bb(λ) exhibit a strong performance with 

errors below 15% across the entire spectral range. Constituent IOPs are retrieved well in specific 

spectral regions, particularly in the blue and blue-green portions of the spectrum, but often exhibit 

substantial errors in the near-UV and red which is typically associated with a reduced contribution 

of non-water constituents compared to the pure seawater contribution to the total IOPs. This study 

provides insight into the quantification and propagation of error and uncertainty in the multi-step 

model and highlights potential limitations of model evaluation with datasets that assume fixed 
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spectral shapes for constituent IOPs. These findings also offer guidance for refining component 

models within 4SAA to improve retrievals for future ocean color applications. 

3.1 Introduction 

In optical oceanography, inversion algorithms aim to estimate the optical properties of the 

ocean that govern light propagation through the seawater medium. These models derive optical 

properties by inverting the problem of radiative transfer theory, which defines the effects of 

seawater inherent optical properties (IOPs) on radiometric quantities and apparent optical 

properties (AOPs) of a given water body. The conceptual development of inversion modeling 

techniques to estimate IOPs from water-leaving upwelling light field measurements began over 

half a century ago (Gordon & Brown, 1973; Gordon 1973), following the discovery of the 

relationship between measurements of chlorophyll-a concentrations and ocean color (Clarke et al., 

1970). Over the next several decades, inversion algorithms continued to develop (e.g., Morel & 

Prieur, 1977; Kirk 1984; Aas 1987; Roesler & Perry, 1995; Loisel & Stramski, 2000; Lee et al., 

2002; Maritorena et al., 2002; Pinkerton et al., 2006; Smyth et al., 2006; Werdell et al., 2013; 

Loisel et al., 2018), driven by their demonstrated potential to monitor IOPs over extensive spatial 

and temporal scales with airborne and spaceborne sensors. Given the relationships between the 

concentrations of seawater constituents and IOPs, inversion models provide a valuable tool to 

study biogeochemical parameters on a global scale. For example, satellite-based inversion 

algorithms have yielded substantial information about distribution and variability of chlorophyll-

a concentration (Yoder et al., 1993; Yoder & Kennelly, 2003; Antoine et al., 2005; O’Reilly & 

Werdell, 2019; McClain et al., 2022), dissolved organic carbon (Mannino et al., 2008; Matsuoka 

et al., 2012; Joshi et al., 2017; Aurin et al., 2018), particulate organic carbon (Stramski et al., 1999; 

Stramska & Stramski, 2005; Stramski et al., 2008; Allison et al., 2010; Evers-King et al., 2017; 

Stramski et al., 2022), phytoplankton community composition (Hirata et al., 2008; Devred et al., 
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2011; Li et al., 2013; Mouw et al., 2017), primary production (Feldman et al., 1984; Antoine et al., 

1996; Behrenfeld et al., 2005; Uitz et al., 2010; Siegel et al., 2013; Gregg et al., 2017; Westberry 

et al., 2023), water quality (Hu et al., 2004; Shaeffer et al., 2012; Zheng et al., 2017; Turner et al., 

2022), suspended particulate matter (Woźniak et al., 2010; Stramski et al., 2023), and climate 

change (Gregg & Conkright, 2002; Antoine et al., 2005; Kahru & Mitchell, 2008; Cael et al., 

2023). Such studies are invaluable to the general oceanographic community and justify further 

advancements to inversion models for studying ocean optics and biogeochemistry. 

 A preferred approach to solving the inverse problem is to utilize values of remote sensing 

reflectance, Rrs(λ), where λ is the wavelength of light in vacuum, to derive total IOPs. This 

approach is advantageous because total IOPs are the physical parameters most directly linked to 

observations of radiometric variables and ocean apparent optical properties and form the 

fundamental basis of the radiative transfer theory (Preisendorfer 1976). Of particular interest are 

the total spectral absorption coefficient, a(λ), which quantifies the attenuation of light beam due 

to absorption processes per unit pathlength, and the total backscattering coefficient, bb(λ), which 

quantifies the attenuation of light beam due to backscattering per unit pathlength. The total 

absorption and backscattering coefficients are equal to the sum of contributions by optically 

significant seawater constituents. For the total absorption coefficient, the sum includes the additive 

contributions from pure seawater, aw(λ), phytoplankton, aph(λ), non-algal particulates (also 

referred to as detritus or depigmented particles owing to the measurement methodology), ad(λ), 

and chromophoric (colored) dissolved organic matter (CDOM), ag(λ). Thus, a(λ) = aw(λ) + aph(λ) 

+ ad(λ) + ag(λ). Often, these constituent absorption coefficients are grouped together for conceptual 

or operational reasons such as to express the non-water contribution, anw(λ) ≡ a(λ) – aw(λ) = aph(λ) 

+ ad(λ) + ag(λ), the non-phytoplankton absorption coefficient, adg(λ) ≡ ad(λ) + ag(λ), or the 
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particulate absorption coefficient, ap(λ) ≡ aph(λ) + ad(λ). For the total backscattering coefficient, 

the sum includes the additive contributions from pure seawater, bbw(λ), and particulates, bbp(λ). 

Scattering by dissolved substances is assumed to be negligible, thus bb(λ) = bbw(λ) + bbp(λ) (Jerlov 

1976; Kirk 2011; Mobley 2022). 

 Given the scientific value of inversion models, the capabilities and limitations associated 

with models must be quantified through a thorough assessment of their performance and 

uncertainty. These assessments should be well-defined and adhere to the widely accepted 

guidelines of metrology. The objective of a measurement, or strictly speaking in this case an 

estimation, obtained from ocean color inversion algorithms is to determine the value of a well-

defined physical quantity subject to measurement (estimation), called the measurand, through a 

measurement (estimation) procedure defined by the steps outlined in a particular algorithm 

(McKinna et al., 2019). The performance of an ocean color inversion algorithm is assessed by 

evaluating the difference between the estimated (algorithm-derived) value of the measurand and 

the true value of the measurand, this is known as error. In general, the ocean color community 

employs a suite of statistical metrics to quantify error and evaluate inversion models (Brewin et 

al., 2015; Seegers et al., 2018). Another key concept is that a model-derived measurement is an 

estimate of the measurand and is only complete when accompanied by an uncertainty value (Melin 

2019). The uncertainty of a measurement is distinct from error and defines the range of values 

within which the true value of the measurand can be said to lie within a specified level of 

confidence (GUM 2008; VIM 2012). The ocean color community implements various approaches 

to assess model uncertainty, including validation using concurrent and coincident satellite-derived 

and in situ measurements (Antoine et al., 2008; Mélin et al., 2016), first-order first-moment 

methods (Lee et al., 2010; McKinna et al., 2019), and Monte Carlo simulations (Wang et al., 2005). 
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These performance and uncertainty assessments are essential for evaluating ocean color inversion 

models. Following these concepts we assess a newly proposed ocean color inversion algorithm. 

 The inversion algorithm of interest for this study is the 4-step Semi-Analytical Algorithm 

(4SAA) that consists of four component models which are implemented in a multi-step framework 

(Figure 3.1). This multi-component structure offers an advantage over other inversion methods by 

providing additional flexibility to interchangeably implement new or updated mechanistically-

based component models, allowing for continual improvements as measurement methodology data 

availability and models change over time. The 4SAA model first solves for one specific AOP, then 

derives total absorption and backscattering coefficients, and finally partitions the non-water 

absorption coefficient into its constituent absorption coefficients. The 4SAA is designed to yield 

hyperspectral optical properties from the near-ultraviolet (near-UV) through visible (VIS) spectral 

region. Step 1 of the 4SAA model is a neural network, referred to as KdNN, which uses input 

Rrs(λ) to estimate the average diffuse attenuation coefficient of downwelling irradiance over the 

first attenuation depth, <Kd(λ)>. Kd(λ) is an AOP, and, for brevity, we omit the average bracket 

notation for the remainder of this chapter. This neural network approach was first developed over 

a decade ago (Jamet et al., 2012) and has undergone multiple updates to improve model output. 

These updates include the utilization of more comprehensive training datasets, consideration of 

radiometric effects associated with solar zenith angle and Raman scattering, and the optimization 

of the model to consider different optical water types by adjusting the number of input parameters 

(Loisel et al., 2018; Jorge et al., 2021). In the present study, we implement a version of the KdNN 

that uses the input of Rrs(λ) at 12 spectral bands within the visible spectrum to estimate 

hyperspectral Kd(λ) from the near-UV (350–400 nm) through the VIS (400–700 nm). Step 2 of the 

4SAA model is an inverse AOP-IOP model referred to as LS2 (Loisel et al., 2018), which 
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introduces multiple improvements to the similar approach described previously by Loisel and 

Stramski (2000). The LS2 model utilizes a look-up table approach to estimate spectrally 

independent solutions of total a(λ) and bb(λ) and non-water anw(λ) and bbp(λ) from input Rrs(λ) and 

Kd(λ) while avoiding assumptions about the spectral shapes of constituent IOPs. Step 3 of the 

4SAA model utilizes an absorption partitioning model, called ANW, to separate anw(λ) into its 

aph(λ) and adg(λ) constituents (Stramski & Reynolds, in preparation). The model combines the 

stacked inequality constraints approach associated mostly with band ratios of aph(λ) (Zheng & 

Stramski, 2013) with a spectral shape function library of adg(λ) developed from a high-quality 

dataset containing measurements of constituent absorption coefficients. The model requires input 

of anw(λ) at a minimum of seven spectral bands (determined by values necessary to implement the 

pre-defined inequality constraints) to estimate adg(λ) from 350 to 700 nm with a 1 nm spectral 

interval as well as aph(λ) at light wavelengths that correspond to the input anw(λ). In the present 

study, quantities of anw(λ) are generated at a 1 nm spectral interval, so both adg(λ) and aph(λ) 

retrievals are hyperspectral and span the complete near-UV through visible range. Step 4 of the 

4SAA model is the ADG partitioning model (Kehrli et al., 2024, see also Chapter 2). The ADG 

model used in this study implements the ADG_UV-VIS model variant and operates with input of 

adg(λ) to estimate ad(λ) and ag(λ) without assuming an exponential spectral shape for these 

coefficients. This model is the first of its kind to separate adg(λ) across the near-UV through the 

visible range while avoiding assumptions about the spectral shapes for its constituent absorption 

coefficients. 

Here, we establish a methodology for examining the performance and uncertainty of the 

4SAA algorithm. Given the initially promising results that were obtained from the evaluation of 

the individual component models of the 4SAA model (Loisel et al., 2018; Kehrli et al., 2024), here 
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we construct an advanced method to evaluate the 4SAA model using a recently published synthetic 

optical database (Loisel et al., 2023). This synthetic database is comprehensive and aligns with the 

high spectral resolution capabilities of NASA’s Plankton, Aerosol, Cloud and ocean Ecosystem 

(PACE) Ocean Color Instrument (OCI) (Werdell et al., 2019). We aim to determine a suite of error 

metrics to evaluate agreement between model estimates and reference values for each component 

model of the 4SAA model separately, as well as implement a Monte Carlo (MC) approach to 

approximate uncertainty and track its propagation through the multi-step sequence of the 4SAA 

component models. Specifically, we first quantify model performance at the individual component 

model level by assessing model retrievals for each step of the 4SAA model. This evaluation of 

model performance using only inputs of synthetic data quantifies the error produced from each 

component model under ideal conditions with minimal input error. Next, we assess error 

propagation as it passes downstream through each component model by using inputs from the 

preceding model. For example, we use anw(λ) estimated from Steps 1 and 2 as input into Step 3 of 

4SAA and evaluate the error metrics of the resulting aph(λ) and adg(λ) model outputs. This 

assessment quantifies the impact of the multi-step 4SAA structure by determining how the 

upstream model errors propagate through subsequent steps. Finally, we evaluate the uncertainty 

and its propagation at each step within the multi-step framework of 4SAA. We define and apply a 

MC approach beginning with uncorrelated input Rrs(λ) uncertainties of 20, 5, and 10% from 350–

399 nm, 400–600 nm, and 600–700 nm ranges, respectively, to estimate the uncertainty of all 

model outputs. 

3.2 Methods 

3.2.1 Summary of Methodology 

The scope of the assessment of the 4SAA model depends on both the characteristics of the 

database used for evaluation and the methods applied to assess its performance and uncertainty. A 
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variety of data sources were considered for the initial assessment, each of which has its own 

advantages and disadvantages. Synthetic databases derived from radiative transfer simulations 

contain minimal error, as forward-modeled AOPs depend solely on errors associated with input 

IOPs. However, a potential disadvantage of this approach is that the database is constrained to the 

IOP dataset from which it was developed. If the IOP database is not globally distributed or contains 

some assumptions or errors, these limitations will propagate through the model and reduce the 

applicability of the synthetic database for the purpose of evaluating the inverse modeling results. 

There are also simplifications and assumptions associated with forward radiative transfer models 

which can lead to differences compared to observations from the natural environment. Another 

approach is to implement an in situ field database of measurements that contains a complete set of 

AOPs and IOPs. Although this method provides real-world optical property data, it has limitations 

which include measurement error and uncertainty, a limited number of observations with a full-

suite of concurrent optical measurements, and a measurement distribution that is unlikely to 

represent the global ocean. Satellite measurements paired with ground-truth observations of optical 

properties were also considered. While global satellite observations provide globally distributed 

AOPs, satellite-in situ match-up measurements that contain both AOPs and IOPs are rare. 

Considering these factors and the main objective of this study, we employ a synthetic optical 

database (Loisel et al., 2023). This database is described in further detail in Section 3.2.2. 

A key aspect of this study concerns the distinction between the methods used to assess the 

performance and uncertainty of the 4SAA model. Our study employs aggregate statistical metrics 

to quantify model error as an indicator of model performance. Aggregate statistical metrics 

compare model predictions against true or reference values to provide information about the 

performance of a model in terms of error. Model error consists of both systematic error, when the 
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model consistently over- or underestimates true values, and random error, which results in 

variations in repeated observations of a measurand. The complete suite of statistical metrics 

utilized are described in Section 3.2.3. 

Although error metrics provide a basis to describe model performance, they are constrained 

because they only compare predictions to known outcomes. Alone, these metrics provide an 

indication of model performance but are independent of model uncertainty. Model uncertainty 

refers to the degree of the dispersion of values that can be reasonably attributed to a measurand. 

One method to assess the uncertainty of a model is the Monte Carlo approach, which randomly 

samples the distribution of model inputs through an iterative process to generate a distribution of 

model outputs that can be evaluated to quantify uncertainty. Additionally, MC analysis can be 

compared to model output to assess precision by determining how perturbations in model input 

influence the consistency of model predictions. The specific approach implemented in this study 

randomly perturbs model input variables from established estimates and examines the distribution 

of model outputs to form an uncertainty assessment of 4SAA. The complete method to quantify 

model uncertainty is described in Section 3.2.4.  

Finally, the strategy to assess model performance and uncertainty can become impractical 

if every possible model implementation is considered. For example, one could evaluate each 

component model individually as well as all combinations of component models (e.g., using output 

from Step 1 as input to Step 2, using the output generated from the chained Step 1, 2 and 3 model 

as input for Step 4, etc.) to complete the full assessment of 4SAA. In total there are six 

combinations of coupled models that one can evaluate; however, this assessment is not necessary 

or efficient. Our assessment is structured to be both concise and comprehensive by aiming to 
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quantify the performance and uncertainty of 4SAA while reducing complexity as much as possible. 

The structure of the analysis is described in Section 3.2.5. 

3.2.2 Summary of Synthetic Database 

The performance and uncertainty assessment of the 4SAA model is based on a synthetic 

optical database developed by Loisel et al. (2023), which contains a full suite of spectral AOPs 

and IOPs. The optical properties from this database include measurements of aph(λ), estimates of 

ad(λ), ag(λ), and bbp(λ), as well as derived values of Rrs(λ) and Kd(λ) from radiative transfer 

simulations. This synthetic database serves as the basis for the assessment of model error and 

uncertainty propagation of each step of the complete 4SAA model. Additionally, the database 

provides a method to evaluate the model with a database that contains minimal measurement 

errors. Although the database contains near-surface measurements of aph(λ) obtained from various 

oceanic environments, the remaining IOPs within the dataset are derived from these 

measurements, and AOPs, including Rrs(), are computed through forward radiative modeling 

using the IOPs as input to these simulations. Thus, the only source of measurement error within 

the synthetic database originates from sources associated with the collection of aph(λ) data. This 

characteristic of the synthetic database is essential for evaluating the 4SAA model as this task aims 

to only assess errors attributable to the techniques implemented in the model itself, requiring a 

database with minimal errors from other sources such as in situ measurements. 

The original study that generated the synthetic optical database describes its characteristics 

and provides an in-depth comparison with in situ measurements of optical properties. Here, we 

highlight specific aspects of a subset of the database utilized for our analysis. The recently 

assembled optical synthetic database used in this study was developed using radiative transfer 

simulations that aim to address previous limitations of other similar synthetically generated 

datasets from past studies. The new synthetic dataset includes inelastic Raman scattering by water 
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molecules and chlorophyll-a fluorescence which have the potential to significantly contribute to 

light propagation in the upper ocean and impact AOPs (Marshall & Smith, 1990; Westberry et al., 

2013; Li et al., 2016). Furthermore, the IOPs reported in the new synthetic database are consistent 

with observed global distributions of in situ measurements and satellite-based estimates of IOPs. 

The complete synthetic database contains 29880 simulations that rely on 3320 combinations of 

input IOPs, three different assumptions regarding inelastic radiative processes, three different solar 

zenith angles, and the assumption of an infinitely deep ocean with vertical homogeneity of IOPs. 

The radiative transfer-simulated AOPs of interest to this study represent the near-surface ocean 

layer. All optical properties reported in the synthetic dataset span from 350 to 700 nm with a 5 nm 

spectral interval. The subset of the synthetic database employed in this study uses radiative transfer 

scenarios that consider both Raman scattering and chlorophyll-a fluorescence and a solar zenith 

angle of 0°, i.e., the sun is directly overhead at its zenith.  

In total, there are 3320 synthetic samples of IOPs and concurrent AOPs from the database 

used to assess the performance and uncertainty of 4SAA. Figure 3.2 displays the available Rrs(λ), 

Kd(λ), anw(λ), and adg(λ) spectra utilized for the performance and uncertainty assessment. The 

compilation of Rrs(λ) spectra (Fig. 3.2a) suggests the collection of samples within the dataset is 

consistent with the global distributions and is representative of eutrophic, mesotrophic, and 

oligotrophic waters. The median and interquartile range of Rrs(λ) indicate the majority of spectra 

within the database are representative of open-ocean waters. This is further supported by the 

calculation of the median apparent visible wavelength (Vandermeulen et al., 2020) of the database, 

which is equal to 464 nm. Kd(λ) is most variable in the blue spectral region where it spans 

approximately 2 orders of magnitude with a median value of 0.034 m-1 at 440 nm. As wavelength 

increases into the red, the irradiance attenuation within the surface layer is increasingly dominated 
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by pure seawater absorption, and Kd(λ) begins to exhibit lower variability across most database 

samples (Fig. 3.2b). Importantly, anw(λ) and adg(λ) exhibit a wide range of variability, both of 

which span approximately 2 orders of magnitude across all wavelengths (Fig. 3.2c,d). The 

representative distribution of all optical properties and spectral variability enables us to evaluate 

the performance and uncertainty of the 4SAA model in the context of potential global applications. 

3.2.3 Description of Performance Assessment 

The performance assessment of 4SAA is completed by evaluating a suite of statistical 

metrics described in Table 3.1. These statistical measures compare model predictions, Pi, with 

observations, Oi, from the synthetic optical database. We evaluated the random error of the model 

by calculating the root-mean-square deviation, RMSD, the median absolute percent difference, 

MdAPD, and the median symmetric accuracy, MdSA, of model-derived values compared to values 

reported in the synthetic database. RMSD measures the average deviation between Pi and Oi to 

provide an assessment of random error in physical units of the variable being investigated, but it 

is excessively sensitive to outliers within model output. MdAPD is a more robust measurement 

and provides the normalized deviation between Pi and Oi, expressed as a percentage. However, in 

the calculation of MdAPD overestimations are penalized more heavily than underestimations of 

the same magnitude. Thus, we also calculated MdSA, which is equally affected by over- and 

underestimations of model output, to assess random deviations of model predictions (Morley et 

al., 2018). Additionally, we quantified the systematic error of model output by calculating the 

median ratio, MdR (dimensionless), of the predicted to observed variables, as well as the median 

bias (MdB), which is calculated as the residual between predicted and observed variables and 

therefore expressed in physical units of the variable in question. In this analysis, it is also important 

to recognize that not all original input samples or combinations of perturbed values from the 

synthetic database yielded valid model outputs. Because the number of valid retrievals varied 
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across models, model output parameters, and wavelengths, we explicitly report the number of valid 

model outputs, denoted as Nout. 

We also used a model-II linear regression analysis based on the reduced major axis method 

to assess log10-transformed values of model predictions versus reference values from the synthetic 

optical database (Ricker 1973; Bellacicco et al., 2019). The best-fit coefficients which describe the 

regression include the slope, A, y-intercept, I, and Pearson correlation coefficient, r. The value of 

I is converted to the parameter, B, as described in Table 3.1, to express the y-intercept in 

logarithmic space for consistency with log10-transformed data. These statistical metrics provide 

additional context in the assessment of error for each model within study. For example, the ideal 

value for A is equal to 1, and deviations from this value suggest the potential of model bias near 

the upper or lower ends of the measurement dynamic range, provided the value of B remains close 

to 1. This type of systematic error appears in the correlation plots between model predictions and 

observations as over- or underestimations of observations at the extreme end of measurements on 

the x-axis. 

3.2.4 Description of Uncertainty Assessment 

We use a Monte Carlo (MC) method for the assessment of model uncertainty and its 

propagation for the outputs produced in each step of 4SAA. The method is a well-established 

technique for estimating model output uncertainty in optical oceanography and the broader Earth 

science community (Anderson 1976; Wang et al., 2005; Refsgaard et al., 2007). MC simulations 

calculate an estimate of model uncertainty by repeatedly perturbing model inputs according to a 

predefined uncertainty distribution. At each iteration, input values are randomly sampled from this 

distribution, and new model outputs are determined. After a sufficient number of iterations, a 

distribution of model output across all simulations is generated, which is analyzed to quantify 

model uncertainty (Anderson 1976). In regard to this study, MC techniques provide a means to 
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estimate the uncertainty resulting from each step of the complete 4SAA model and track the 

uncertainty propagation through the multi-step sequence of 4SAA component models. 

The MC method used to assess uncertainties of 4SAA follows a similar approach as 

described by the uncertainty assessment of other ocean color algorithms (McKinna et al., 2019). 

Recall that in Step 1 of 4SAA, Kd(λ) is retrieved from synthetic Rrs(λ) input using the KdNN model. 

The estimates of uncertainty for Kd(λ) are determined by defining the characteristics of the Rrs(λ) 

input uncertainty distribution. For our analysis, we consider the allowable uncertainties of the 

required science data products for the NASA PACE mission. These uncertainties are defined as 

20%, 5%, and 10% for Rrs(λ) in the spectral ranges from 350 to 400 nm, 400 to 600 nm, and 600 

to 700 nm, respectively (Werdell et al., 2019). Each Rrs(λ) input is perturbed independently using 

a normal distribution centered on its reference value from the synthetic database, with a standard 

deviation defined by the relative uncertainty. For example, consider a hypothetical model where 

input Rrs(440) = 0.01 sr−1 and Rrs(610) = 0.003 sr−1. Given the defined uncertainty distribution of 

Rrs(λ), input values are randomly selected from the normal distribution defined by Rrs(440) = 0.01 

± 0.0005 sr−1 and Rrs(610) = 0.003 ± 0.00015 sr−1. We also considered absolute uncertainties for 

PACE OCI-derived Rrs(λ), however, we found that applying these uncertainties across broad 

spectral ranges produced unrealistically low and occasionally negative Rrs(λ) which limited the 

analyses. Next, we ran 100 model simulations for all sample inputs where at each iteration the 

input to the model (e.g., the input Rrs(λ) to the KdNN model) is randomly perturbed using the 

predefined probability distribution. Each iteration produces a unique model output for every 

sample, and the relative model uncertainty is quantified by calculating the median coefficient of 

variation (CV) across all samples, expressed as a percentage. For example, the relative uncertainty 

of Step 1 of 4SAA (i.e., KdNN model) is determined by running the model 100 times for all 3320 
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samples within the synthetic database. The CV for each of the 3320 resulting Kd(λ) distributions 

is then calculated. The median of these values is determined and quantifies the relative uncertainty 

for this component model of 4SAA. The formulation of relative uncertainty is expressed in Table 

3.1. The same methodology is repeated for downstream models of 4SAA, in which the input 

uncertainty distribution of each component model is defined with the relative uncertainty from the 

preceding upstream model.  

3.2.5 Strategy to Assess the Performance and Uncertainty of 4SAA 

We employ a strategy to assess the performance of 4SAA over two stages, first evaluating 

the component models individually and then combining component models in a sequential manner. 

By evaluating each component model individually, we assess their ability to estimate output 

variables under optimal input conditions (i.e., the actual input values from the synthetic database 

without MC perturbations) to complete an independent assessment of each model’s performance. 

AOPs and IOPs from the synthetic optical database were interpolated to a 1 nm spectral interval 

and used as input for each component model to conduct the performance assessment. In the first 

stage of our assessment, Step 1 of 4SAA (KdNN model) is evaluated using synthetic Rrs(λ) as 

input, and model-predicted values of Kd(λ) are compared to synthetic Kd(λ) to assess model error. 

The performance of the remaining component models (LS2, ADG, and ANW) are assessed in a 

similar manner. The LS2 model takes synthetic Rrs(λ) and Kd(λ) as input, and the resulting model 

output of a(λ), bb(λ), anw(λ), and bbp(λ) is compared with the corresponding values in the synthetic 

database. Next, we use synthetic anw(λ) as input for the ANW model and compare model 

predictions of aph(λ) and adg(λ) with the corresponding values in the synthetic database. Finally, 

the ADG model uses input of synthetic adg(λ) and the resulting estimates of ad(λ) and ag(λ) are 

compared with corresponding values in the synthetic database. If available, we compare the 



 

150 

behavior and spectral trends of the performance statistics with previous studies of each component 

model, which were evaluated with different synthetic or in situ datasets.  

We then completed a performance assessment of three of the six possible combinations of 

the coupled component models that are required to evaluate the complete performance of the 4SAA 

model when operated in a step-wise manner. The three scenarios included in our analysis are: (i) 

the coupled Steps 1 and 2 of 4SAA, in which synthetic Rrs(λ) and KdNN-derived Kd(λ) are used 

as input for the LS2 model to obtain values of a(λ), bb(λ), anw(λ), and bbp(λ); (ii) the coupled Steps 

1, 2, and 3 of 4SAA, in which anw(λ) acquired from scenario (i) is used as input for ANW model 

to obtain values of aph(λ) and adg(λ); and (iii) the coupled Steps 1, 2, 3, and 4 of 4SAA, in which 

adg(λ) acquired from scenario (ii) is used as input for ADG model to obtain values of ad(λ) and 

ag(λ). We note that comparisons of model predictions to synthetic values of adg(λ), ad(λ), and ag(λ) 

may be limited because these IOPs are generated in the synthetic database by using a fixed 

exponential function to represent the whole spectra of ad(λ) and ag(λ). Nevertheless, these synthetic 

IOPs are still useful for an initial assessment of the ANW and ADG models beyond the field 

datasets that were used for their development (see Chapter 2), and furthermore, this method is 

consistent with the other evaluations of performance utilized in this study. 

The uncertainty assessment strategy based on MC simulations first estimates the 

uncertainty in Step 1 (KdNN model) and then follows the multi-step structure of 4SAA to estimate 

the uncertainty produced in the remaining steps of 4SAA. We first assessed the uncertainty in Step 

1 by using synthetic Rrs(λ) and conducting a MC-based assessment by sampling the input 

uncertainty distribution of Rrs(λ) as quantified by the relative uncertainty described in Werdell et 

al. (2018). We then evaluated the uncertainty in the multi-step scenarios (i), (ii), and (iii) that are 

described in the paragraph above by using the same model inputs and conducting MC assessments 
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with input uncertainty distributions propagated from the previous step. For scenario (i), the input 

uncertainty distribution is defined by the relative uncertainty of Rrs(λ) described in Werdell et al. 

(2018) and the relative uncertainty of Kd(λ) propagated from the KdNN model. For scenario (ii), 

the input uncertainty distribution is defined by the relative uncertainty of anw(λ) propagated from 

scenario (i). Finally, for scenario (iii), the input uncertainty distribution is defined by the relative 

uncertainty of adg(λ) propagated from scenario (ii). This step-wise uncertainty assessment provides 

a well-defined approach to quantify the propagation of uncertainty throughout the complete 4SAA 

model by accounting for uncertainties produced by each upstream component model and provides 

the foundation for a comprehensive evaluation of 4SAA. 

3.3 Results and Discussion 

3.3.1 Performance Assessment of Individual Component Models 

An important distinction between the performance assessment of individual component 

models of 4SAA and the assessment of coupled-component models within the multi-step structure 

of 4SAA is that the individual component model analysis isolates each model for a detailed 

examination of its output. The individual component model analysis is valuable for identifying 

and attributing model error from each step of 4SAA under ideal conditions, where model input is 

free of both measurement error and model-propagated error to compare predictions with reference 

values from the synthetic optical database. For example, the independent performance assessment 

of Step 2 (LS2 model) with synthetic values of Rrs(λ) and Kd(λ) quantifies the retrieval error for 

the total and non-water IOPs, a(λ), bb(λ), anw(λ), and bbp(λ), produced from the LS2 model alone, 

without interference of potential errors generated by Step 1 (KdNN model). Furthermore, the 

independent evaluation of the absorption partitioning models, ANW and ADG, in Steps 3 and 4 of 

4SAA compares model output to synthetic reference values. We recall that the synthetic database 

includes the assumption of fixed exponential spectral shapes of ad(λ) and ag(λ). This assessment 
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will reveal the compatibility of each model with this type of synthetic dataset and provide insight 

into the potential model performance as well as guidance on the potential range of applications 

(e.g., spectral range or range of optical water types). 

We begin the individual model performance assessment by evaluating the KdNN model 

using synthetic Rrs(λ) input. Figure 3.3 presents a comparison of KdNN-derived and synthetic 

reference values of Kd(λ) at six example wavelengths: 350, 440, 490, 510, 550, and 650 nm. The 

scatter plots include one UV wavelength (350 nm) to directly evaluate the model results at the 

shortest wavelength of output, where the largest errors are expected. This expectation is supported 

by this analysis. Figure 3.3 also highlights the correlations between model predictions and 

synthetic values in the blue and green portions of the spectrum (440, 490, 510, and 555 nm) to 

focus on the spectral region where the magnitude of input Rrs(λ) is typically the largest. These 

wavelengths are also near-analogous to measurements provided by heritage ocean color sensors. 

The red spectral region is assessed at 650 nm, which is where pure water absorption usually 

dominates the attenuation of light. Thus, the results presented in Fig. 3.3 summarize the capability 

of KdNN model to estimate Kd(λ) across a broad spectral range that is consistent with the 

performance goals of Step 1 of 4SAA. 

Figure 3.3 shows relatively low scatter of data points which are evenly distributed along 

the 1:1 line between model predictions and synthetic data at all six wavelengths, indicating strong 

model performance across the near-UV through visible spectral range. This finding is further 

supported by the small random error observed as MdSA is consistently below 5% in the visible. 

Random error tends to increase with decreasing wavelength as model predictions extend to the 

near-UV, but remain within acceptable limits, as values of MdSA stay below 10%. Additionally, 

these results indicate minimal systematic error in Kd(λ) retrievals since points on the scatter plot 
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generally fall along the 1:1 line across the dynamic range of model output, and MdR values remain 

close to a value of 1. In general, this performance assessment of Step 1 of 4SAA demonstrates that 

the KdNN model provides reliable estimates of Kd(λ) using synthetic inputs of Rrs(λ) across the 

near-UV through visible spectrum. 

The next stage of the individual model performance assessment evaluates the LS2 model 

using synthetic input of Kd(λ) and Rrs(λ) to generate estimates of a(λ), bb(λ), anw(λ), and bbp(λ). We 

reiterate that in this scenario, model inputs are free of measurement error and any influence from 

outputs generated by KdNN model. Figure 3.4 presents the spectral behavior of two error metrics, 

MdR and MdSA, to characterize the performance of the LS2 model in retrieving total and non-

water IOPs. A strong correlation is observed between model predictions and synthetic reference 

values across the dynamic range of model output. Specifically, the results indicate a strong model 

performance in retrievals of the total IOPs, a(λ) and bb(λ), across most of the spectral range of 

interest. The MdR values indicate nearly negligible positive systematic error and high accuracy in 

estimates of a(λ), with MdSA consistently below 4%. The performance in retrievals of bb(λ) is 

slightly diminished but remains acceptable for most wavelengths below 660 nm where MdR and 

MdSA are consistently below 1.15 and 15%, respectively. However, the model performance 

weakens at longer wavelengths as indicated by the sharp increase in MdR and MdSA for bb(λ) 

beyond 660 nm. This deterioration is attributable to the effect of chlorophyll-a fluorescence on 

Rrs() which was included in the generation of the synthetic database but was omitted from the 

process of the LS2 model development. Consequently, the presented retrievals of bb(λ) from LS2 

model at red wavelengths are enhanced because of the fluorescence-induced enhancement of input 

Rrs() in the red spectral band. 
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Figure 3.4 also demonstrates that retrievals of non-water IOPs exhibit a strong overall 

model performance, displaying analogous behavior to their total IOP counterparts across specific 

portions of the near-UV and visible spectral region. Retrievals of anw(λ) and a(λ) perform similarly 

in the short-wavelength portion of the spectrum. Estimates of anw(λ) agree well in comparison to 

synthetic values in blue spectral range between 350 and 500 nm, where MdR and MdSA are 

consistently below 1.03 and 3%, respectively. However, beyond 500 nm, the spectral error 

statistics show a significant decline in the ability of LS2 to accurately predict anw(λ). In this spectral 

region, pure seawater absorption begins to increase and contributes an increasing fraction of the 

total magnitude of a(λ) relative to the non-water components, with the pure water contribution 

becoming usually highly dominant in the red portion of the spectrum. Thus, even if the total a(λ) 

in the red is retrieved with a small error, the error in anw(λ) can become large. A similar behavior 

in retrievals of anw(λ) was observed when LS2 is applied to a different synthetic database of optical 

properties in Loisel et al. (2018) (see Fig. 7 and Table 1 in their publication). Given our 

understanding of the contribution of pure seawater to total spectral absorption of seawater, along 

with the similarities in the findings of this study and previously published findings, we conclude 

that the LS2 model does not adequately retrieve the non-water absorption coefficient, anw(λ), 

beyond approximately 500 nm. This limitation suggests the need for further improvements or 

modifications to the model to better account for the significant or dominant contribution of pure 

seawater absorption to total absorption in the green and red spectral regions. Such improvements 

will be particularly important to obtain adequate estimates of anw(λ) across the complete near-UV 

through visible spectral range, which is also required for reliable retrievals of constituent 

absorption coefficients in downstream absorption partitioning models of 4SAA.  
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Compared to retrievals of bb(λ), the spectral error statistics presented in Figure 3.4 for 

bbp(λ) suggest a similar spectral trend but slight degradation in the performance. In the visible 

portion of the spectrum there is a positive bias and MdSA remains generally below 30%. At 

wavelengths extending into the near-UV MdSA significantly increases, which can be attributed 

largely to the increasing contribution of pure seawater backscattering to total backscattering as 

wavelength decreases into the near-UV. This effect is expected to be particularly well-pronounced 

in very clear waters with low levels of backscattering. The deterioration of bbp(λ) at wavelengths 

greater than 650 nm is similar to results of bb(λ) over the same portion of the spectrum and is again 

attributable to the increased values of input reflectance due to chlorophyll-a fluorescence. 

In the next stage of analysis, we investigate the performance of the Step 3 ANW absorption 

partitioning model with synthetic inputs of anw(λ) to generate spectral estimates of aph(λ) and 

adg(λ). The ANW model is designed to produce output spectra only if they satisfy specific built-in 

spectral inequality constraints that are consistent with a large range of variability in the measured 

spectral data across diverse oceanic environments. In this analysis not all synthetic inputs of anw(λ) 

lead to a solution of partitioned aph(λ) and adg(λ) at all wavelengths as indicated by Nout in Table 

3.2. Table 3.2 also presents the errors statistics for five select wavelengths to provide a quantitative 

assessment of ANW model performance across a broad spectral range spanning from the near-UV 

to the red (350, 440, 500, 550, and 650 nm). The ANW model performs well in the visible spectral 

region for retrievals of both aph(λ) and adg(λ). Model error metrics for derived aph(λ) in the visible 

(440, 500, 550, and 650 nm) indicate that MdAPD remains consistently below 30%. MdAPD 

increases in the long-wavelength portion of the spectrum, a trend that also appears in MdSA. 

Notably, MdSA shows a more pronounced increase at 550 and 650 nm equal to 37% and 42%, 

respectively. The MdR values range between 0.71 at 650 nm and 0.95 at 440 nm which indicates 
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that the ANW model tends to underestimate aph(λ) across the visible spectral range of interest. 

Regarding the spectral error metrics in model predictions of adg(λ), the lowest retrieval errors for 

adg(λ) occur in the blue to blue-green spectral range (440–550 nm) where MdAPD and MdSA 

values remain below 15% and model bias indicates that MdR ranges from 1.114 at 440 nm to 1.055 

at 550 nm. Beyond 550 nm, ANW retrievals of adg(λ) also begin to deteriorate and overestimations 

increase substantially as MdR is equal to 1.356 and random error rises to 35.99% and 36.78% in 

MdAPD and MdSA, respectively. This deteriorated performance of both aph(λ) and adg(λ) in the 

red (650 nm) can be attributed to the relatively low values of anw(λ) in this spectral region.  

In the near-UV, the performance of the ANW model deteriorates. At the shortest 

wavelength of interest in this study (350 nm), the results suggest reasonable retrievals of adg(λ) 

with MdR and MdSA values increasing to 1.228 and 22.76%, respectively. These error statistics 

indicate an increasing positive bias and greater random error in the short-wavelength portion of 

the spectrum. However, there are much fewer retrievals of aph(λ) in the near-UV that are notably 

worse in comparison to the performance of aph(λ) estimates in the visible. The best-fit regression 

line of model versus synthetic aph(350) shows r = 0.5701 which is a significant decrease from 

values reported at visible wavelengths (Table 3.2). This weaker correlation is also observed in the 

scatter plot comparing model predictions and reference values of aph(350) (not shown). 

Additionally, the MdR value for retrievals of aph(350) is equal to 0.269 indicating that estimates 

of aph(λ) in the near UV are greatly underestimated.  

These observations suggest that the ANW model can reasonably partition anw(λ) into its 

constituent absorption spectra in the blue and blue-green portions of the spectrum. Furthermore, 

the error statistics describing the performance of adg(λ) retrievals in the near-UV suggest that the 

model provides reasonable estimates of this absorption coefficient at the short-wavelength portion 
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of the spectrum of interest in this study. However, the retrievals of aph(λ) in both the short- and 

long-wavelength spectral regions (i.e., 350–400 nm and 550–700 nm) as well as adg(λ) at 

wavelengths longer than 550 nm, should be considered with great caution. 

We provide error statistics to assess the performance of the ADG absorption partitioning 

model at four wavelengths (350, 440, 500, and 550 nm) with a special focus on retrievals at 440 

nm. The emphasis on the ADG model performance at 440 nm is motivated by the characteristics 

of the synthetic database and the design of the model. First, the available spectra of ad(λ) and ag(λ), 

and consequently adg(λ), in the synthetic database are calculated based on assumptions about their 

magnitude and spectral behavior. The magnitudes of synthetic ad(440) and ag(440) are estimated 

using empirical relationships established from measurements of aph(λ) included in the database. 

The spectral values of both absorption coefficients are then obtained by assuming they follow an 

exponential function with the spectral slope parameter selected randomly from a predetermined 

range of values (Loisel et al., 2023). Second, the ADG partitioning model is developed using a 

spectral shape function library that is free of exponential spectral shape assumptions and optimized 

to work with real-world inputs of adg(λ) which deviate from a simple exponential function (Kehrli 

et al., 2024, see also Chapter 2). Given the empirical relationships used to calculate ad(λ) and ag(λ) 

within the synthetic database and the design of the ADG partitioning model, 440 nm is an 

appropriate choice of wavelength to assess model performance. We also expand our analysis to 

three additional wavelengths to evaluate changes in model performance as we move away from 

the assessment at 440 nm. We exclude analysis in the red portion of the spectrum as the magnitudes 

of these constituent absorption coefficients are typically very small or negligible in this spectral 

domain. 
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Table 3.2 presents the results from the performance assessment of the ADG model using 

synthetic inputs of adg(λ). Focusing on the performance at 440 nm, the results show a substantial 

negative bias in retrievals of ad(440) with MdB equal to −0.00161 m−1 and MdR equal to 0.543 

which indicates the model underestimates ad(440). In contrast, the bias assessment shows that 

ag(440) is overestimated with MdB and MdR values equal to 0.00158 m−1 and 1.249, respectively. 

The best-fit regression analysis of model-predicted versus synthetic reference data demonstrates 

that the data are highly scattered around the 1:1 line with r equal to 0.7219 for ad(440) and equal 

to 0.894 for ag(440). The error metrics reveal that random error exceeds 50% for ad(440) and 30% 

for ag(440), which is further exemplified by MdSA values of 105% and 35% for ad(440) and 

ag(440), respectively. 

Compared to a previous analysis presented in Kehrli et al. (2024) (see also Chapter 2), the 

model performance results in this study are notably weaker across all error metrics. However, we 

postulate that these weaker results do not indicate that the model is unreliable but rather highlight 

the need for caution when selecting input data for the model. As previously mentioned, non-

phytoplankton absorption values of ad(λ) and ag(λ) available in the synthetic database are derived 

from empirical relationships with aph(440) and constrained by the assumption of a single 

exponential spectral shape. The ADG model is optimized to generate solutions using the spectral 

shape function libraries containing the actual spectral measurements with no exponential fits to the 

data, so the model is particularly sensitive to the spectral shape of the input data by design, 

especially when a single exponential function is assumed to represent the entire spectrum of ad(λ) 

or ag(λ). In this scenario, the fixed shape of input data affects the ability of the model to accurately 

estimate non-phytoplankton constituent absorption coefficients, even at a single wavelength, as 

demonstrated in this analysis. Similar remarks can be made for the performance of the ANW 
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model, which also utilizes a spectral library of adg(λ) shapes determined from field measurements 

of ad(λ) and ag(λ) that do not utilize any assumption of fixed exponential shapes. 

3.3.2 Performance Assessment of Sequential Component Models 

The evaluation of component models combined in sequential steps of 4SAA aims to 

quantify the propagation of model error in model predictions at each step of the 4SAA model. The 

assessment of model performance after every step of the 4SAA model is essential because each 

step introduces additional errors that vary in magnitude and impact the performance of downstream 

model outputs. This assessment will reveal the sensitivity of the 4SAA model to errors from 

individual component models when used in sequence to obtain a complete suite of IOPs and AOPs. 

The analysis begins by utilizing synthetic Rrs(λ) and KdNN-derived Kd(λ) as input for the LS2 

model to examine the performance of the combined Step 1 and Step 2 models. Next, estimates of 

anw(λ) derived from the coupled KdNN-LS2 model are used to evaluate predictions generated in 

the ANW model when combined with the previous two steps of the 4SAA model. The final 

analysis evaluates the influence of model-derived adg(λ) from the previous three steps on retrievals 

in the ADG model. These three scenarios provide key insights into how each individual step of the 

4SAA model contributes to the total error in model predictions. 

 We focus our analysis of the coupled Steps 1 and 2 models on comparisons between model 

predictions of non-water IOPs with synthetic reference values. The analysis is presented for three 

example wavelengths in the near-UV and blue portions of the spectrum (350, 440, and 500 nm) in 

Fig. 3.5. We observe strong agreement between model predictions and synthetic values of anw(λ) 

in this spectral range with a high correlation (r > 0.98) and limited scatter between points depicted 

in the plot. Error statistics indicate that anw(λ) is typically overestimated as MdR values exceed 

1.05 (5% positive bias), and this positive bias increases at longer wavelengths (MdR = 1.164 at 

500 nm). An analysis of the model performance at longer wavelengths, which is omitted for 
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brevity, revealed a deterioration in model performance above 500 nm. The spectral behavior of the 

error statistics describing the performance of model retrievals of anw(λ) is consistent with the 

individual component model assessment of LS2 and demonstrates a subtle degradation when using 

model-predicted Kd(λ) values. In particular, MdSA increases by 9.43%, 2.74%, and 13.81% at 350, 

440, and 500 nm, respectively, when using KdNN-estimated values of Kd(λ) instead of synthetic 

values, suggesting that Step 1 introduces approximately 3–14% additional error to LS2 model 

retrievals in this spectral region (Fig. 3.5a–c). There is substantial positive bias in estimates of 

bb(λ) as MdR exceeds 1.25 at all analyzed wavelengths. Furthermore, estimates of bb(λ) in the UV 

show weak correlation with synthetic values at 350 nm (r = 0.457) and model error deteriorates 

(MdSA = 72.94%). These spectral error trends are similar to those observed in the individual 

component model analysis using synthetic inputs of Rrs(λ) and Kd(λ) and we can quantify the 

additional error introduced by coupling Steps 1 and 2. In this case, MdSA increases by 44.42%, 

3.66%, and 12.56% at the three wavelengths presented in the analysis, indicating that Step 1 

contributes an additional 4–13% error in the blue and greater than 40% error in the near-UV (Fig. 

3.5d–f). 

 Figure 3.6 displays the performance of model-predicted versus synthetic values of aph(λ) 

and adg(λ) obtained from the ANW model using the anw(λ) inputs retrieved from the coupled Step 

1 and Step 2 models. Results are presented at 440, 500, and 550 nm which represent the blue and 

green portion of the spectrum. Notably, we omit presenting results in the near-UV in this scenario 

as they were similar to individual component model analysis of ANW described in the previous 

section and from a qualitative perspective that aph(λ) retrievals were poor, and that retrievals of 

adg(λ) were reasonable. MdR values for aph(λ) retrievals are equal to 1.210 and 1.589 at 440 and 

500 nm, respectively, and correlation plots indicate that the model produces stronger overestimates 
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for smaller values of aph(λ) in this spectral region. This behavior subsides at 550 nm where MdR 

values indicate that model predictions of aph(550) are typically underestimated, albeit with greater 

scatter compared to 440 and 500 nm. Compared to the individual model assessment (Table 3.2), 

MdSA values increase by 9.93%, 47.83%, and 10.03% at 440, 500, and 550 nm, respectively, 

suggesting that model error of aph(λ) retrievals increases by approximately 10–50% in the blue and 

green portions of the spectrum when used in conjunction with the KdNN and LS2 models. In 

contrast to the aph(λ), the coupled ANW, LS2, and KdNN models demonstrate a stronger 

performance in retrievals of adg(λ) at all three wavelengths as MdSA is less than 30% and data 

points are distributed more evenly about the 1:1 line. Retrievals of adg(λ) are typically 

underestimated as MdR ranges from 0.842 at 500 nm to 0.926 at 440 nm. In comparison to the 

individual model assessment (Table 3.2), MdSA values increase by 6.77%, 17.07%, and 12.95% 

at 440, 500, and 550 nm, respectively, suggesting that the model error in adg(λ) retrievals increases 

by approximately 7–18% from 440 to 550 nm when used in conjunction with the KdNN and LS2 

models. 

The error metrics describing the performance of retrievals of ad(λ) and ag(λ) at four 

wavelengths (350, 440, 500, and 550 nm) from the complete multistep sequence of the 4SAA 

model are available in Table 3.3. Most notably, the performance assessment shows an 

improvement in ad(λ) retrievals as MdSA decreases by 44.78%, 38.67%, 34.99%, and 21.7% for 

350, 440, 500, and 550 nm, respectively. We attribute the improved performance of the multistep 

algorithm to the rejection of potentially problematic adg(λ) values derived from Steps 1 through 3 

as well as to the additional variability introduced by the multistep sequence which allowed inputs 

to deviate from a single exponential function. In contrast, the error assessment of ag(λ) retrievals 

shows MdSA increasing by 27.33%, 0.87 %, and 9.68% for 350, 400, and 500 nm while decreasing 
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by 3.76% for 550nm. Furthermore, and more importantly, correlations between model-predicted 

and synthetic values of both coefficients are generally weaker in comparison to the evaluation of 

the standalone ADG model (Table 3.2). These findings suggest that while some aggregate error 

statistics indicate improved model performance in this scenario, the use of synthetic data with fixed 

exponential spectral shapes of ad(λ) and ag(λ) is incompatible for providing a sufficiently 

meaningful assessment of all outputs produced by Step 4 of 4SAA. 

3.3.3 Uncertainty Assessment of Sequential Component Models 

The uncertainty assessment of each step in the complete 4SAA model is conducted in a 

stepwise manner to calculate the relative uncertainty introduced by each component model. This 

evaluation is performed using MC simulations on each component model with assumptions about 

the uncertainty associated with all model inputs. We reiterate that input uncertainties used for the 

assessment of each model are obtained from the prior MC simulation performed on the respective 

upstream model. The first step of the multistep sequence assumes Rrs(λ) input uncertainties as 

described in Table 1 of Werdell et al. (2019). The subsequent relative uncertainties for downstream 

inputs are calculated as the median coefficient of variation, expressed as a percentage.  

Figure 3.7 depicts the results of the MC uncertainty analysis of outputs for each component 

model of 4SAA at 1 nm increments from 350 to 700 nm. We find the relative uncertainty of Kd(λ) 

from Step 1 KdNN model has a maximum value of 12.5% at 350 nm and decreases in a smooth 

and gradual manner as it reaches a minimum value of 1% at 628 nm (Fig. 3.7a). The relative 

uncertainty of a(λ) obtained from the Step 2 LS2 model closely follows the previous analysis for 

Kd(λ), suggesting that the LS2 introduces relatively little additional uncertainty in a(λ) retrievals 

when applied on the synthetic database (Fig. 3.7b). This result is consistent with the fact that a(λ) 

is the most significant contributor to downward irradiance attenuation within the synthetic dataset. 

The relative uncertainty of anw(λ) is slightly larger (~15% at 350 nm, gradually decreasing to ~13% 



 

163 

at 440 nm) and follows a similar trend to a(λ) in the blue portion of the spectrum. However, a 

marked change in this trend occurs at ~440 nm, where the relative uncertainty of anw(λ) begins to 

diverge from the relative uncertainty of a(λ), becoming more pronounced above 500 nm. The 

relative uncertainty spectrum of anw(λ) becomes noisier and reaches a mean value of 26% for 

wavelengths greater than 500 nm. The behavior of the uncertainties of bb(λ) and bbp(λ) are similar 

and achieve their largest values in the near-UV of ~20% for bb(λ) and ~40% for bbp(λ). Both 

scattering uncertainties also experience discontinuities at 400 nm and 600 nm, which can be 

attributed to uncertainty discontinuities of Rrs(λ) inputs at these wavelengths. 

Results from the Step 3 ANW model reveal contrasting behaviors in the calculated 

uncertainties of aph(λ) and adg(λ) (Fig. 3.7c). The relative uncertainty of adg(λ) is continuous across 

the spectrum and ranges from a minimum value of 25% at 430 nm to a maximum value of 50% at 

700 nm with a mean value of 36%. Alternatively, the calculated relative uncertainty for aph(λ) 

exceeds 100% in the near-UV and displays a noisy behavior in the visible portion of the spectrum 

that ranges from 21% at 412 nm to 84% at 552 nm with a mean value of 37%. Finally, the 

uncertainty assessment of the ADG model shows continuous functions for ad(λ) and ag(λ) (Fig. 

3.7d). The relative uncertainty ag(λ) ranges from 7% at 368 nm to 35% at 700 nm with a mean 

value of 21%. In comparison, the relative uncertainty of ad(λ) is approximately 30–55% larger 

than ag(λ) and spans from 63% at 461 nm to 66% at 700 nm. This analysis demonstrates the lowest 

estimated relative uncertainties from the MC analysis occur in spectral regions where a particular 

constituent absorption coefficient is a dominant contributor to the absorption coefficient from 

which it is derived. For example, relative uncertainties are the smallest for anw(λ), adg(λ), and ag(λ) 

from approximately 350 to 500 nm, and for aph(λ) in the blue and red portions of the spectrum. 
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3.4 Summary and Conclusions 

This study assessed the performance and uncertainty of a 4-step Semi-Analytical 

Algorithm, 4SAA, using a synthetic database of optical properties. The complete 4SAA model 

utilizes input of Rrs(λ) to estimate values of one AOP (Kd(λ)) and nine IOPs (a(λ), anw(λ), ap(λ), 

aph(λ), adg(λ), ad(λ), ag(λ), bb(λ), and bbp(λ)) through a multistep inversion scheme. The 4SAA 

model consists of four individually developed component models, KdNN, LS2, ANW, and ADG, 

which have been evaluated using independent synthetic and in situ datasets. This multistep 

sequential structure of the entire inversion scheme is advantageous as it provides flexibility to 

modify its current configuration with the mechanistically-based component models as they are 

further enhanced or developed in the future. The 4SAA model also has significant potential for the 

bio-optical community, with its capability to retrieve a full suite of total and constituent IOPs at 

global and regional scales with hyperspectral coverage, as part of the science data products 

incorporated into the NASA PACE satellite mission. The developmental advantages and wide-

ranging potential applicability of 4SAA demonstrates the need for a comprehensive error and 

uncertainty assessment of the model. 

 We established a methodology to conduct a comprehensive performance and uncertainty 

assessment of the 4SAA model at both individual and coupled component model levels using a 

synthetic optical database. The previously published synthetic database described in Loisel et al. 

(2023) contains a full suite of total and constituent IOPs as well as their corresponding AOPs 

obtained from forward radiative transfer simulations. This database provided reference data that 

are free of measurement error, which allowed us to evaluate model-generated error in a state where 

errors arose solely from the model itself. The individual component model evaluation was 

designed to enable the quantification of error produced by each step of 4SAA. Importantly, this 

assessment configuration isolated each component model to identify the steps responsible for the 
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largest sources of error. By coupling the component models, we examined the accumulation and 

propagation of error across sequential model steps of 4SAA, which is essential for understanding 

the sensitivity of each model with additional error contributed from upstream component models. 

We also evaluated the uncertainty and its propagation throughout the complete 4SAA model by 

conducting a Monte Carlo uncertainty assessment. These MC simulations provided insights into 

model uncertainty with anticipated input uncertainty distributions for the OCI sensor aboard 

NASA PACE. The final uncertainty products provided key details about the current status of 

predictive capabilities of the 4SAA model and guidance for potential future model improvements. 

 In the individual component model analysis, where model-derived estimates were 

compared to synthetic values of optical properties, we found a strong performance for Kd(λ), a(λ), 

and bb(λ) retrievals across the entire spectral domain of model solutions. Aggregate percent 

differences were generally below 15%, with the exception of bb(λ) retrievals beyond 650 nm. This 

apparent deterioration in the performance of the LS2 model at these longer wavelengths is 

attributable to the inclusion of chlorophyll-a fluorescence in the synthetic database and the absence 

of this inelastic radiative process in the development of the LS2 model. Retrievals of anw(λ) were 

reasonably accurate up to 500 nm as aggregate percent differences were below 5% before 

considerably increasing at longer wavelengths. These general trends align with findings from 

Loisel et al. (2018) and reemphasize the challenge to accurately retrieve anw(λ) in the spectral 

region where pure water absorption has large or highly dominant contribution to total seawater 

absorption. 

Regarding the performance of the individual absorption partitioning models, retrievals of 

aph(λ) were less reliable but the most accurate in the blue through green spectral regions where 

MdSA values generally remained below 40% with the performance deteriorating below 400 nm. 
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Retrievals of non-phytoplankton absorption and its constituent absorption coefficients were highly 

variable and exhibited the best performance in the near-UV through green (350–500 nm) where 

MdSA remained generally below 50%. However, ad(λ) retrievals exceed 100% error in the blue 

and near-UV and highlighted a key challenge to accurately estimate this absorption constituent. 

These findings provided the first indication to be cautious when applying or evaluating these 

absorption partitioning models using spectral data of ad(λ) and/or ag(λ) with fixed exponential 

spectral shapes, as is the case with the synthetic optical database used in this study. In reality, the 

spectral shapes of ad(λ) and ag(λ) can deviate significantly from a single exponential function (see 

Chapter 1 and 2). 

In the coupled component model analysis, we focused on the retrievals of non-water IOPs 

and observed a similar but slightly degraded performance in Step 2 LS2 model due to the error 

propagation from Step 1 KdNN model. MdAPD values increased by 3–14% and for both anw(λ) 

and bbp(λ) across the blue and green spectral regions (440–550 nm). As error propagated into Steps 

3 and 4, the ANW model rejected more potential output spectra for aph(λ) as a result of the realistic 

constraints defined within the model, and the retrievals of constituent absorption coefficients 

deteriorated by 10–50% with the exception of ad(λ) obtained from the ADG model, which 

demonstrated a subtle improvement. This analysis provided further confirmation of the 

incompatibility of this synthetic database for the fully meaningful performance assessment of 

4SAA, as the exponential spectral shape assumptions pertaining to the non-phytoplankton 

absorption spectra within the database can alter model performance. 

Finally, the uncertainty analysis involving perturbations of model input variables via 

Monte Carlo computations revealed small relative uncertainties of less than 15% from 350 to 700 

nm for Kd(λ) and a(λ) retrievals. Notably, we found the relative uncertainty of anw(λ) remained 
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below 15% at wavelengths shorter than 500 nm and generally below 30% at longer wavelengths. 

Relative uncertainties were also the smallest for aph(λ) in the blue and red portions of the spectrum 

and for adg(λ) and ag(λ) in the near-UV through blue portion of the spectrum. These spectral regions 

are particularly important as they correspond to wavelengths where these coefficients contribute 

most substantially to non-water or non-phytoplankton absorption. These results indicate that model 

uncertainties are the lowest in the spectral regions where constituent absorption coefficients are 

the dominant contributor to non-water or non-phytoplankton absorption. 

 While this study relied on a synthetic database of optical properties to assess 4SAA, it 

highlighted the need for further evaluation of the model using a dataset that is not constrained by 

assumptions about the exponential spectral shapes of ad(λ), ag(λ) and the resulting adg(λ). Ideally, 

such a dataset should include a full-suite of hyperspectral in situ measurements from diverse 

oceanic environments that are rigorously quality controlled (similar to the field datasets presented 

in Chapters 1 and 2) and contain optical properties analogous to those in the synthetic database 

used in this study. This envisioned study would utilize the new field dataset of actual high-quality 

measurements (with no assumptions or approximations of spectral shapes) and use our analysis 

presented in this chapter as a template to comprehensively assess the error and uncertainty of 

model predictions from 4SAA. Furthermore, the conclusions of this study highlight the potential 

avenues for future improvements to the LS2 model. These enhancements should focus on 

improvements in retrievals of anw(λ) through a detailed analysis of sources of error at wavelengths 

beyond 500 nm, where pure seawater absorption begins to contribute more substantially to total 

absorption of seawater. Another example of potential improvement of LS2 model is related to 

retrievals of bb(λ) which can be pursued by updating the look-up tables used in the model through 

incorporation of the effects of chlorophyll-a fluorescence in the red spectral region. 
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 The significance of the presented statistical analysis of the 4SAA model lies in its ability 

to characterize and identify the sources and propagation of error and uncertainty at each step of 

the inversion scheme. These considerations are often overlooked or inadequately addressed in the 

development of satellite-derived ocean color data products, which can have significant 

consequences in the assessment and interpretation of satellite-derived bio-optically significant 

properties of the ocean. Our evaluation methodology provides a well-defined framework for 

assessing inversion modeling methods to better understand and characterize retrieval error and 

uncertainty. Additionally, we emphasize the importance of further investigation of the 4SAA 

model presented herein with new high-quality datasets of optical properties as they become 

available, especially given the already demonstrated strong performance of the individual 

component models of 4SAA and the unique capabilities and potential value of the complete 4SAA 

model for broad applications in the field of satellite ocean color observations. 
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3.6 Figures 

 

Figure 3.1. Flowchart of the 4-step Semi-Analytical Algorithm (4SAA). 
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Figure 3.2. Synthetic database of 3320 samples of (a) remote sensing reflectance, Rrs(λ), (b) the 

average diffuse attenuation coefficient for downwelling irradiance over the first attenuation depth, 

Kd(λ), (c) the non-water absorption coefficient, anw(λ), and (d) the non-phytoplankton absorption 

coefficient, adg(λ).Solid red lines denote the median and dashed red lines depict the interquartile 

range for a given optical property from the database. 
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Figure 3.3. Assessment of Step 1, the KdNN model, applied to synthetic Rrs(λ) as scatter plots of 

model-predicted versus synthetic Kd(λ) for light wavelengths of (a) 350 nm, (b) 440 nm, (c) 490 

nm, (d) 510 nm, (e) 550 nm, and (f) 650 nm. The 1:1: line and best-fit line derived from the Model 

II linear regression to log-transformed data are represented by the solid gray and dashed black 

lines, respectively. 
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Figure 3.4. Spectral values of (a) median ratio, MdR, and (b) median symmetric accuracy, MdSA 

calculated from model-derived and synthetic reference values. The LS2 model is run with synthetic 

inputs of Rrs(λ) and Kd(λ). Results are depicted for each model output of a(λ) (blue), anw(λ) (red), 

bb(λ) (purple), and bbp(λ) (yellow). The horizontal black line in panel (a) signifies a MdR value 

equal to 1. 
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Figure 3.5. Assessment of model-predicted non-water IOPs obtained from the LS2 model (Step 

2) applied to synthetic Rrs(λ) and KdNN (Step 1) model-derived Kd(λ).The assessment implements 

scatter plots of model-predicted versus synthetic (a–c) anw(λ) and (d–f) bbp(λ) for light wavelengths 

of (a,d) 350 nm, (b,e) 440 nm, and (c,f) 500 nm. The 1:1: line and best-fit line derived from the 

Model II linear regression to log-transformed data are represented by the solid gray and dashed 

black lines, respectively. 
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Figure 3.6. Assessment of model-predicted constituent absorption coefficients obtained from the 

ANW model (Step 3) applied to coupled KdNN and LS2 (Step 1 and Step 2) derived anw(λ).The 

assessment implements scatter plots of model-predicted versus synthetic (a–c) aph(λ) and (d–f) 

adg(λ) for light wavelengths of (a,d) 440 nm, (b,e) 500 nm, and (c,f) 550 nm. The 1:1: line and 

best-fit line derived from the Model II linear regression to log-transformed data are represented by 

the solid gray and dashed black lines, respectively. 
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Figure 3.7. Spectral relative uncertainty obtained from the Monte Carlo analysis of (a) Kd(λ) 

retrievals (black) from the KdNN model, (b) a(λ) (blue), anw(λ) (red), bb(λ) (purple), and bbp(λ) 

(yellow) retrievals from the LS2 model, (c) aph(λ) (green) and adg(λ) (gray) retrievals from the 

ANW model, and (d) ad(λ) (brown) and ag(λ) (orange) retrievals from the ADG model. Shaded 

regions denote the median absolute deviation around each respective relative uncertainty curve.  
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3.7 Tables 

Table 3.1. Statistical Metrics to Assess Model Performance. 

  Symbol  Description 

N Number of samples 

Oi or Pi Observed or model-predicted value for sample i of N 

MdR Median Ratio; 𝑀𝑑𝑅 = 𝑀𝑒𝑑𝑖𝑎𝑛 (
𝑃𝑖

𝑂𝑖
) 

MdB Median Bias; 𝑀𝑑𝐵 = 𝑀𝑒𝑑𝑖𝑎𝑛(𝑃𝑖 − 𝑂𝑖) 

MdAPD Median Absolute Percent Difference; 𝑀𝑑𝐴𝑃𝐷 = 𝑀𝑒𝑑𝑖𝑎𝑛 (|
𝑃𝑖−𝑂𝑖

𝑂𝑖
|) × 100% 

RMSD Root-mean-square deviation; 𝑅𝑀𝑆𝐷 = √
1

𝑁
∑ (𝑃𝑖−𝑂𝑖)

2𝑁
𝑖= 1  

MdSA Median Symmetric Accuracy; 𝑀𝑑𝑆𝐴 =  (10
𝑀𝑒𝑑𝑖𝑎𝑛|log10(

𝑃𝑖
𝑂𝑖

)|
− 1) × 100% 

r Pearson correlation coefficient of log-transformed Pi vs. Oi 
A Slope of model II linear regression of log-transformed Pi vs. Oi 

B Ten to the power of the y-intercept of Model II linear regression of log-transformed Pi vs. Oi  

CV Coefficient of Variation: CV = (
𝑠𝑡𝑎𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛(𝑃𝑖)

𝑚𝑒𝑎𝑛(𝑃𝑖)
) 

rel unc. Relative Uncertainty: rel unc. = 𝑀𝑒𝑑𝑖𝑎𝑛(𝐶𝑉(𝑃𝑖)) × 100% 
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Table 3.2 Independent performance assessment of the ANW and ADG absorption partitioning 

models assessed with inputs from the synthetic database. The aggregate error statistics of ANW 

are evaluated at light wavelengths equal to 350, 440, 500, 550, and 650 nm and the same error 

statistics of ADG are evaluated at 350, 440, 500, and 550 nm. 

 

  

Model Variable Nout r A B MdB [m−1] MdR MdAPD [%] MdSA [%] RMSD [m−1] 

ANW aph(350) 1271 0.5701 1.490 2.113 -0.00565 0.269 74.11 275.42 0.0279 

 aph(440) 3303 0.9846 1.008 0.873 -0.00132 0.845 15.84 18.74 0.0056 
 aph(500) 3303 0.9811 0.985 0.891 -0.00019 0.948 11.26 12.25 0.0026 

 aph(550) 3303 0.9035 0.950 0.671 -0.00013 0.869 29.30 37.47 0.0020 

 aph(650) 3303 0.9610 0.954 0.557 -0.00024 0.714 29.88 41.90 0.0017 

 adg(350) 3303 0.9897 0.976 1.152 0.00871 1.228 22.76 22.77 0.0319 
 adg(440) 3303 0.9918 0.994 1.093 0.00132 1.114 11.54 11.60 0.0056 

 adg(500) 3303 0.9845 0.986 0.979 0.00019 1.041 9.13 9.50 0.0026 

 adg(550) 3303 0.9727 0.977 0.935 0.00013 1.055 12.56 13.25 0.0020 
 adg(650) 3303 0.9368 0.950 0.990 0.00024 1.356 35.99 36.78 0.0017 

ADG ad(350) 3320 0.6263 1.166 0.848 -0.00544 0.446 62.64 141.60 0.0339 

 ad(440) 3320 0.7219 1.185 1.403 -0.00161 0.543 54.58 105.49 0.0099 
 ad(500) 3320 0.7701 1.174 1.736 -0.00069 0.608 50.61 86.77 0.0045 

 ad(550) 3320 0.8023 1.140 1.863 -0.00029 0.703 44.52 68.56 0.0024 

 ag(350) 3320 0.9290 0.984 1.260 0.00663 1.253 28.47 29.60 0.0367 

 ag(440) 3320 0.8941 0.982 1.181 0.00158 1.249 33.02 35.31 0.0099 
 ag(500) 3320 0.8465 0.955 0.955 0.00057 1.244 37.64 42.40 0.0044 

 ag(550) 3320 0.8002 0.913 0.696 0.00026 1.249 43.08 51.42 0.0024 
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Table 3.3 Performance assessment of the ADG absorption partitioning model using the UV-VIS 

model variant assessed with the inputs obtained from the multistep sequence of the KdNN, LS2, 

and ANW. The aggregate error statistics of ADG are evaluated at light wavelengths equal to 350, 

440, 500, and 550 nm. 

 

 

 

 

 

  

Model Variable Nout r A B MdB [m−1] MdR MdAPD [%] MdSA [%] RMSD [m−1] 

ADG ad(350) 2748 0.7163 1.059 0.690 -0.00629 0.556 51.94 96.82 0.0322 

 ad(440) 2748 0.7528 1.072 1.004 -0.00169 0.679 42.68 66.82 0.0091 

 ad(500) 2748 0.7562 1.043 1.083 -0.00046 0.813 37.32 51.78 0.0043 
 ad(550) 2748 0.7478 1.003 1.096 0.00004 1.027 36.37 46.86 0.0026 

 ag(350) 2748 0.8664 0.910 1.245 0.01433 1.564 56.47 56.93 0.1065 

 ag(440) 2748 0.8439 1.013 1.288 0.00079 1.132 30.12 36.18 0.0200 
 ag(500) 2748 0.7952 1.073 1.447 -0.00029 0.888 38.85 52.08 0.0070 

 ag(550) 2748 0.7416 1.116 1.662 -0.00032 0.737 47.66 74.62 0.0033 
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