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Abstract

Exploring the electronic, vibrational, and chemical sensing properties of graphene,
nanotubes, nanoparticles, and other nanomaterials

by

Allen Sussman

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Alex Zettl, Chair

Some might view the ”nano revolution” as one of the most important developments
of our time, as nanomaterials have been and continue to be a seemingly endless source
of new and exciting physics and have found application in almost every imaginable
aspect of our lives. Carbon allotropes such as graphene, which is a single atomic
layer of carbon atoms in a hexagonal lattice, carbon nanotubes (CNTs), which can
be thought of as graphene sheets rolled up into cylinders, and graphene nanoribbons
(GNRs) have garnered massive attention in recent years due to their remarkable prop-
erties and many potential uses. This work investigates the fundamental properties
and applications of certain nanomaterials such as carbon allotropes, semiconducting
metal oxide (SMO) nanoparticles, and others in the exciting fields of gas sensing,
nanoelectromechanical oscillation, and optical near field enhancement. It also intro-
duces a novel GNR synthesis technique.

Chapter 1 of this work is a brief introduction to the nanomaterials that will
be investigated here. Chapter 2 presents experimental investigations into the in-
teraction between gases and certain nanomaterials, including SMO nanoparticles,
gold nanowires and thin films, CNTs, bare graphene, and graphene functionalized
by a novel electrodeposition technique. New findings on the sensing mechanism of
tungsten oxide nanoparticles for hydrogen sulfide gas are discussed. These findings
suggest that previous models were incorrect or incomplete. Chapter 3 discusses sus-
tained self-oscillations of a singly-clamped CNT under constant bias, a phenomenon
which obviates the need for large external sources to drive nanomechanical oscilla-
tions. A model of the phenomenon is presented and used to guide scalable, top-down
fabrication of self-oscillators. In chapter 4, a novel, clean technique for synthesiz-
ing GNRs with desired dimensions is demonstrated. It is shown that this method
allows for transmission electron microscopy and electronic characterization of the
GNRs during and after synthesis. A model of the underlying physical mechanism is
proposed. In chapter 5, optical field enhancement near nanostructures, which has
applications in optical antennae, photovoltaics, and near field optical microscopy, is
modeled.
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Chapter 1

Introduction

As scientists began to study materials with smaller and smaller dimensions, they
found that at the nanoscale, a host of new and amazing properties appeared. Even
today, we continue to make new, exciting discoveries about nanoscale phenomena.
These phenomena are extremely interesting in themselves, but they are also impor-
tant because they give nanomaterials distinct advantages which have led to applica-
tions in almost every technological field. For example, graphene, a one-atom-thick
sheet of sp2-bonded carbon, has totally unique mechanical and electrical proper-
ties, which make it the strongest material ever studied,[108] with the highest room-
temperature electrical conductivity.[15] This work describes investigations into the
unique properties of nanomaterials, their ability to surpass current technology in
certain applications, and new synthesis methods which allow for more studies.

This chapter is divided into three sections. The first summarizes the main prop-
erties of the carbon-based nanomaterials which will be investigated, the second dis-
cusses semiconducting metal oxides, and the third briefly outlines this work.

1.1 Carbon-Based Nanomaterials

Graphene (Fig. 1.1, top) can be considered the ”mother” of all carbon-based
nanomaterials. It is a one-atom-thick sheet of carbon atoms in a honeycomb lattice
(Fig. 1.1, top). The carbon atoms form sp2-hybridized orbitals. Graphite is com-
posed of many layers of graphene. Graphene’s band structure is shown in Fig. 1.2.
It is a zero-bandgap semiconductor and near the Fermi level it has a linear dispersion
relation, which means its carriers act as relativistic particles known as massless Dirac
fermions.[146] Though graphene had been studied theoretically for over 60 years, it
was not isolated until 2004.[147] Geim and Novoselov, who originally isolated it, went
on to win the Nobel Prize in 2010.

Graphene has a number of amazing properties. At single-atom thickness, it is
the thinnest possible material. Since every atom is on its surface, it has the highest
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Figure 1.1: Carbon allotropes. (From [53])
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Figure 1.2: Graphene’s band structure. (From [24])

possible surface-to-volume ratio. Due to its amazing electronic properties, it has
the lowest recorded electrical resistivity at room temperature (106 Ωcm), highest
current density at room temperature, and the highest room temperature mobility
(200,000 cm2V-1s-1).[15] Due to the robustness of its C-C bonds, it is the strongest
and stiffest material ever studied, with a breaking strength that reaches the theo-
retical limit (40 N/m), and a Young’s modulus reaching 1 TPa.[108] It has record
thermal conductivity.[6] Since it is only an atomic monolayer, it has high optical
transparency, adsorbing 2.3% of white light.[142] On the other hand, given that it
is only a monolayer, this is remarkable highly adsorption. It also displays amazing
behavior, including a negative thermal expansion coefficient,[8] conductivity in the
limit of no carriers,[146] and an integer quantum Hall effect where the Hall conduc-
tivity plateaus are shifted by a half-integer.[207] As mentioned earlier, carriers in
graphene act as massless Dirac fermions, and there has been much interest in using
graphene as a platform for probing the behavior of such relativistic particles.

Graphene nanoribbons (GNRs) are thin strips of graphene, with widths on the
nanoscale (Fig. 1.1, right). They are predicted to have many of graphene’s unique
properties, but in many cases their width causes a band gap to open up, allowing for
application as semiconductors. Theoretical studies have largely treated the properties
of zigzag or armchair nanoribbons (see Fig. 1.3) and have shown that the proper-
ties of the nanoribbons depend strongly on edge structure. It has been generally
predicted that armchair nanoribbons are semiconducting.[173, 201] In the nonmag-
netic approximation, zigzag nanoribbons are metallic, but if considering spin, zigzag
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Figure 1.3: The theoretical cutting pattern which would create zigzag and armchair
graphene nanoribbons. (From [43])

nanoribbons in their ground state have ferromagnetic coupling along each edge and
antiferromagnetic coupling between edges and nearest neighbors.[50, 110, 149] Stud-
ies predict that if an electric field is applied along the cross ribbon width direction
to a zigzag nanoribbon in its ground state, the amazing property of half-metallicity
emerges, in which one spin channel is semiconducting and the other metallic.

Carbon nanotubes (CNTs) can be thought of as graphene which has been rolled
up into cylinders (see Fig. 1.1, middle). They have been measured with aspect ra-
tios higher than any other material (132,000,000:1),[192] diameters as small as 0.4
nm[155] and lengths as large as 18 cm (not simultaneously). Single-walled CNTs
(SWCNTs) consist of one cylinder and multi-walled CNTs (MWCNTs) consist of
many concentric cylinders. Depending on their chirality (e.g. how they are ”rolled
up”), SWCNTs can be semiconducting (with different band gaps) or metallic.[187]
In MWCNTs, one of the individual tubes is usually metallic and the whole tube is
therefore usually metallic. CNTs have extremely high strength[197] and stiffness[198]
comparable to that of graphene. Individual shells can exhibit almost frictionless tele-
scoping behavior, sliding between each other with ease. Thermal conductivity along
the axis is second only to graphene, but due to quantum confinement, conductivity
is extremely low perpendicular to the axis.[171] Due to CNTs’ nanoscale diame-
ter, they act as 1-D wires, with quantized limits on electrical[25] and thermal[165]
conductance.
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1.2 Semiconducting Metal Oxides

Semiconducting metal oxides are metal oxides with semiconducting behavior.
This work explores the properties of a few semiconducting metal oxides, including
tungsten oxide (WO3), zinc oxide (ZnO), maghemite (γ-Fe2O3), and indium oxide
(In2O3).

Tungsten oxide (WO3) is found as a yellow powder in bulk form. Its hydrates
occur naturally but rarely; most WO3 is an intermediate in the production of tung-
sten from tungsten ores.[152] Techniques for synthesis of WO3 began to be studied
in the 17th century.[38] It is electrochromic and its crystal structure is temperature
dependent, being triclinic from -50 to 170°C, monoclinic from 17 to 330°C (with an
indirect bandgap of around 3 eV), orthorhombic from 330 to 740°C, and tetragonal
above 740°C.[106, 160] It has many applications including electrochromic devices like
smart windows,[60, 59, 67] gas sensors,[84, 118, 158] and pigments.[152]

Zinc oxide (ZnO) is an ionic crystal usually in the hexagonal wurzite structure,
naturally n-type, and has a wide, direct bandgap of 3.3 eV. It has a number of in-
teresting and useful properties, including high electron mobility, large heat capacity,
high thermal conductivity, low thermal expansion, high melting temperature, high
refractive index, strong room-temperature luminescence, thermochromicity, piezo-
electricity, pyroelectricity, and deodorizing and antibacterial properties. It has been
used for millenia in medicinal ointments and as a pigment in paints. Today it is
largely used in rubber and ceramics production, but continues to be used in paint,
ointments, and many other applications.[151, 193] Zinc oxide nanostructures have
current and potential applications in UV protection, anti-bacterial agents,[161] field
emission,[109] transparent electronics,[143, 164] sensing,[144, 159] and piezoelectric
energy storage.[194]

Maghemite is an iron oxide, also known as γ-Fe2O3. It is cubic or tetrahedral[179]
and occurs naturally in soil as yellow pi‘gment which is a weathering product of
magnetite (Fe3O4) or as a product of heating other iron oxides. At approximately
400°C, it makes a transition to hematite (α-Fe2O3). Maghemite is ferrimagnetic at
room temperature,[41] but particles under 10 nm in size are superparamagnetic[145]
and aggregates can be superferromagnetic.[35] Nanoparticles can be synthesized in a
number of different ways. Due to their magnetic properties and stability, maghemite
particles are commonly used for recording and data storage.[169] They have received
attention for biomedical applications such as drug delivery, due to their biocom-
patibility and superparamagnetism.[125, 145, 178] They are also frequently used
as pigments because they are chemically resistant and can display a large range of
colors.[104] They are used as catalysts and have been researched for their gas sensing
properties.[83, 177, 191]

Indium Oxide (In2O3) is found as a yellow powder in bulk form,[128] has a band
gap of around 3 eV,[95, 188] and a cubic crystal structure.[126] Indium compounds
can be heated to form bulk indium oxide. Nanostructured indium oxide has been syn-
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thesized by CVD,[202] hydro-thermal synthesis,[199, 200] and laser ablation.[1, 111]
Indium oxide has found use as diffusion barriers,[98, 99] infrared mirrors, antire-
flective coatings, transparent electrodes,[105, 140, 185] and gas sensors,[11, 76, 176]
among other applications.

1.3 Outline of this Work

This thesis is divided into four chapters. Each chapter explores different inter-
esting studies in the phenomena, synthesis, and applications of nanomaterials.

Chapter 2 explores the nature of interactions between gases and nanomaterials. I
discuss studies on bare and functionalized graphene, CNTs, SMOs, and various gold
morphologies, including a revision of the commonly-held theory of the interaction of
WO3 and hydrogen sulfide.

In chapter 3, I introduce the newly-discovered phenomenon of sustained self-
oscillations in CNTs, which allows for NEMS oscillations without the need for large
external driving sources. I discuss the phenomenon’s discovery and a model describ-
ing it. Guided by the model, scalable fabrication of CNT oscillators with desired
qualities was performed, showing the model’s correctness and that the fabrication of
CNT self-oscillators is scalable.

Chapter 4 discusses a new, clean synthesis method for GNRs from CNTs which
allows for TEM and transport characterization during and after the synthesis process,
and a model describing it. The method involves driving current through a CNT in
a TEM, causing electrical breakdown of the CNT along one side.

The enhancement of optical fields near nanostructures is explored in chapter 5.
Specifically, I model the optical fields near silicon nanowires on and off resonance,
showing that extremely large enhancement occurs during resonance. Such phenom-
ena can be exploited in photovoltaics, LEDs, and optical microscopy.



7

Chapter 2

Effect of Gases on the Properties
of Nanomaterials

2.1 Introduction

Work in this chapter was largely performed in collaboration with Dr. William
Mickelson and Dr. Qin Zhou, with help from Dr. Jianhao Chen, Jeffrey Dong,
Dennis Wang, Norman Wen, and Andrew Siordia.

Chemical sensors are of vital importance in modern society. Community gas mon-
itors, for example, make sure the levels of various harmful (e.g. toxic, flammable,
etc.) gases are within an acceptable range these monitors are especially necessary
near industrial processes which produce such gases (e.g. oil and natural gas refining,
landfills) and natural processes (e.g. swamps) but are also critical in detecting gas
leaks and potential terrorist attacks, among other things. Sensors in our drinking
water supply are obviously also essential in ensuring public safety. Personal mon-
itoring equipment is crucial for workers in one of the many industries in which a
colorless, odorless gas leak or large buildup of gases could spell doom for workers in
contact with the gas, and perhaps others in the case of explosive gases.[7, 61, 103]

The three main types of gas sensors in use today are photoluminescent, elec-
trochemical, and semiconducting metal oxide (SMO)-based. Sensors which operate
on the principle of photoluminescence contain a light source which only emits light
at a characteristic wavelength of the analyte to be detected.[102] If the analyte is
present, it absorbs a portion of the light, decreasing the signal at the light detector.
Photoluminescence-based sensors are an old, proven, versatile technology with low
detection limits but are large, costly, and high-power, which, besides being general
downsides, make them insufficient for large-scale use as personal monitors for indus-
trial workers. Electrochemical sensors are electrochemical cells in which the working
electrode is composed of a material which catalyzes a redox reaction of the analyte.
When the analyte comes in contact with the working electrode, a redox reaction
occurs, changing the potential of the electrode and thus driving a current. Due to
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the lack of specificity of the sensing mechanism, electrochemical sensors often suffer
from cross-sensitivity. Due to the use of an electrolyte, electrochemical sensors often
suffer from sensitivity to temperature and humidity fluctuations. Also, the catalyst
is used up over time, so the lifetime of electrochemical sensors is limited.[100]

SMO sensors are chemiresistive sensors in which SMOs (e.g. ZnO, SnO2, WO3,
etc.) act as the sensing material. In ambient air, oxygen molecules or ions adsorb
at the grain boundaries of SMOs. In the case of n-type SMOs, the adsorbed oxygen
pulls electrons from the bulk, resulting in a depletion region near the grain boundary.
Depending on the SMO used, when certain analytes are present they will adsorb
on the grain boundary, either decreasing the width of this depletion layer and/or
donating electrons to the bulk, both of which increase the conductance of the sensor.
The specific mechanism by which the depletion width is changed or charge is donated
depends on the type of metal-oxide and analyte.[97, 70]

SMO sensors have been the subject of much interest in recent years, as their
performance can and has been improved significantly by shrinking their design down
to the nanoscale. SMO sensors, for example, generally require temperatures in the
hundreds of degrees Celsius to operate, and thus were relatively high-power. (A ben-
eficial side-effect of their high-temperature operation is insensitivity to temperature
fluctuation.) By shrinking the sensor down and using a low-power microhotplate,
my colleagues and I operated such a device at less than 10 mW.[132] Decreasing the
form factor can also be viewed as increasing response and recovery time for the same
power usage (because this will result in a higher temperature).[23, 33, 46] Making
the thickness of the sensor nanoscale decreases or effectively eliminates gas diffusion
time, thus increasing response and recovery time. Using thin films, nanoparticles, or
other nanoscale morphologies effectively reduces the grain boundary size, which in-
creases the surface-to-bulk ratio, and thus increases sensitivity and/or lowers power
usage. The small form factor and potential versatility of manufacturing methods,
while improvements in themselves, also allow for simple multiplexing of different gas
sensors, which can eliminate cross-sensitivities and allow for sensing of multiple ana-
lytes, on a single chip small enough to fit in a convenient personal monitoring device,
such as a badge or card.[57, 117]

In addition, there has been much interest in various other kinds of nanostructures
as gas sensors. Graphene and carbon nanotubes have recently been exciting prospects
for gas sensing because all their atoms are exposed to the environment, they possess
high carrier mobilities, are low noise, and have high quality crystal lattices, which
makes their properties easier to model and to controllably modify through defect
creation and functionalization.[122]

In order to effectively create and improve upon gas sensor designs, we must have
a good understanding of the way in which gases interact with nanostructured mate-
rials. Despite their importance, much is still not known about the way in which this
occurs. In SMO gas sensors, for example, there is still significant debate about the
exact sensing mechanisms. The mainstream sensing mechanism is described above.
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However, other sensing mechanisms have been proposed. Gurlo & Riedel,[63] for
example, have claimed that there is no convincing evidence that oxygen ionosorption
as described in the mainstream sensing mechanism actually occurs. They proposed
that sensing responses are due to reduction of surface oxygen vacancies by reducing
gases and re-oxidation by ambient oxygen. In addition, though the sensing mecha-
nism described above is the most common dominant mechanism, other mechanisms
dominate for certain gases and are often debated. The sensing mechanism of CO,
for example, has been debated. Some claim that it is due to the main mechanism
described above. Others claim it is due to reaction of CO with surface hydroxyl
groups, producing atomic hydrogen which reacts with surface lattice oxygen to free
electrons. Still others have proposed that it is due to direct absorption of CO+.[34]

Additionally, understanding the effect of the presence of gases on nanomaterials
improves our understanding of them in a more general sense. What types of molecules
adsorb, and what compounds form, at the surface of nanomaterials in ambient air?
What surface states form and what role do they play in the electronic properties of the
nanomaterial? How does nanomaterial behavior change as the gaseous environment
changes (humidity levels, for example, change significantly in ambient air)? All
these questions and many others can be probed via exposure to gases, and all are
important for the understanding of nanomaterials and fabrication of nanomaterials-
based devices.

2.2 Theory of Interaction of Gases and Solids

This treatment is largely based on those in the chapter ”Adsorption Phenomena”
in Lalauze’s Chemical Sensors and Biosensors [103] and the chapter ”Electrical-Based
Gas Sensing” in Solid State Gas Sensing by Comini et al.[34]

When a gas molecule comes in contact with a solid, there are two possible effects:
the gas molecule adsorbs, which is a reversible reaction; the gas molecule adsorbs
and creates a new compound on the solid surface, which is a non-reversible reaction.
Adsorption can be further characterized as either physisorption or chemisorption.
In physisorption, the gas molecule is bound to the solid with no electron exchange.
Chemisorption involves electron transfer.

2.2.1 Interaction between Atoms or Molecules

The interaction between atoms or molecules is most simply approximated by the
Leonard Jones Potential

φ = φ0[2(
r0
r

)6 − (
r0
r

)12] (2.1)

where the potential has a minimum at r0 of value φ0. The first term the attractive,
long-range Van Der Waals term which is combination of three phenomena: Keesom’s
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potential, which only applies to molecules which have a permanent dipole moment,
and originates from the attraction between the molecules’ permanent dipoles; Debye’s
induction potential, the attraction between one molecule’s permanent dipole moment
and other’s induced dipole moment; and London’s dispersion potential, which comes
from the molecules’ instantaneous induced dipole moments. The third effect is often
the most important. The second term is a result of the exchange force between the
electron clouds and has been found empirically to be well-approximated by a r−12

term.

2.2.2 Interaction between Molecule and Solid

Imagine a crystal with N molecule per unit volume which extends infinitely in the
x and y directions, ends at z = 0, and extends infinitely in the −z direction. Imagine
that there is a gas molecule at z = Z. If we assume this gas molecule interacts with
every molecule in the solid by the Leonard Jones Potential, we can integrate the
terms in (2.1) to find that the total attractive and repulsive potentials between the
gas molecule and the solid are:

Φa =
πNφ0r

6
0

3Z3
(2.2)

Φr = −πNφ0r
12
0

45Z9
(2.3)

2.2.3 Physisorption vs. Chemisorption

The potential that a physisorbed and a chemisorbed molecule see near the sur-
face of a solid is shown in Fig. 2.2.3a. In the chemisorbed case, the molecule has
already been giving a certain energy Edis to dissociate the molecule into its con-
stituents. We see that in physisorption the binding potential is significantly less
than in chemisorption (1 Joule/mole instead of 5-6) and the equilibrium position is
further out.

Adsorption proceeds from physisorption to chemisorption since after the molecule
physisorbs, the energy Ea that is required to dissociate the molecule is smaller than
Edis, the energy required to dissociate the molecule if physisorption has not occurred.

Physisorption is a non-activated slightly exothermic process characterized by high
coverage θ at low temperature and low coverage at high temperature. If the partial
pressure is very low, Henry’s Law applies and the amount physisorbed is simply
proportional to the partial pressure.

Chemisorption and desorption require an energy Ed = Qchem +Ea, so in contrast
to physisorption, which is an inactivated process, chemisorption is an activated pro-
cess. The activation energy can be supplied either thermally or by a non-equilibrium
process such as illumination.
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Figure 2.1: The potential between a gas molecule and a solid in the cases of physi-
and chemisorption. (From [34])

2.2.4 Hill’s Model of Physisorption

Experimentally, it has been found that the number of adsorbed molecules is a
function of only pressure and temperature. This is a condition that all models should
satisfy.

In 1946, Terrell L. Hill created the Hill equation for adsorption

p

p0
=

1

C

θ

1− θ
exp(

θ

1− θ
− αθ) (2.4)

where p is the vapor pressure of the adsorbed gas, p0 is the gas pressure, C is a
constant, and θ is the ratio of the total quantity of gas adsorbed to the monolayer
adsorbed gas quantity.

2.2.5 Adsorbate Mobility

One can imagine two extremes of adsorbate mobility: complete mobility or local-
ization at surface sites. These two extremes are related to the nature of the elements
composing the solid. One simple model is that the surface sites alternate between
lower energy E1 and higher energy E2. The difference between these two energies is
the energy barrier for a molecule to move from the lower energy to the higher energy
surface site. If kT � E2 − E1, the layer is mobile, and if kT � E2 − E1, the layer
is localized.
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2.2.6 Physisorption Isotherms in Mobile Monolayers

Hill assumed a perfectly mobile monolayer in his model, and we can therefore
take the isotherm equation direct from his model

ns = αP (2.5)

Note that this does not account for interaction between adsorbed molecules. In fact,
the adsorbates are usually dilute enough that the thermodynamic models do not
have to be used.

2.2.7 Physisorption Isotherms in Localized Monolayers

Assuming the surface is composed of identical and active surface sites, we can
derive the Langmuir isotherm

θ =
KP

1 +KP
(2.6)

where θ is the fractional coverage of adsorbed molecules, P is pressure and K is the
rate of adsorption given by

K = K0exp(−
∆H0

RT
) (2.7)

We can derive this equation is a slightly different way which can give us more
insight into the phenomenon. Say adsorption occurs at a rate of VF and desorption
occurs at rate VD.

VF is proportional to the rate at which gas molecules impact the surface, υ, and
number of unoccupied surface sites

VF = αυ(1− θ) (2.8)

Now

υ =
P√

2πmkT
(2.9)

Plugging this into (2.8),

VF = α′P (1− θ) (2.10)

Meanwhile, VD is proportional to the number of adsorbed molecules

VD = βθ (2.11)

In equilibrium, VF = VD, so again we derive the Langmuir isotherm
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θ =
KP

1 +KP
(2.12)

this time with

K =
α′

β
(2.13)

2.2.8 Chemisorption Isotherms

In the case of chemisorption, adsorption heat varies with degree of coverage, so
the Langmuir isotherm no longer applies. Coverage turns out to be given by the
Temkin isotherm

θ = (
RT

∆H0β
) lnAP (2.14)

where β and A are constants.
Chemisorption can be thought of as a combination of two phenomena: physisorp-

tion followed by electron transfer, during which time the molecule chemisorbs. In the
case of adsorption, only the second stage has an activation energy and it is therefore
the second stage which controls the kinetic process (see 2.2.3). As for desorption,
both phenomena are activated, but the chemisorption again controls the kinetic pro-
cess because its activation is much larger.

The net rate of chemisorption is given by

dθ

dt
= kads exp(−Ea

kT
)− kdesθ exp(−Ea + ∆Hchem

kT
) (2.15)

At equilibrium,

θ =
kads
kdes

exp(
∆Hchem

kT
) (2.16)

And θ decreases rapidly with increasing temperature
It turns out that heat of adsorption ∆Hchem decreases with coverage mainly

because of heterogeneity of the surface – high energy sites will be occupied first
and low-energy ones later. Activation energy Ea can be regarded as the difference
in the electrochemical potential between the surface and the adsorbed molecule and
therefore changes with coverage, as electrons are donated or accepted and the number
of electrons on the surface changes.

The adsorption isobar, that is the volume adsorbed as a function of temperature
at a constant pressure, is characterized at low temperature by physisorption and at
high temperature by equilibrium chemisorption that decreases exponentially with
temperature. In the intermediate region irreversible chemisorption takes place since
the first term of (2.15) dominates.
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2.2.9 Chemisorption of Diatomic Molecules

To model the chemisorption of a diatomic molecule X2, we can divide the process
into two stages: (a) the dissociation of the molecule into its constituent X ions and
(b) electron transfer between those ions and the solid. In the first process,

K1 =
P 2
X

PX2

(2.17)

In the second process, we can solve the Langmuir isotherm to get

K2 =
θ

PX(1− θ)
(2.18)

Combining these and solving for θ,

θ =
K1

√
K1PX2

1 +
√
K1PX2

(2.19)

2.2.10 Adsorption of Multiple Gases

Consider gases A and B. The fraction of sites available for binding is

1− θA − θB (2.20)

Going through the same derivation as for the Langmuir isotherm, we now find

KA =
θA

PA(1− θA − θB)
(2.21)

and

KB =
θB

PB(1− θA − θB)
(2.22)

Combining these, and solving for θA and θB, we find

θA =
KAPA

1−KAPA −KBPB

(2.23)

and of course

θB =
KBPB

1−KAPA −KBPB

(2.24)

Generally for a number of gases,

θi =
KiPi

1−
N∑
i=0

KiPi

(2.25)
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2.3 Gas Delivery System

To understand how the presence of gases affects the electronic properties of nano-
materials, we expose various nanomaterials to gases while monitoring their electronic
characteristics.

Electrical control and measurement of the devices was achieved in the following
way: Nanomaterials were deposited onto chips by various methods which will be
described for each individual nanomaterial. Electrodes were patterned before or
after deposition, and were wirebonded to the leads of a package (Fig. 2.2a). Often
the gate of the chip was electrically connected to the floor of the package by means
of silver paint, and the floor of the package was then also wirebonded to a lead.
This allowed for gating of the device. These leads were then electrically connected
(Fig. 2.2a and b) to a Keithley 2602A SourceMeter, which could then simultaneously
control and measure the electrical characteristics of the material.

A number of gases were delivered to these devices. One was house air, which was
dried by means of a pressure-swing absorption drier, and filtered through multiple
filters. Hydrocarbons were also removed by means of a charcoal scrubber. Others
gases came from cylinders and were often balanced in nitrogen. These gases could
be mixed with each other and the house air (by a number of mass flow controllers
(MFCs) to produce gas mixes of certain concentrations.

The gases were often humidified. When humidifying, deionized water flowed from
a pressurized tank to a liquid flow controller (LFC) to a controlled evaporator mixer
(CEM) which evaporated the water and mixed it with a gas stream to a specified
humidity level.

There were multiple gas streams, each with its own concentrations of two different
analytes, and each with its own humidity level. Valves determined which stream(s)
were delivered to the sample and which to the exhaust. The existence of multi-
ple streams allowed one to deliver a stream with certain properties to the device,
meanwhile ”priming” the other stream by setting it to the desired concentration and
humidity level. Then when one switched streams, one could switch directly from
the conditions in stream A to the conditions in stream B. (If one only used one
stream, there would be a certain ”lag” time, during which dead space in the lines
was flushed.) See Fig. 2.3 for pictures of the gas delivery system.

A manifold was then screwed onto the sample (with a gasket between the sample
and manifold), with an gas inlet and outlet above the device. The desired gas was
delivered to the sample through the gas inlet. This provided good isolation from
ambient air while delivering the desired gas to the sample.

LabVIEW was used to control and measure gas delivery. One LabVIEW program
interfaced with the MFCs, LFCs, CEMs, and valves (Fig. 2.4). A user could input
into this program the desired concentrations, humidity level, and flow rate of each
stream, and which stream(s) were delivered to the sample. A user could also write
”gas profiles,” instructions to configure the streams in a certain way (i.e. concentra-
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Figure 2.2: Pictures of one of the schemes used to electronically characterize a de-
vice while delivering gas to it. (a) A device on a CERamic Dual-Inline Package
(CERDIP). The device is affixed by silver paint and wirebonded to pads on the
CERDIP, each of which is electrically connected to a pin of the CERDIP. The
CERDIP is inserted into a socket, and (b) wires have the been soldered between
the pins of the socket and coaxial connectors, allowing for electrical characterization
of the device. When in operation the manifold shown lies on the gasket. The gas in-
put shown flows out of a small hole above the sample, exposing the sample, and then
is removed through an adjacent hole in the manifold. Other schemes were sometimes
used to characterize devices but they all had a manifold, gasket, and a device wire-
bonded to pads which were electrically connected, through a series of connections,
to coaxial connectors.
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Figure 2.3: Pictures of the (a) front and (b) back of the gas delivery system, including
water tank, liquid flow controllers (LFCs), and controlled evaporator mixers (CEMs)
for injecting humidity, mass flow controllers (MFCs), Bronkhorst™ Digital Readout
and Control Systems for controlling the MFCs, LFCs, and CEMs, gas flow valves,
Vaisala™ HMT337 humidity and temperature transmitter, Keithley 2602A SYSTEM
SourceMeter™, and computer.
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Figure 2.4: Front panel of Set-Read, the LabVIEW program from which the gas
delivery system can be manually controlled and observed. From here a user can
control (see the ”Stream” section of the blue panel) which streams are flowing to the
sample, the total flow on each stream, the relative humidity in each stream, as well
as (see the ”Gas” section of the blue panel) the target concentrations of each gas,
and (see the rightmost section of the blue panel) the temperature of the chamber.
This panel also displays the ”actual” values of these and other quantities, in the
”measured” text boxes.

tions, humidity level, and flow rate on each stream and which are delivered to the
sample) for a certain amount of time, then configure the streams in a different way
for a certain amount of time, and so forth. These ”gas profiles” were input into a
program layered on top of the previously mentioned program (Fig. 2.5).

A Teledyne API 101E was often used to measure hydrogen sulfide (H2S) levels.
A Vaisala HMT337 was used to measure humidity levels.

A program called Zephyr controlled the Keithley and collected all measurements
(including from the MFCs, LFCs, CEMs, and valves, which it did by interfacing with
the LabVIEW software). It output one data file which contained all the measure-
ments at each measurement time.

2.4 Micro- and Nanoheaters

2.4.1 Introduction

In initial experiments, the device was heated using a temperature chamber, which
took many minutes to reach its setpoint. We then moved on to Kapton heaters, which
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Figure 2.5: Front panel of Experiment Control, the LabVIEW program which calls
on Set-Read (see Fig. 2.4) to run a gas profile. Each row is a specific configuration
of the gas delivery system which is run for a specified amount of time.
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heated the entire CERDIP and still took on the order of minutes to reach equilibrium.
After this, we began using on-chip heaters, which brought the sample to the desired
temperature extremely quickly (for some heaters, on the order of milliseconds), cap-
italizing on nanomaterials’ low thermal mass.[167, 170] This allowed us to quickly
probe the response to delivered gases at many temperatures and look at historetic
effects in temperature change. From a sensing perspective, the ability to change
temperature quickly allowed us to explore the change in conductance upon changing
temperature as a measure of gas concentration. From an engineering perspective,
on-chip heaters are much lower power than macro-sized heaters (in some cases, they
operated in the milliwatts). And in our experiments, we found that we could operate
our sensors in ”pulsed-heating mode,” heating the sensor at a low duty cycle, with-
out decreasing response time, thus decreasing the average power consumption much
further. ”Pulsed-heating mode” was only possible because the on-chip heater and
nanomaterials’ low thermal mass allowed for fast temperature switching. For more
information on our used of pulsed heating, see Mickelson et al.[132]

In addition, quickly cycling through different temperatures effectively creates
multiple sensors. This is because the response of any nanomaterial to different gases
varies with temperature. For example, at temperature A, the nanomaterial’s response
to gas 1 may be greater than to gas 2, but at temperature B that may be reversed.
By quickly cycling through temperatures A and B, we are effectively measuring at
both temperatures, and then can deconvolve the data in order to determine the
concentration of both gas 1 and 2. By cycling through more temperatures, we can
measure the concentrations of more gases (assuming the nanomaterial is responsive
to the gases in the first place).[58, 75, 107, 150]

The following sections give descriptions of the various on-chip heaters we fabri-
cated and/or used, in chronological order. I describe the fabrication process, device
architecture, properties if tested, benefits of the heater, and the problems we encoun-
tered with it that led us to other on-chip heaters.

2.4.2 Gold Nanoheater on SiO2

One of our first attempts at nanoheaters is shown in Fig. 2.6a. The nanoheaters
are 500 nm wide, are made of electron-beam evaporated gold with a few-nm chromium
sticking layer, and have been patterned on SiO2. As discussed in later sections, the
sensor in this case was a nanowire, 100 nm wide, fabricated alongside the heaters.
Each heater was 500 nm from the edge of the nanowire. Driving current through
the heaters causes them to heat up, thus heating up their surroundings, including
the nanowire. Though the device shown in Fig. 2.6a looks functional, most devices
had liftoff issues during the fabrication process (see Fig. 2.6b). For this reason, this
design was replaced by a new one using a two-step fabrication process, as described
in the next section.
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2.4.3 Palladium Nanoheater on SiO2

The subsequent and improved nanoheater design is shown in Fig. 2.6c. To avoid
the liftoff problems we had previously, the nanoheaters and nanowires were fabricated
in separate steps. (This required an alignment step in between.) This allowed us
to bring the nanoheaters closer to the nanowire; whereas previously nanoheaters
which were 500 nm from the nanowire still had liftoff problems, now the minimum
heater-wire distance we attempted, 250 nm (as shown in Fig. 2.6c), had no liftoff
problems. A smaller heater-wire distance is beneficial as it more effectively couples
heater and wire temperature. In addition, having two fabrication steps allowed us to
use different materials for the heater and wire. While previously we made the heater
out of gold, this time we made it out of 10 nm palladium (with a 3 nm chromium
sticking layer) because palladium is less susceptible to electromigration than gold.

2.4.4 Line Nanoheater on a SiNx Membrane

In the previous design, the device was patterned on the substrate and so a sig-
nificant amount of heat was lost to it, and the device could not reach a high tem-
perature. To remedy this, our next design patterned the device on a silicon nitride
(SiNx) membrane, significantly reducing thermal coupling to the substrate.

The silicon nitride membrane fabrication was performed by Dr. Gavi Begtrup
and is described in Fig. 2.7. Calibration devices (Fig. 2.8a) and sensor devices (Fig.
2.8b) were fabricated. Calibration devices consisted of nanoheaters and a resistive
temperature detector (RTD). When the RTD heats up, its resistance changes and this
resistance change can be used to determine its temperature. The RTD is serpentine
in order to maximize its resistance (and thus the signal, which is resistance change)
by minimizing its channel width and maximizing its length, and also so that it
effectively measures the average temperature over the whole area it spans. Sensor
devices have an IDE instead of an RTD. Sensing material can be deposited on the
IDE to create a sensor. The IDE is in approximately the same place as the RTD,
so the average temperature of the RTD should be approximately that of the active
sensing area as well. Nanoheaters, IDEs, and RTDs all consisted of 15 nm palladium
with a 5 nm chromium sticking layer.

These heaters were eventually abandoned because we realized that electromigra-
tion of the heaters occurred before they reached a high enough temperature.

2.4.5 Suspended Microhotplate

Another microheater we used were suspended microhotplates which heated up
when current was driven through them (Fig. 2.9).[167, 170] These microhotplates
were fabricated by Dr. Qin Zhou. More information about them can be found in
Zhou, et al.[210] The microhotplate fabrication process is shown in Fig. 2.10.
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Figure 2.6: Nanoheaters on SiO2. All scale bars are 10 µm. (a) Two gold nanoheaters
and gold nanowire sensor. Fabrication was successful. (b) Another device with the
same design. Gold between the left heater and the nanowire did not liftoff during
the fabrication process. This was a common issue in making these devices. (c) SEM
image of subsequent nanoheater/nanowire design. The design is the same as before,
but nanoheaters are composed of 10 nm of thermally-evaporated palladium (with a
3 nm chromium sticking layer).
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Figure 2.7: The fabrication process for silicon nitride membranes. (a) Begin with
a wafer of polished silicon. (b) Grow 200 nm silicon dioxide on it. (c) Deposit
silicon nitride conformally. (d) Etch windows into one side of the wafer. (e) Pattern
electrodes around the future location of the membrane. (f) Etch through the wafer
to produce a membrane.
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Figure 2.8: Devices with nanoheaters on SiNx membranes for higher thermal isola-
tion. Scale bars are 10 µm. (a) Calibration device. A resistive temperature detector
(RTD) lies between the heater. The resistance of the RTD can be measured to
determine its temperature. (b) Sensor device. Interdigitated electrodes (IDEs) lie
between the heater. Sensing material can be deposited between the electrodes.

Figure 2.9: SEM images of the suspended microhotplates. (a) All the microhotplates
on one chip (scale bar is 500 µm). The leads to the hotplates on the left are labeled.
The center (horizontally) lead is the ground lead of all hotplates on the chip. The
contacts to the upper left hotplate are labeled. In the corners of the image are
the edges of the SEM electron gun. The leads, contacts, and microhotplates lie on a
silicon substrate, where the substrate has been etched away under the microhotplates.
(b) A microhotplate. Notice the hole where the silicon has been etched away under
the microhotplate. ((b) is from [210])
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Figure 2.10: Fabrication process for suspended microhotplates. (a) Begin with a
silicon-on-insulator (SOI) wafer with 50-µm-thick heavily-doped silicon as the top
layer. (b) From the top, the area around the hotplate, supporting beams, and leads
are etched away by through-hole deep reactive ion etching (DRIE). From the bottom,
the hole under the microhotplate is also etched away by DRIE. (c) Insulator is
removed by buffered HF. (d) Silicon dioxide is grown everywhere. (From [210])

In order to use these heaters, we had to pattern sensors on them, as shown in Fig.
2.11. Fig. 2.11a shows the Nanometer Pattern Generation System (NPGS) pattern
for devices which we patterned on the microhotplates. The areas enclosed by the
overlayed lines indicate where chrome/gold was to be deposited. The yellow lines on
the bottom microhotplate are IDEs. The upper two microhotplates had nanowires
patterned on them in a subsequent step. Note that, in case of the IDEs for example,
a continuous path exists because the gold is deposited on the beams supporting the
microhotplate.

In the end, though, there were bad liftoff problems associated with the sensor
fabrication. Fig. 2.11b shows the bottom microhotplate, right after attempted liftoff.
No gold had come off the microhotplate, thus shorting the IDEs. No gold came off
the other microhotplates as well. There are clearly other areas where the gold did not
liftoff either. After physically scratching through some excess gold and sonicating,
the hotplates looked as shown in Fig. Fig. 2.11c. Though they look better, there
is still much excess gold. A close look at the edge of the microhotplate revealed a
thin strip of gold along the outline of the microhotplate, which sometimes continued
to short the device (See Fig. 2.11d). We believe all these issues were due to the
fact that the resist did not coat the edge of the microhotplates. This issue was not
remedied by changing the resist.

In addition, these devices often had shorting between the sensor and heater. Upon
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inspection with the SEM, we found multiple pinholes in the hotplate, which could
have been the culprit (see Fig. 2.11e)

2.4.6 Serpentine Nanoheater on SiNx Membrane

We had significantly more luck with microhotplates produced by the Kebaili Cor-
poration (model #KMHP-100). These microhotplates are very low power (reaching
300°C at about 42 mW, as opposed to the previous heaters described, which reached
the same temperature at about 4 W) and have a small form factor (each chip is
about 1 mm x 1 mm x 0.5 mm). These properties made them very desirable for use
in portable gas sensing applications.

A cross section of these microhotplates is shown in Fig. 2.12a, and a birds-eye
view in Fig. 2.12b. Since the fabrication process is proprietary, it remains somewhat
of a mystery. Temperature as a function of voltage and power were provided by the
manufacturer;[88] temperature as a function of power is shown in Fig. 2.12c. Notice
that the microhotplate can reach 300 C at around 43 mW.

These microhotplates were not without their problems. One problem was that
the silicon nitride was deposited conformally on top of the heater, leading to sharp
height changes on the surface of the silicon nitride. This made patterning devices
between the electrodes difficult, as there would sometimes be discontinuities in the
device where the height changed. It also made it difficult to deposit thin films of
sensing material, as they would often have this problem of discontinuity as well.

Another problem with these microhotplates were large ”flaps” of gold at the edge
of the electrodes. These flaps were a result of the fabrication process – somehow,
during liftoff, flaps of gold remain on the edge of the electrodes. These edges of these
flaps seemed to be suspended well above the silicon nitride surface. This meant
that when attempting to deposit continuous thin films or nanoparticle thin films,
there would often be discontinuities, or intermittent contact, at the flap edge. We
attempted to anneal the microhotplates, hoping heating them would relax the flaps
and cause them to lay down, but had limited success. For this reason, we looked to
other types of microhotplates for our applications.

2.4.7 Suspended Beam Microheaters

Another much-used microheater was a thin few-micron-wide suspended polysili-
con beam, fabricated by Dr. Qin Zhou. The microheaters did not have the issues
described earlier about the microhotplates produced by the Kebaili Corporation.
They also had much lower power consumption (a few mW to reach 300°C). As will
be discussed later, one strategy used to decrease power further was to operate our
microheaters in ”pulsed heating mode,” only turning them on for x seconds every
y seconds, where x is some small fraction of y. These new microheaters allowed us
to achieve much shorter pulse widths than the Kebaili microhotplates due to their
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Figure 2.11: Patterning on microhotplates. (a) Nanometer Pattern Generation Sys-
tem (NPGS) pattern for devices. Areas within the overlayed lines will have gold
deposited in them. In the case of the top two microhotplates, a nanowire will be de-
posited on them in a subsequent step. (b) Devices right after attempted liftoff. Gold
has not lifted off at all on the microhotplates, as well as in other places. (c) Devices
after scratching off leftover gold and sonicating. Much unwanted gold remains. (d)
A pinhole in the hotplate, which could have caused shorting between the sensor and
heater. (e) A thin gold line along the edge of the hotplate shorts the IDEs.
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Figure 2.12: Microhotplates made by the Kebaili Corporation. (a) Cross section
schematic and (b) Birds-eye view SEM image of microhotplate. A serpentine plat-
inum heater lies on a square 500 µm x 500 µm silicon nitride membrane. Silicon
dioxide has been deposited on the heater, and gold electrodes on top of that. A sens-
ing material can be deposited between the electrodes. (The microhotplates do not
come with sensing material.) The silicon dioxide electrically isolates the electrodes
from the heater. In the upper left hand corner of the SEM image, a clip holds down
the device. (c) Temperature versus power for the microhotplate. (Panel (c) is from
[88].)



29

Figure 2.13: ”Flaps” on the edge of the electrodes on Kebaili’s microhotplates. (a)
A device before annealing. Note that device has a small amount of tungsten oxide
nanoparticles in places. (b) A device after annealing at 600°C for 30 min in 4%
hydrogen in argon. Flaps have folded back, but only in some regions.

faster thermal response time (about 25 µs). Also, as opposed to the microhotplates
produced by the Kebaili Corporation, which had only one device per chip, this design
many microheaters per chip (72 in the first generation, 12 in the second), allowing
for multiplexing of sensors. Each microheater could have a different sensing material
deposited on it, or could be operated at a different temperature – in the presence of
a gas, each sensor would give a different signal and an analysis could be done to de-
termine the levels of many different gases. This would be a method of circumventing
the issue of cross-sensitivity that most individual sensors have.

There were many different variations of the design; one particular design is shown
in Fig. 2.14. Fig. 2.14a shows a birds-eye view SEM image of a device and Fig.
2.14c shows a cross-section of the device along the line shown in Fig. 2.14a. The
microheater consists of a polysilicon beam suspended over a trench. The polysilicon
beam is insulated by silicon nitride. On top of the beam are two electrodes between
which sensing material can be deposited. In this case, there is also a thermocouple
on the beam. The heater, sensor, and thermocouple are contacted via contacts on
the top and bottom of Fig. 2.14a. The heater contacts have been etched through to
the polysilicon in order to contact the heater.

The fabrication of the microheaters is shown in Fig. 2.15. The process begins
with a silicon wafer. 100 nm of silicon-rich low-stress nitride (LSN), followed by
100 nm of undoped polysilicon, and finally 2 µm of boron-doped silicon dioxide
was deposited. The wafer was heated to 1050°C to enable film stress release and
dopant diffusion into the polysilicon layer. The wafer was then etched in a buffered
hydrogen fluoride bath to remove the oxide (Fig. 2.15a). The heater was then
patterned in the following way: 1-µm Fujifilm OiR 897 photoresist was spun onto
the wafer. Photolithography was used to pattern the photoresist (Fig. 2.15b). Using
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Figure 2.14: Design of a first-generation suspended-beam microheater. (a) SEM
image of device. (b) SEM image of active area of device. (c) Cross-section along
dotted line in (a) (not to scale). (LSN is low-stress nitride.) (Courtesy of Dr. Qin
Zhou.)
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the photoresist as an etching mask, the polysilicon and LSN were plasma etched.
The photoresist was striped with acetone, and the wafer was then piranha etched
(Fig. 2.15c). After patterning the heater, 100 nm of LSN was deposited (Fig. 2.15d)
and patterned with a similar technique as was used for the heaters (Fig. 2.15e).
The platinum was then patterned in the following way: photoresist was spun on and
patterned using photolithography. 10 nm of chromium and then 60 nm of platinum
were deposited on the wafer by electron-beam evaporation. Liftoff was performed in
acetone. The wafer was ultrasonicated in a bath (Fig. 2.15f). It was then annealed
in nitrogen at 350°C for 1 hour to release platinum film stress. After patterning the
platinum, a similar process to patterning the platinum was used to pattern 100 nm
of gold (with a sticking layer of 10 nm chromium) (Fig. 2.15g). The wafer was then
diced and released in a potassium hydroxide bath (Fig. 2.15h).

A number of methods, involving simulation, theoretical analysis, and experiment,
were employed by Dr. Qin Zhou to estimate the voltage/power at which they reach
300°C.

An ANSYS® simulation was performed for a polysilicon beam of thickness 200
nm, width 4 µm, and length 100 µm in air. Fig. 2.16a shows the temperature profile
along the beam, and Fig. 2.16b through the air. It was found that when the center
of the beam reached 343.52°C, 1.2 mW was lost through beam conduction and 1.3
mW through air conduction, for a total power consumption of 2.5 mW. (Radiation
and convection were ignored – radiation is insignificant in this temperature range,
and convection is unimportant at these length scales.)

These microheaters had significantly fewer problems than the other ones we dealt
with, but were not without their own problems. In the first generation of suspended
beam microheaters, the contact pads were very small and close to each other and
the microheater, which made it very hard to wirebond to the pads without shorting
the contacts or damaging the microheater. This was solved by the second-generation
microheaters, which had a different chip design in which the pads were larger and
far from the heaters but which had significantly fewer devices per chip (twelve, as
opposed to the first generation which had seventy two).

2.5 Nanomaterials

2.5.1 Semiconducting Metal Oxides: Sensing Mechanism

The following is a concise summary of the general sensing mechanism of semi-
conducting metal oxides and a few specific cases. For more information, we direct
the reader to the excellent review in the chapter ”Electrical-Based Gas Sensing” in
Solid State Gas Sensing by Comini et al.[34] as well as many other resources.[4, 57,
70, 82, 97, 103, 120, 137, 168]

Let us first consider the case of a bulk n-type semiconducting metal oxide (SMO)
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Figure 2.15: Fabrication process for suspended-beam microheaters. (See text for
a detailed description of process.) (a) Poly-Si on a low-stress nitride (LSN) on a
Si wafer. (b) Photoresist spincoated and patterned. (c) Poly-Si and LSN plasma
etched to form heaters. Photoresist removed. (d) More LSN deposited. (e) Using
photolithography, heater contacts and etch windows plasma etched. (f) Using pho-
tolithography, Pt e-beam evaporated to form leads, electrodes, and thermometers.
Wafer cleaned and annealed for Pt stress release. (g) Au similarly patterned. (h)
Trench etched in KOH bath. (Courtesy of Dr. Qin Zhou.)
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Figure 2.16: ANSYS® simulation of a suspended beam. (a) Temperature profile
along beam and (b) in air. (Courtesy of Dr. Qin Zhou.)
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Figure 2.17: A schematic of SMO in an oxygen-containing environment. Oxygen
ions adsorb on the surface of the SMOs, creating depletion regions, which serve as
barriers to electron transport. (From [70])

sample with many grains. In vacuum, during electron transport through the sam-
ple, electrons must hop across grain boundaries, and this hopping dominates the
conductance of the sample.

In an oxygen-containing environment (such as ambient air), oxygen ions adsorb
on the surface of SMOs in a process called ionosorption (Fig. 2.17). In the case of
bulk SMOs, the adsorbates diffuse along grain boundaries and adsorb there. For an
n-type semiconductor, these oxygen ions remove electrons from the bulk, forming a
depletion region near the surface of the SMO. These depletion regions increase the
barrier in inter-grain hopping, thus decreasing conductance compared to vacuum.

The sensing mechanism of particular n-type bulk SMOs for particular reducing
gases differs, but the sensing mechanism that is generally accepted to be the most
common is as follows: the gas reduces adsorbed oxygen, releasing electrons back
to the bulk, which increases the carrier concentration, and decreases the depletion
width. As the depletion layer gets thinner, electrons can hop more easily between
grains, and conductance increases.

If the reducing gas is in an oxygen-containing environment (such as ambient air),
the reducing gas continuously removes oxygen from the surface, but oxygen ions
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Figure 2.18: Effect of grain size on conduction. When grain size, D, is much larger 2L
(where L is the space charge depth), depletion regions form on the surface of grains.
(top) When D is larger than but on the same order as 2L, barriers to electron
transport may form at ”necks” in the grains. (middle) When D is less than 2L,
the whole grain is depleted of electrons and conduction is on the surface. (bottom)
(From [70])

continuously adsorb on the surface, so the degree of reduction is proportional to the
ratio of the amount of reducing gas to the amount of oxygen.

Consider now the case of a network of SMO nanostructures (such as nanoparti-
cles), which are each the same size as the grains in the previous case. The model
above applies, but to nanoparticles instead of grains. Electrons travel across the
sample, hopping between nanoparticles. In ambient air, oxygen ions adsorb on each
nanoparticle, forming depletion layers at the surface of each nanoparticle, decreasing
conductance compared to in vacuum. Reducing gas removes adsorbed oxygen from
the surface of each nanoparticle, decreasing depletion width and increasing conduc-
tance.

If we decrease nanoparticle size, though, the depletion region takes up more and
more of each nanoparticle (Fig. 2.18). Eventually, the depletion region takes up the
whole nanoparticle – the entire nanoparticle has been depleted of charge carriers (Fig.
2.18, bottom). In this case, all electron transport is along the nanoparticle surfaces.
Since the depletion width is generally on the order of 100 nm in ambient air, this is
the case for most nanoparticles, temperatures, and reducing gas concentrations.

The model considered so far applies to reducing gases and n-type SMOs. When
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an n-type SMO is exposed to an oxidizing gas, the general effect is for the gas to
adsorb and further remove electrons from the sample. Since n-type SMOs tend
to already be very resistive (for the reasons previously outlined), this change is
hard to measure, so n-type SMOs are generally not used to detect oxidizing gases.
Typically, a full monolayer of oxygen ions adsorbs on a p-type SMO because the
metal ions of the lattice can be oxidized to a higher oxidation state.[97] In this case,
ionosorption is hole donating, increasing conductance, and no space charge layer is
formed. Exposure to reducing gases simply removes holes, decreasing conductance.[4]
Exposure to oxidizing gases produces little effect, since a full monolayer of oxygen
ions is already adsorbed.

There is some debate, however, over whether this model correctly describes the
interaction of any SMOs and redox gases. Gurlo & Riedel[63] claim that there is no
convincing evidence of oxygen ionosorption and put forth a different model, in which
conductance modulation comes about as a result of the oxidation and reduction of
surface lattice oxygen vacancies, not adsorption and reduction of ionosorbed oxygen.
The model is as follows. N-type SMOs are generally n-type because they have oxygen
vacancies which act as electron donors. In an oxygen-containing environment, some of
those surface lattice vacancies oxidize, removing electrons from the bulk and forming
space charge regions. Reducing gases remove some surface lattice oxygen, freeing
electrons and reducing the depletion width. It is possible that chemiresistive effects
are generally also due to gas-induced modulation of electron mobility.[148, 168, 180]

In many cases, other effects dominate the sensing mechanism. Sometimes the
gas reacts with the SMO itself to change its conductivity. Some have claimed this
is the case for H2S gas interacting with WO3, as discussed in the following section.
In some cases, the gas adsorbs on the SMO and direct charge transfer occurs.[103]
Sometimes products of the initial reaction (such as water) will go on to modulate
the conductivity of the SMO.[137] The specific cases of the gases H2S, water, and
methane will be treated in the following sections.

2.5.1.1 Hydrogen Sulfide and Tungsten Trioxide

It is generally believed that H2S interacts with WO3 by the standard ionosorption
model outlined above. Some have claimed that the interaction takes place via a direct
reaction of the H2S with WO3, namely[12, 44, 49]

3 WO3 + 7 H2S −→ 3 WS2 + SO2 + 7 H2S (2.26)

The WS2 dopes the WO3, acting as an electron donor.[9, 136]

2.5.1.2 Water

Most SMOs (and most solid state devices in general) are responsive to water, at
least at low temperatures.[123] Tin dioxide, for example, is responsive to water up to
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600°C.[130] Between 300 and 600°C, the response is reversible.[137] The overall effect
of water adsorption is to increase surface conductance.[34] At low temperature, the
response is due to physisorption[123] – as discussed earlier, physisorption dominates
as the principle type of adsorption at low temperatures. At higher temperatures,
the surface reactions are still debated and many mechanisms have been proposed.
Morrison[135] has suggested that the polar H2O molecule adsorbed adjacent to oxy-
gen ions changes the energy level of the oxygen ion and its rate of electron injection
and extraction, which leads to a loss in the density of adsorbed oxygen. Comini
et al.[34] notes that chemisorption of water onto oxide can be from air can be very
strong, forming an ”hydroxylated surface,” where the OH– ion is bounded to the
cation and the H+ ion to the oxide anion.

2.5.1.3 Methane

Methane is example of a gas for which the sensing mechanism is quite complicated
and involves a number of intermediate reactions. In the following analysis, which
comes largely from Kohl’s review,[97] the SMO is tin dioxide, which is often thought
of as an archetypal SMO. The sensing mechanism is depicted schematically in Fig.
2.19. As shown, there are two channels. (There is actually a third that will be
described as well.)

One channel, shown in Fig. 2.19d-g, involves reaction with lattice oxygen. First
methane dissociates to a methyl group and hydrogen (Fig. 2.19d).

CH4gas ←→ CH3ads + Hads (2.27)

This reaction requires only the activation to break one of the four C−H bond and so
can occur below 350 K. The two methyl groups form a rooted (i.e. containing lattice
oxygen) ethoxy-like molecule (Fig. 2.19e)

CH3 + CH3 + Olat −→ CH3CH2Olat + Hads (2.28)

At higher temperature the ethoxy-like species converts to an acetate-like species (Fig.
2.19f)

CH3CH2Olat + Olat −→ CH3COlatOlat + 2 Hads (2.29)

Acetic acid and ketene desorb during this reaction. The acetate-like species is the
most stable molecule in this reaction chain. Decomposition starts around 580 K and
completes around 750 K. This means that at temperatures well below 700 K, the
acetate-like species may block sites for further methane adsorption. The hydrogen
produced from the previous reactions feeds the decay of the acetate-like species to a
formate-like species (Fig. 2.19g)

CH3COlatOlat + 2 Hads −→ CH4gas + HCOlatOlat (2.30)
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Figure 2.19: The two channels of the sensing mechanism of SnO2 for methane. (From
[97])
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Methane and formaldehyde desorb during this reaction. The temperature to drive
the previous reaction is 580-750 K, but the formate-like species is unstable above 500
K, so the formate-like species decomposes spontaneously via two channels

HCOlatOlat −→ CO2gas + Hads + 2 V0 (2.31)

HCOlatOlat −→ COgas + OlatHads + V0 (2.32)

where V0 is an oxygen vacancy, which donates electrons to the lattice.
Another possible reaction channel exists in which methane is oxidized by adsorbed

oxygen (Fig. 2.19a-c). As before, it begins with the formation of a methyl group on
an Sn atom. (Fig. 2.19a). This methyl group can then form on top of adsorbed O–

to create a methoxy group, CH3O
– (Fig. 2.19b). This methoxy group can convert

to a formate group (Fig. 2.19c), which can decay, as before, to carbon monoxide,
carbon dioxide, and hydrogen, this time consuming ionosorbed oxygen rather than
lattice oxygen.

A third reaction route proceeds from eq. 2.28 (Fig. 2.19e) in which the water
and ethylene are produced and desorb and a surface oxygen vacancy remains

CH3CH2Olat + Hads −→ H2Olat + C2H4gas −→ H2Ogas + C2H4gas + V0 (2.33)

This reaction does not affect the SMO conductance, however. It is also the dominant
mechanism over that shown in Fig. (2.19d-g) below 600 K.

2.5.2 Semiconducting Metal Oxides: Tungsten Oxide

Some studies have shown that tungsten oxide (WO3) nanoparticles have low
cross-sensitivity to gases other than H2S.[46] This makes them both a good potential
sensing material for H2S and scientifically interesting: what is the sensing mechanism
of WO3 for H2S?

As discussed in Sec. 2.5.1.1, a few competing theories exist as to the sensing
mechanism of WO3 for H2S and there has been no definitive proof of any. One
theory is that the H2S affects WO3 in the standard way that a reducing gas affects
an SMO – it reduces adsorbed oxygen, decreasing the width of the space charge
layer at the surface of the SMOs, thus decreasing the hopping barrier and increasing
conductivity.[12, 44, 49] Another theory is that H2S reacts with the WO3 to form
WS2 (see Eq. 2.26), which acts as an electron donor.[9, 136]

Tungsten oxide nanoparticles were obtained in powder form from MKnano (prod-
uct #MKN-WO3-090). They are 99.5% pure with an average diameter of 90 nm.

A number of experiments were done in an attempt to determine the sensing
mechanism of WO3 nanoparticles for H2S.
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2.5.2.1 Transmission Electron Microscopy

A transmission electron microscope (TEM) shoots high-energy (hundreds of keV)
electrons at a sample and analyzes the scattered electrons (especially transmitted
electrons) to reconstruct an image of the sample. In order to study transmitted
electrons, the sample must be thin (ideally under 20 nanometers) and suspended on
a TEM grid (a support structure with small holes) or thin membrane. They generally
have some of the highest resolutions of microscopes (for good samples, on the order
of angstrom), and, among other things, can image lattice fringes, lines which result
from the interference of the electrons with the sample’s crystal lattice.[196] In the
case of this problem, we can image the sample before and after exposure to H2S to
see if there are nanometer-scale changes in surface morphology or lattice structure.
Our TEM is a JOEL 2100.

In our first attempt to get WO3 nanoparticles on TEM grids, the nanoparticles
were placed in de-ionized water (from a Millipore Milli-Q Integral 5) at a concen-
tration of 10 mg/ml and bath sonicated for 20 minutes. Holey SiO Transmission
Electron Microscopy (TEM) grids were then dipped in and moved through the so-
lution (Fig. 2.20). As shown, the nanoparticles would sometimes agglomerate in
structures that hung over the holes in the SiO. The idea was that at the edge of
these structures, single nanoparticles were suspended and could be imaged at high
resolution. However, these grids charged up too much, causing vibrations, and lattice
fringes could usually not be observed (Fig. 2.21).

To avoid this, 1-2 nm of platinum was sputtered on a TEM grid using an Anatech
Hummer 6.2 Sputter System, which solved the charging problem. (The TEM grid
used was an SPI Supplies® 50-nm-thick SiNx membrane with perforated holes.)
WO3 nanoparticles were prepared and deposited similarly to previously (sonicated
1 hour rather than 20 minutes). The grid with nanoparticles deposited is shown in
Fig. 2.22.

TEM images were taken before and after exposure to H2S. WO3 reaction with
H2S is very slow near room temperature but on the order of minutes for 50 ppm
H2S at 300°C, so the sample was brought to 300°C and exposed to 50 ppm H2S
for about 12 minutes. (Since a TEM grid has no on-chip heater, this was done by
placing the sample in a quartz tube through which the delivered gases flow, which
was heated by a block heater, machined to surround the tube exactly, surrounded
by insulation – see Fig. 2.23.) If the sample were allowed to recover at 300°C, it
would revert to its initial state within minutes, since recovery happens quickly at
elevated temperatures. However, at room temperature, recovery takes much longer.
To ”lock” the sample into its exposed state so it can be observed in the TEM, the
sample continued to be exposed to H2S while its temperature was lowered, and was
only removed from the H2S when it reached room temperature. For consistency,
before the first TEM session, the sample was brought through the same procedure
but without H2S delivered (only dry air).
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Figure 2.20: Holey SiO TEM grid after dipping in WO3 nanoparticle solution (10
mg/ml, in de-ionized water, bath sonicated 20 minutes). (a) Whole grid. (b) WO3

nanoparticles on holey SiO. Grid can be seen in upper left corners. (c) WO3 nanopar-
ticles on holey SiO. Some nanoparticles are suspended over the holes.
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Figure 2.21: TEM image of same sample as Fig. 2.20. Lattice fringes can barely be
made out in upper nanoparticle, but for the most part cannot be made out.
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Figure 2.22: SPI Supplies® SiNx membrane with 50-nm-wide perforated holes, after
being dipped in WO3 nanoparticle solution (10 mg/ml, in de-ionized water, bath
sonicated 1 hour). (a) A film of nanoparticles outlines the membrane, and areas
of nanoparticles (white) can be seen on the membrane. (b) Nanoparticles partially
cover a hole in the SiNx membrane.
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Figure 2.23: A block heater for preparing WO3 samples for sensing mechanism stud-
ies. When in use, the aluminum casing is closed and the apparatus is surrounded by
insulation. This apparatus allows the sample to be brought to room temperature in
the presence of H2S.
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TEM images of the WO3 nanoparticles before and after exposure are shown in
Fig. 2.24. Though there is some restructuring of surfaces and nanoparticle positions,
lattice fringe orientation and spacing appears unchanged. (Differences in the look
of the surface are probably due to differences in focus, and not true differences in
structure.)

2.5.2.2 X-Ray Photoelectron Spectroscopy

X-ray photoelectron spectroscopy (XPS) is a process in which x-rays are shown
on a sample, kicking electrons out of atoms on the surface of a sample. By detecting
the kinetic energy of an ejected electron, its original binding energy, and thus the
element from which it came, can be determined. Since molecular bonds change
electronic binding energies, often the molecular composition of the surface can be
determined as well. XPS is a very useful technique for determining the material
properties of surfaces. Here we use an Omicron EA 125 to determine the material
composition of the WO3 surface before and after exposure to H2S.[68, 182]

Materials to be analyzed must be deposited on a substrate. If samples are thin or
do not have full coverage of the substrate, a signal from the substrate will be observed
during spectroscopy, so the substrate should be chosen so its signal does not interfere
with any signals the experimenter hopes to see.[68, 182] For the equipment we used, if
insulating materials are thick or on an insulating substrate, they will charge up during
spectroscopy, so they must be thin and have sparse coverage and be on a conducting
substrate so charge can be removed. For these reasons, we chose a substrate of
platinum on a silicon chip. (The silicon chip has a few hundred nanometers of silicon
dioxide on it before platinum is deposited.) Platinum was using instead of gold, for
example, which forms a gold sulfide as discussed in Section 2.5.6. The platinum was
deposited by sputtering with an Anatech Hummer 6.2 Sputter System. In order to
reduce the size and density of WO3 agglomerates (since large ones will charge up
under the beam) while keeping coverage high (at least 10% for good signal-to-noise),
I used the same technique used to achieve these same goals with In2O3 nanoparticles
as discussed in Section 2.5.5, but only 50 drops were spincoated (see Fig. 2.25).

Two samples were prepared in the same manner. Both were heated to 300°C
and exposed to dry air for 30 minutes using the same procedure as for the samples
imaged in the TEM. Then one was exposed to 50 ppm H2S for 10 minutes. Twenty
minutes later, both samples were placed in the XPS.

During XPS, we observed, in both samples, peaks which can be associated with
WO3 and platinum (though in both samples the platinum peaks were shifted to
slightly higher energies) and small peaks for water and carbon (impurities). Impor-
tantly, there was also a peak for sulfur in a sulfide in the sample exposed to H2S
and no corresponding peak in the sample exposed to only dry air. Also importantly,
there was no peak in either for tungsten in tungsten sulfide.

These results rule out the proposed sensing mechanism in Eq. 2.26 that WS2
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Figure 2.24: Various areas in WO3 nanoparticle sample after heating to 300°C in dry
air (left column) and after heating to 300°C in 50 ppm H2S (right column)
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Figure 2.25: SEM images of WO3 nanoparticles on platinum substrate. Platinum
was sputtered on a silicon wafer with 300 nm silicon dioxide on it. We placed WO3

nanoparticles in de-ionized water at 1 mg/ml, ultrasonicated the solution with a horn
for 3 hours, let it sit for 1 hour, then spincoated 50 drops on the substrate at 5000
rpm. (a) Coverage is relatively high. (b) Nanoparticles are mostly less than a few
layers.

is forming. Still, these results have a few possible interpretations: (a) H2S is ad-
sorbing on the WO3, but irreversibly (even at high temperatures). If this process
is occurring, the number of H2S molecules adsorbed is not a function of the H2S
concentration delivered to the sample, so this process cannot be responsible for the
sensing mechanism of WO3 to H2S. (b) H2S is adsorbing on the WO3, reversibly. If
this is the case, this process may be part of the WO3 sensing mechanism. (c) The
platinum is forming a platinum sulfide. If this is the case, this process is obviously
not a part of the WO3 sensing mechanism. (d) Some combination of these.

(a) was ruled out by bringing the sample exposed to H2S to 300°C and delivering
dry air to allow the sample to recover. After this, the sample had no sulfur peak.
This shows that the reaction is reversible.

(c) seems unlikely – the x-rays penetrate 10-20 nm into the platinum and the
platinum sulfide would only form on the surface of the platinum, so XPS would
produce two peaks or a broadened peak if platinum sulfide were forming.

Therefore, (b) is the most likely explanation for our observations – it appears that
H2S adsorbs on WO3 in a way which is reversible at high temperature. In addition, we
have already found that when the WO3 is exposed to H2S at high temperature, and
H2S continues to be delivered while lowering the temperature to room temperature,
and the WO3 is then removed from the H2S, the H2S comes off much more slowly
than when the H2S stops being delivered to the WO3 at high temperature. This
means that desorption is activated, which is characteristic of chemisorption and not
physisorption. It is therefore likely that H2S chemisorbs on WO3 during exposure,
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Figure 2.26: Platinum IDEs (a) before and (b) after deposition of Fe2O3

nanoparticles.

donating electrons to the WO3, thus increasing its conductivity and thus taking part
in the sensing mechanism of WO3 to H2S.

2.5.3 Semiconducting Metal Oxides: Maghemite Nanopar-
ticles

Maghemite is an iron oxide, also known as γ-Fe2O3. Some basic information
about maghemite was summarized in chapter 1. Maghemite has been studied for
gas sensing,[83, 177, 191] but, to this author’s knowledge, no studies of maghemite’s
response to H2S has been performed.

Maghemite nanoparticles were prepared by Dr. Toby Sainsbury by the method
described in van Ewijk, et al.[183] They were charge stabilized in distilled-deionized
water, with an average diameter of 9.7 nm.

Five microliters of the solution was dropcast on interdigitated electrodes, as
shown in Fig. 2.26. We placed the device at 70°C, delivered dry, filtered air to
it, and then exposed it to various concentrations of H2S for one minute every thirty
minutes. Fig. 2.27a shows the smoothed response curves, after re-zeroing their ini-
tial times to zero. Responses are extremely slow (no sign of leveling off after the
minute), as is expected since semiconducting metal oxides generally need to be at a
few hundred degrees Celsius to have reasonable response times. (There are ”bumps”
in the curves at the beginning and end of each exposure – these may be due to elec-
trical disturbances caused by the opening and closing of valves.) Fig. 2.27b shows
the change in conductance of the device over the whole exposure versus the H2S
concentration exposed. The two are directly proportional, as is expected.
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Figure 2.27: (a) Smoothed response curves of Fe2O3 nanoparticles at 70°C to various
concentrations of H2S (one minute exposures every 30 minutes). The starting time
of each exposure was re-zeroed. (b) Change in conductance over each exposure vs.
H2S concentration exposed.
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2.5.4 Semiconducting Metal Oxides: Zinc Oxide Nanoparti-
cles

Zinc oxide (ZnO) is a white powder which occurs naturally in the mineral zincite,
though most zinc oxide used today is synthesized via oxidation of zinc vapor.[96, 151]
Basic information about zinc oxide was summarized in chapter 1. Zinc oxide has
a number of properties that make it potentially useful for sensing, including low
electrical noise, high temperature stability, and high breakdown voltage.[26, 62, 91,
115, 190] Additionally, it is tunable – its band gap may be tuned by alloying with
MgO or CdO and its doping is tunable by addition of substitutional impurities.[14,
29, 133] With regard to H2S, zinc oxide is known to react with H2S in the following
way:

ZnO + H2S −→ ZnS + H2O (2.34)

This reaction is exploited in various applications to remove H2S from air, for example
in cigarette filters.[96, 151]

We made a solution of 1.25 mg/ml zinc oxide (ZnO) nanoparticles in isopropyl
alcohol (IPA), then sonicated it for three hours and dropcast five microliters, but
found no conductance. We then sonicated it for ten minutes and dropcast another
five microliters, still finding no conductance. Lastly, we sonicated it for five minutes
and dropcast one microliter, this time finding the network conducting. Keeping the
voltage across the device constant, we delivered dry, filtered air, then one minute
exposures to various H2S concentrations every hour at room temperature, as shown
in Fig. 2.28b. Similar to the Fe2O3, response is slow and directly proportional to
H2S concentration.

2.5.5 Semiconducting Metal Oxides: In2O3 Nanoparticles

Nanoparticles with no ligands usually agglomerate over time in solution.[69, 163]
Separating these nanoparticles before deposition has a few benefits: (a) If they are
not separated and there is only partial coverage of the surface by deposition, these
large agglomerates will dominate the device characteristics, but their size and density
will vary considerably between devices. Each device will look and behave differently,
so each device will need to be considered differently in order to do an in-depth
analysis of it. Also, reproducible manufacture is important for applications. (b)
These agglomerates make gas diffusion more important in device behavior, since
analytes need to diffuse through the outer layers of nanoparticles before adsorbing
on inner nanoparticles. This complicates scientific analysis of results and decreases
response time. For these reasons, we decided to make an effort to move towards
deposition of partial nanoparticle monolayers. (Monolayers are not really necessary
as long as there are considerable parallel channels through the nanoparticles between
the electrodes.)
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Figure 2.28: Conductance response (top) of ZnO nanoparticle network to (a) a one
minute exposure of 50 ppm H2S and (b) various concentrations of H2S. Bottom
graphs show target H2S concentration vs. time.

Fig. 2.29 shows a deposition of nanoparticles on SiO2, before any refinement of
deposition method. The In2O3 nanoparticles were 99.99% purity and had a diameter
distribution of 20-100 nm. They were placed in IPA at a concentration of 2 mg/ml,
sonicated in a bath, and deposited immediately after sonication by successively spin-
coating ten drops of solution. Notice the large agglomerates and large areas with no
coverage. By exploring the parameter space of concentrations, solvent, sonication
time and type (bath and ultrasonication with horn), acidity of water, number of
drops, and waiting time before deposition, Dennis Wang, under my direction, devel-
oped a deposition technique onto SiO2 that led to coverage much closer to a partial
monolayer (1 mg/ml In2O3 nanoparticles in acetone, 3 hour horn sonication, with 1
hour waiting time before spincoating of 100 drops at 5000 rpm), as shown in Fig.
2.30a. (The waiting time allows for agglomerates remaining after sonication to settle
out.) The same parameters were used to deposit onto IDEs, as shown in Fig. 2.30b.

A few devices were made from these nanoparticles, but response to H2S was either
non-existent or highly erratic. Response to methane was non-existent. Response to
humidity, on the other hand, was reasonable, when the device was heated to 185°C
using a Kapton® heater (Fig. 2.31). As shown, the humidity response shows no
interference from H2S.
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Figure 2.29: In2O3 nanoparticles deposited on SiO2 before refinement of deposition
process.
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Figure 2.30: In2O3 nanoparticles deposited on (a) SiO2 and (b) IDEs after refinement
of deposition process.
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Figure 2.31: Response of a partial monolayer of In2O3 nanoparticles on IDEs to
humidity and H2S. Some electrical noise interrupts measurement between 13.5 and
14.3 hours.

2.5.6 Lithographically-Patterned Gold Nanowire

We studied the effects of hydrogen sulfide (H2S) on lithographically-patterned
gold nanowires, as shown in Fig. 2.32. These were 5-nm-thick layers of gold, about
100 nm wide, with a 3-nm-thick sticking layer of chromium. Electrodes (on the left
and right sides of the figure) were fabricated by photolithography. The nanowires
were then fabricated using standard electron beam lithography techniques. (The size
and placement of the rectangles at the electrode-nanowire interface are important.
If no rectangles had been patterned at the electrode-nanowire interface, there would
be a high probability of lack of contact between the electrode and nanowire, due
to the nanowire’s thinness. Because, in the electron beam evaporator, the angle
between the target and the substrate is constant throughout evaporation and never
exactly 90°, if the rectangles had not surrounded the tips of the electrodes, it would
be possible for the electrodes and nanowires to not make contact depending on the
angle between the target and substrate.)

We placed a constant voltage across the nanowires and observed the change in re-
sistance upon exposure to various gases. As shown in Fig. 2.33, we began by heating
the sample to 70°C and delivering dry, filtered air to the sample and then delivered 10
ppm H2S, which caused the conductance of the nanowire to drop. Further exposures
to higher concentrations of H2S had little effect.
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Figure 2.32: SEM image of lithographically-patterned gold nanowires.

Then, using a Kapton heater, we heated the sample (and the entire CERDIP
it lay on) to 200°C between exposures, and found that under these conditions the
sample recovered and responded to further exposures to H2S (see Fig. 2.34).

We attribute this behavior to the conversion of gold to gold sulfide (AuS) in the
presence of H2S – the reverse reaction can only occur at elevated temperatures.[203]

Au + H2S −→ AuS + H2 ↑ (2.35)

AuS + O2
heat−−→ Au + SO2 ↑ (2.36)

We also tested the response of the nanowire to H2O at 70°C, as shown in Fig.
2.35. We see that the response of nanowire to humidified air alone is negligible, and
the response to H2S is not significantly changed by humidification. These results
are consistent with the interpretation that the gold is converted to gold sulfide when
exposed to H2S. (Note that in this case, the nanowire continues to respond to H2S
exposures, but still doesn’t recover, which is still consistent with our interpretation
of the data.)
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Figure 2.33: Response of lithographically-patterned nanowire to H2S at 70°C. Bottom
graph shows target H2S concentration as a function of time.

Figure 2.34: Response of lithographically-patterned nanowire to H2S, when heating
to 200°C between exposures. Bottom graph shows target H2S concentrations as a
function of time.
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Figure 2.35: Response of lithographically-patterned nanowire to H2S (red) and H2O
(blue).
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Figure 2.36: Response of ”gold line” device to H2S, H2O, and CH4. In the blue
regions, the sample is exposed to 35% and 25% relative humidity, from left to right.

2.5.7 Gold Thin Film

As discussed in section 2.4.5, when trying to pattern devices on suspended micro-
hotplates, we ended up with thin lines of gold along the the edge of the microhotplate
(see Fig. 2.11). We took one of these ”gold line” devices and tested its response un-
der exposure to various gases (see Fig. 2.36). (Device is not shown – there were no
patterned devices on this microhotplate.)

As shown in Fig. 2.36, the behavior with respect to H2S is similar to that of the
lithographically-patterned gold nanowire – the device conductance drops during its
first exposure to H2S, and response to subsequent exposures is very small. Similar
to the nanowire, the ”gold line” response to humidity is negligible. In this test we
also exposed the device to 1% methane and found no response, which continues to
support the claim that the response of a gold film to H2S is due to an effect that is
selective to H2S.

2.5.8 Carbon Nanotube Network

2.5.8.1 Theory and Motivation

As discussed previously, graphene is a one-atom-thick sheet of carbon atoms in a
hexagonal lattice.[147] Single-walled carbon nanotubes (SWCNTs) can be thought of
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as graphene which has been rolled up into a cylinder. Multi-walled carbon nanotubes
(MWCNTs) are a number of concentric SWCNTs. SWCNTs are generally around
a nanometer in width and can be many microns long. Depending on their chirality
(how the graphene is rolled up), they can be either semiconducting or metallic.[187]
If one of the SWCNTs in a MWCNT is metallic, the whole MWCNT is metallic, so
statistically MWCNTs are usually metallic.

SWCNTs have all their atoms exposed to the environment and can have incredibly
high aspect ratios, making them extremely sensitive to gas exposures.[2, 47, 116, 139]
Semiconducting CNTs, in particular, are much more electronically sensitive to gases
than metallic CNTs due to their much lower carrier concentrations.[122]

Gases adsorb on CNTs both physically (e.g. carbon dioxide, oxygen) and chemi-
cally (e.g. ammonia adsorbs both physically and chemically).[120] Goldoni et al.[55]
have found that some gases (oxygen, water, nitrogen) interact mainly with contami-
nants (e.g. Na, Ni) in the CNTs. When these contaminants are removed, the CNTs
are no longer sensitive to these gases, leading the authors to conjecture that the gases
only interact with pure CNTs via dispersion forces.

Gases can affect the conductivity of a CNT in two ways: (a) via charge transfer
from the analyte to the nanotube. A semiconducting SWCNT is p-type in ambient
air, so chemisorption of an electron-accepting analyte increases conductivity and
chemisorption of an electron-donating analyte decreases it; (b) the adsorbed gas
molecule can act as a scattering potential.[122]

In practice it is much easier to measure the conductance of a CNT network than
a single CNT. Though the response of a single CNT is due to the two mechanisms
given above, the response of the CNT network as a whole may be dominated by
other effects. Li et al.[111] theorize that when SWCNTs are exposed to non-polar
molecules, adsorption at the interstitial spaces forms SWNT-molecule-SWNT junc-
tions which leads to intertube charge transfer and modulation of intertube transport.
Varghese et al.[184] found an impedance change upon exposure of CNTs to humid-
ity, ammonia, carbon monoxide, and carbon dioxide. They attribute this to the
modulation of Schottky barriers between metallic and semiconducting CNTs.

The sensing mechanism of CNTs to various gases is obviously still in debate, and
the purpose of this study was to try to shed light on this question.

2.5.8.2 Device

A device like the one tested is shown in Fig. 2.37. The device was fabricated by
Nanomix, Inc. It consists of a network of SWCNTs, with IDEs patterned on top of
it.
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Figure 2.37: A device like that tested. (a) Device 23E1 (labels are upside-down in
figure) is a CNT network with IDEs patterned on top of it. (b) A close up of the
circled area in (a).
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2.5.8.3 Results

We gated the device, and, with the electrodes at a constant voltage difference,
swept the gate voltage, recording the current across the device at various gate volt-
ages, obtaining the curves shown in Fig. 2.38a. The red curve was recorded before
exposure to H2S, the blue curve just after exposure to H2S. Notice that the during-
exposure curve seems to be shifted left with respect to the pre-exposure curve, which
indicates that the number of charge carriers in the CNT network decreased upon
exposure to H2S. Since SWCNTs are p-type in air, the H2S is donating electrons to
the CNTs. This makes sense since H2S tends to be electron-donating.

We also tested the response to humidified air, at approximately 90% relative
humidity at 70°C, as shown in Fig. 2.38b. Notice that the presence of water vapor
shifts the IVg downward and increases hysteresis. The increase of hysteresis by the
presence of water vapor is commonly reported.[122]

2.5.9 Bare Graphene

As discussed previously, graphene is a single-atom-thick sheet of carbon atoms
in a hexagonal lattice. Much research has been devoted to graphene in recent years
due to its many interesting fundamental properties and potential applications.[6, 24,
52, 53, 108, 142, 146, 207] An understanding of graphene’s response to various gases
is interesting as a study of fundamental physics, and is also relevant to its potential
use in various applications, particularly sensing, one of the many exciting fields of
graphene research.[37, 64, 157, 162, 209]

Graphene was grown by chemical vapor deposition (CVD) on copper film and
transfered onto a silicon chip (with a 300-nm thick layer of silicon dioxide on it) using
standard techniques.[156] 30-nm-thick gold electrodes were electron-beam evaporated
using a simple shadow mask of aluminum foil to mask the chip edges and 5 mil wire
to create the electrode gap (see Fig. 2.39). The device was wirebonded and placed
in the gas delivery system.

50 mV was placed across the device and it was placed at 70°C and exposed to dry,
filtered air, then various concentrations of H2S for one minute, as shown in Fig. 2.40.
As shown, the conductance decreased when exposed to H2S. Similar to the carbon
nanotubes, this is probably due to charge donation from the H2S to the graphene.

2.5.10 Graphene with Au Nanoparticles Deposited by Elec-
troless Deposition

This work was discussed in large part in Gutes, et al.[64] I performed gas sensing
experiments.

In many cases, to fabricate graphene-based sensors, graphene is initially decorated
with metal nanoparticles to increase its sensitivity, selectivity, limit of detection, or
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Figure 2.38: Current vs. gate voltage curves of CNT network before and directly
after exposure to (a) 200 ppm H2S and (b) 90% relative humidity.
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Figure 2.39: SEM image of CVD-grown graphene with electron-beam evaporated
electrodes.

Figure 2.40: Response of CVD-grown graphene to various concentrations of H2S.
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Figure 2.41: Schematic diagram of the graphene growth, decoration and transfer pro-
cesses. From a copper foil (a) graphene is grown by CVD (b). Electroless deposition
of a noble metal is performed (c) and PMMA is applied by spin-coating (d). Copper
is etched by a FeCl3 dissolution (e) and after rinsing PMMA/graphene is trans-
ferred onto the sensing transducer (f) with a final PMMA dissolution in acetone (g).
(Courtesy of Ben Hsia.)

a combination of these properties. In most cases the decoration process is performed
by electrochemical reduction of metal salts with the help of external power sources
for the reduction of the metal ions using graphene flakes obtained from graphene
oxide.[121, 175] The transfer process is then performed by drop-casting of the dis-
persed graphene flakes on top of the transducer platform, a method that does not
allow control over the complete coverage of the surface, homogeneous layer formation
or reproducibility of the coverage from sensor to sensor.

We developed a simple and easy-to-implement method to decorate graphene,
grown via CVD on copper substrate,[113] by electroless deposition of the metal using
the copper as the oxidizing agent. Various metals, including gold, palladium, and
platinum were deposited in this way. After the electroless deposition, the decorated
graphene was transferred by spin coating with polymethylmethacrylate (PMMA) and
copper etching process similar to the one described previously by Reina et al.[156]
Figure 2.41 shows the complete process, including the graphene growth, decoration,
and transfer.

Figure 2.42 shows SEM images of graphene on Cu substrate before (a) and after
the electroless deposition of gold (b), platinum (c) and palladium (d). The par-
ticular conditions for the three depositions were in all cases a 1mM dissolution of
the corresponding metal salts (KAuCl4, K2PtCl4 and K2PdCl4 respectively, Sigma
Aldrich) and an immersion time of 60 seconds. It is interesting that under the same
experimental conditions, the three metals behave differently. Platinum forms smaller
nanoparticles with a lower density while gold and palladium tend to present simi-
lar reactivities with higher nanoparticle densities and diameters when compared to
platinum.

Raman spectroscopy was also preformed on the metal nanoparticles and graphene.
Figure 2.43 shows the Raman spectra of graphene on copper before the electroless
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Figure 2.42: SEM images of graphene on copper before (a) and after a 60 seconds
immersion time in a 1mM dissolution of KAuCl4 (b), K2PtCl4 (c) and K2PdCl4 (d).
Lines along the surfaces correspond to copper substrate flattening process during
manufacturing. (Courtesy of Dr. Albert Gutes.)
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Figure 2.43: Raman spectra obtained on graphene on Cu before (black line) and
after an immersion in a 1mM KAuCl4 dissolution for 60 seconds. (Courtesy of Dr.
Albert Gutes.)

deposition of gold (black line) and after an immersion of 60 seconds in a 1mM of
KAuCl4 (red line). As can be observed the G to D peak ratio decreases substantially,
pointing out increased defects in the graphene structure during the metal deposition,
caused by the interaction of the metal with the graphene lattice.

We fabricated a device we could use to characterize the graphene/metal nanopar-
ticle system’s electrical response to gases. A 5 x 5 mm Au decorated graphene sheet
was transferred using the PMMA stamping method onto a transducer consisting of
two opposing gold comb-shaped electrodes of 25 m width, separated by a 25 m gap.
Figure 2.44a shows the schematic fabrication of the platform while Figure 2.44b shows
the SEM image of the obtained electrodes. Raman spectroscopy was performed after
the transfer to ensure the complete removal of PMMA and to verify the quality of
the transferred graphene. Because of the known interaction of gold with hydrogen
sulfide, this gas was used as test molecule.

The device was exposed to varying concentrations of H2S for 60 seconds every 30
minutes while applying a 50 mV source-drain bias. Figure 2.45 shows the response
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Figure 2.44: (a) Schematic fabrication of the Au-comb electrode. (Courtesy of Ben
Hsia.) (b) SEM image of the fabricated device. Scale bar correspond to 25 microns.
(Courtesy of Dr. Albert Gutes.)

(in red) in terms of change in conductivity obtained during introduction of varied
H2S concentrations (in black) into the flow cell. As can be observed the response of
the device is relatively slow and also not reversible due to the formation of strong S
- Au bonds.

These results demonstrate the possibility of using a simple approach to develop
new transducing materials for sensing applications. In this particular case, for the
determination of H2S, we believe that the integration of a microheater that could
facilitate the desorption of the bonded H2S-derived species could help in the recovery
of the sensor’s baseline.

Because of the simplicity in the decoration process we believe that the proposed
method could be easily integrated into the already existing roll-to-roll fabrication
methods,[5] allowing the mass production of sensing devices. In addition, future
works could combine the developed substrates with the integration of biomolecules
and biomarkers towards the development of electrochemical biosensors.
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Figure 2.45: Au-decorated graphene sensor response (red line) during an H2S ex-
posure profile (black line). (Data taken by me. Image constructed by Dr. Albert
Gutes.)
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Chapter 3

Carbon Nanotube Oscillator

3.1 Introduction

The following work was performed in collaboration with Prof. Jeffrey Weldon,
Dr. Benjamin Aleman, and Dr. William Gannett, and was published in large part
in Weldon, et al.[195]

Nanoelectromechanical systems[36] (NEMS) which are based on vibrating me-
chanical elements have demonstrated excellent performance for many applications
including chemical sensing,[112, 186, 189] mass sensing,[78] and high frequency sig-
nal generation.[48] Although the mechanical element in these systems is nanoscale,
large external components, such as high frequency signal sources,[124, 181] ampli-
fiers, and integrated circuits,[48] are necessary to drive the oscillations. To actualize
true nanoscale integrated systems, such components need to be mostly eliminated.
Here, I report on the achievement of controllable self-oscillations in isolated, singly-
clamped field-emitting carbon nanotubes (CNTs) driven only by a single DC bias
voltage. A model is developed which correctly predicts the onset of self-oscillations as
a function of device geometry and material properties. Using this model, we design
and fabricate top-down low voltage self-oscillating NEMS devices which are suitable
for large-scale integration.

By definition, passive resonators need high-frequency sources to drive their oscilla-
tions. Active oscillators do not require such a source, but they do need active feedback
circuitry to achieve oscillations. In the case of resonant NEMS devices, the desired
size and power benefits are invariably offset by the bulky control electronics required
for oscillation. Some self-oscillation approaches have been explored.[42, 48, 166] Re-
cent observations of oscillations in nanowires[3] are encouraging, but unfortunately
there is neither a clear understanding of the underlying drive mechanism nor the
required geometry to enable reliable, self-oscillation-based NEMS devices. Here,
we elucidate the required geometry for NEMS self-oscillators, and our quantitative
model establishes comprehensive design parameters for scalable devices.
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Figure 3.1: Schematic of setup used for testing self-oscillations in carbon nanotubes.
We apply a DC bias voltage between the nanotube and counter electrode, which
causes field emission from the nanotube to the counter electrode. We use an ammeter
to measure the field emission current. (Courtesy of Dr. Jeff Weldon.)

3.2 Observed Phenomenon

We employ a singly-clamped cantilevered field-emitting[3, 78, 79] carbon nan-
otube as a prototypical oscillator, as shown schematically in Fig. 3.1. When a suffi-
ciently high DC bias is applied between the nanotube and a nearby counter electrode,
self-oscillations begin. Of critical importance in achieving reliable self-oscillations is
the angle between the longitudinal axis of the nanotube and the counter electrode – a
nanotube oriented parallel to the surface can self-oscillate while one oriented perpen-
dicular to the surface cannot. A transmission electron microscope (TEM) image of
a multi-walled carbon nanotube (MWCNT) connected to a conducting atomic force
microscope tip with orientation parallel to an electrode surface is shown in Fig. 3.2.
As the bias voltage is increased from zero the nanotube bends toward the counter
electrode (Figs. 3.2a,b) and field emission occurs.[51, 56] Subsequent increases in
the bias voltage result in an increase in the field emission current (∼ 0.1 – 1 µA)
and above a critical, device-specific onset voltage Vo, sustained self-oscillations be-
gin. Fig. 3.2c shows a TEM image of a vibrating nanotube biased past Vo into
the continuous self-oscillation mode. Due to the high frequency of the vibrations
(∼ 4 MHz), the nanotube is blurred and only the oscillation envelope (highlighted
for clarity) is observable. (A movie displaying the onset of sustained self-oscillations
can be found in the supplementary information of Weldon, et al.[195]) A plot of
field emission current and voltage vs. time for the same device driven through Vo (
= 65 V) is shown in Fig. 3.2d. These data illustrate an important and consistent
observation in our experiments: the onset of self-oscillations coincides with a spike
in current at Vo. Note that the data of Fig. 3.2d were taken at a low sampling
rate; the response signal is therefore coarse-grained and does not directly reflect the
oscillatory response for V > V o.

First, we examine the fundamental mechanism of self-oscillations in cantilevered,
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Figure 3.2: TEM images and experimental data during self-oscillation experiments.
a) A TEM image of the nanotube at zero bias (scale bar is 0.2 µm). The nanotube
is about 2.8 µm long and 2.8 µm from the counter electrode. b) A TEM image
of the biased nanotube. The nanotube is charged so the electrostatic force draws
the nanotube toward the counter electrode. c) A TEM image of a self-oscillating
nanotube. The nanotube is not easily visible while it is vibrating; dashed lines,
which delineate the vibration amplitude, have been added for clarity. Though the
nanotube seems to contact the counter electrode, it does not. The vibration plane is
behind the visible edge of the counter electrode. d) The field emission current and
applied bias as a function of time. The nanotube begins sustained self-oscillations
at 66 V. The start of continuous self-oscillations coincides with a large current spike.
(Courtesy of Dr. Benji Aleman and Dr. Jeff Weldon.)
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field-emitting tubular nanostructures. Then we develop a detailed model which ac-
counts for nanotube and electrode geometry. Using the model’s predictive power, we
design and fabricate, by a top-down approach, scalable NEMS self-oscillation devices
with engineered oscillation frequency and turn-on voltage.

3.3 Theoretical Description

3.3.1 Overview

The nature of the self-oscillations can be qualitatively understood by examining
the forces on the nanotube and the effect the forces have on the field emission cur-
rent. When the nanotube bias is below V0 it is pulled towards the counter electrode
by the electrostatic force resulting from charge accumulations on the nanotube and
the counterelectrode. This attractive force is balanced by the repulsive mechanical
restoring force of the bent nanotube cantilever. As is observed experimentally, vi-
brations begin when a burst of electrons discharges from the nanotube. The rapid
discharge temporarily diminishes the attractive electrostatic force and, as the re-
sult, the mechanical restoring force suddenly dominates. Because of the significant
resistance and capacitance of the system, there is a time delay in recharging the
nanotube, and thus the nanotube is quickly pulled away from the counter electrode.
The step-like forcing function initiates nanotube mechanical vibrations. The rapid
discharge of electrons is analogous to the plucking of a guitar string. However, in
the case of the nanotube, the vibrations are sustained indefinitely because the cy-
cle of rapid discharge and repulsion (i.e. the plucking) repeats itself, much like the
continuous strumming of a guitar string.

3.3.2 The Origin of the Current Spike

We now take a closer look at field emission from cantilevered and mechanically
flexed nanotubes. This serves to explain the origin of the current spike which initiates
self-oscillations and allows us, based on geometrical device parameters alone, to
predict the onset voltage for self-oscillations. Field emission occurs when electrons
tunnel through the potential barrier near an object’s surface into nearby vacuum.[51,
56] The tunneling current is greatly enhanced in one-dimensional structures, such as
nanotubes,[39] because of the higher local electric fields found at their tips. Fig.
3.3a shows a finite-element simulation of the field produced by a straight nanotube
near a flat, conducting electrode. The electric field is clearly larger at the tip than
along the length of the nanotube. Fig. 3.3b shows the field of the same nanotube
now bent toward the counter electrode. The field near the tip significantly increases
as the distance to the counter electrode is reduced. (This conclusion is not obvious
without simulation. As the tube bends towards the electrode, the distance between
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Figure 3.3: Simulations of the electrostatic properties of a 3 µm long, 5 nm radius,
carbon nanotube at 50 V. The nanotube is 1.5 µm from the counter electrode, which
is shown in gray. a) The electric field near a straight carbon nanotube. The electric
field is enhanced at the tip of the nanotube due to the increased curvature there. b)
The electric field near the nanotube when it is bent close to the counter electrode.
Note that the electric field at the tip is significantly larger than the field at the tip of
the straight tube. c) The electrostatic potential energy landscape near the tip of the
nanotube. The barrier for field emission is substantially smaller for the bent tube,
indicating that the field emission current will be larger. d) The surface charge density
distribution over the length of the nanotube. The charge can be approximated as a
combination of that of an infinitely long cylinder, shown as the dotted line, and a
concentrated charge at the tip. (Parts (a,b,d) created by me. Part (c) courtesy of
Dr. Benji Aleman and Dr. Jeff Weldon.)
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the tip and the electrode decreases, which tends to increase the field at the tip.
However, at the same time, the field enhancement factor of the system decreases.
Simulation was needed to determine which effect dominated.) This increased field
leads to a reduced potential barrier at the tip, as shown in Fig. 3.3c, which in turn
causes the field emission current to increase as the tube nears the counter electrode.
The nanotube quickly moving towards the counter electrode causes the current spike
associated with the onset of self-oscillations. This rapid movement can be quantified
by analyzing in greater detail the total force acting on the nanotube.

3.3.3 Forces on the CNT

The electrostatic forces acting on the nanotube are primarily capacitive in na-
ture. One may suspect that the charge on the nanotube is concentrated at the tip
since it has very high curvature relative to the rest of the nanotube, and that the
electromagnetic force on the nanotube can therefore be approximated as a force on
the tip. A finite element model was important here, because it in fact came to the
somewhat counter-intuitive conclusion that the nanotube is long enough that most
of the charge lies on the sidewall. (Fig. 3.3d.)

The total charge on the tube is the sum of charge on the sidewall and on the tip.
We approximate the sidewall charge as that of an infinitely long cylinder (dashed
curve in Fig. 3.3d) and use standard techniques[77] to solve for the capacitive sidewall
force,[40, 66]

Fs(x, Vt) =
πε0L sin θ√

(d0 − x/2)((d0 − x/2) + 2r) arcCosh2

(
1 +

d0 − x/2
r

)V 2
t . (3.1)

Here x is the displacement of the nanotube tip, d0 is the initial distance (i.e. when
Vt = 0) from the tip to the counter electrode, L is the length of the nanotube, r
is the nanotube radius, Vt is the voltage of the nanotube with respect to the coun-
terelectrode, θ is the initial angle the longitudinal axis of the tube makes with the
normal to the ground plane, and ε0 is the permittivity of vacuum. The tip charge is
approximated with a parametrically derived expression for flat-end nanocylinders[86]
modified to account for the closed end of the nanotube,[89] resulting in the electro-
static force acting on the tip of the nanotube:

Ft(x, Vt) =
0.85πε0((d0 + r)2r)1/3 sin θ

2
√

(d0 − x)((d0 − x) + 2r) arcCosh2

(
1 +

d0 − x
r

) (3.2)

The elastic response of the nanotube is given by two components corresponding
to the applied sidewall and tip forces. The spring constants associated with the
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Figure 3.4: Electromechanical modeling of self-oscillating carbon nanotubes. This
figure shows the deflection at equilibrium of the tip of a nanotube with a 10 nm
radius as a function of bias voltage for a tube of length 3 µm with various initial
distances between tube and electrode (1, 2, 3, and 4 µm.) The vertical asymptotes
for each curve occur at the voltage at which no equilibrium deflection exists for the
tube and the tube becomes unstable. (Courtesy of Dr. Benji Aleman.)

electrostatic forces on the sidewall and tip are ks = (8EI)/(L3) = (8πEr4)/(4L3) and
kt = (3EI)/(L3) = (3πEr4)/(4L3) , respectively, where E is the Young’s modulus
(approximately 1 TPa[197] for a carbon nanotube), and I ≈ πr4/4 is the areal
moment of inertial.

3.3.4 Equilibrium Tip Deflection and Self-Oscillation Onset
Voltage

Eqs. 3.1 and 3.2 govern the rapid nanotube deflection which initiates the self-
oscillations. The equilibrium tip deflection x = Fs/ks+Ft/kt is plotted in Fig. 3.4 for
selected values of initial tip-counter electrode separation d0. The plots reveal that the
tip position becomes unstable at a critical voltage, identified by the vertical lines in
Fig. 3.4. At this critical voltage V0 the attractive electrostatic force overwhelms the
repulsive elastic force and the nanotube is rapidly drawn to the counter electrode.
This runaway bending has been seen previously in NEMS switches;[85, 86] here,
however, the nanotube is positioned in such a way that it cannot reach the counter
electrode.

The critical voltage V0 at which the nanotube position becomes unstable and self-
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Figure 3.5: Electromechanical modeling of self-oscillating carbon nanotubes. a) The
total force on the nanotube as a function of tip position for a selection bias voltages
(5–60 V at 5 V intervals). Stable equilibrium positions are at the first zero of each
curve and increase, as expected, with increasing voltage, and do not exist for the 55
V and 60 V curves. b) Nanotube instability voltages as a function of tube length
for various initial tube–electrode distances (1, 2, 3, and 4 µm). The inset shows
how the instability voltage increases with tube radius for a tube of length and initial
tube–electrode distance of 3 µm. The tube is initially parallel to the electrode in all
cases. (Courtesy of Dr. Benji Aleman.)
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oscillations commence can be evaluated directly from geometric device parameters
(r, L, d0, θ). Fig. 3.5a is a plot of the total force (the sum of Eqs. 3.1, 3.2, and
an effective spring force based on kt and ks) as a function of nanotube length and
for bias voltages Vt ranging from 5 to 60 V at 5 V intervals. The first zero of each
curve corresponds to the stable equilibrium deflection of the nanotube for a given Vt;
this equilibrium deflection increases with increasing voltage. The instability voltage,
V0, of the system is given by the lowest voltage for which no zero exists, and can
be calculated by finding a Vt such that F (x, Vt) > 0 for all x. These calculations
were carried out on a tube of radius 10 nm; the results can be seen in Fig. 3.5b
for continuous values of tube length and various fixed initial tip-to-counter-electrode
distances. The inset of Fig. 3.5b illustrates the behavior of the instability voltage
with varying nanotube radius. In general, the instability voltage, Vo, increases for
shorter tubes, larger tube radii, and larger initial tip-to-counter-electrode distances.
As an example, for the device geometry shown in Fig. 3.3, the model predicts
V0 ≈ 55V , which, given the uncertainty in the position of our bottom-up devices and
the approximations of the model, is in excellent agreement with the experimentally
observed V0 = 66 V.

3.3.5 Criteria for Sustained Self-Oscillations

Sustained self-oscillations occur for applied bias Vt > V0, but only if the decay
time for mechanical oscillations, given by 2Q/ω0 where Q is the quality factor and ω0

is the natural frequency of oscillation, is on the order of or greater than the recharging
time, given by the RC time constant of the circuit. For the experiments described
above, we estimate 2Q/ω0 ≈ 10−4 and RC ≈ 10−5, consistent with our interpretation
of the model. Also, if the bias is very close to, but just under V0, fluctuations (for
example, those associated with field emission current noise) can temporarily kick
the system into self-oscillation mode. While such oscillations may last for several
seconds, they are not sustainable.

3.4 Model Facilitates Large-Scale Fabrication

Bottom-up fabricated self-oscillating devices such as described above are ex-
tremely useful test structures, but their tedious serial assembly process gives them
limited practical value. Since our model explicitly outlines the role geometric param-
eters play in self-oscillations, it facilitates the engineering of self-sustaining NEMS
oscillators for large-scale fabrication. Fig. 3.6a summarizes the geometric require-
ments (assuming L = d0) for designing self-oscillating cantilevered devices that oper-
ate within a certain desired dc bias voltage range. For example, the graph indicates
that a 10-µm-long carbon nanotube will self-oscillate for an applied bias V t ≥ 10V
if r < 7 nm, while a 1 µm long tube will oscillate for similar values of Vt if r < 2.5
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Figure 3.6: Geometric design landscape and fabrication of carbon nanotube NEMS
oscillators. a) A contour plot of the self-oscillation onset as a function of nanotube
length and radius. Initial tip-electrode distance is always set equal to nanotube
length. (Courtesy of Dr. Benji Aleman.) b) A top-down fabricated carbon nanotube
NEMS oscillator demonstrating sustained self-oscillations at 40 V; the inset shows
the nanotube at 0 V (scale bars are 1 µm). (Courtesy of Dr. Will Gannett, Dr.
Benji Aleman, and Dr. Jeff Weldon.)
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nm.

3.5 Proof of Concept: Self-Oscillator Fabricated

Using Scalable Techniques Agrees with Model

We now employ scalable methods to fabricate fully integrated self-oscillating
NEMS structures with predetermined performance characteristics. We use stan-
dard optical and electron-beam lithography, microfabrication processing, and simple
nanotube deposition techniques (spin casting) to produce fully suspended nanotube-
based oscillators with well-defined L, d0, r, and θ. In the inset of Fig. 3.6b is a TEM
image of a suspended MWCNT and a lithographically defined counter-electrode,
under no bias. Fig. 3.6b shows the same device biased into self-oscillations. For
this device, V0 was determined experimentally to be 40 V, which agrees within 10%
of model predictions. To facilitate TEM characterization, the device architecture
shown in Fig. 3.6b was chosen; it was realized by performing all processing on a
thin Si3N4 membrane that was then etched to produce the suspended structure.
Of course, much simpler membrane-free approaches are possible that suspend nan-
otubes over trenches[153] and that exploit techniques for the controlled placement of
highly-aligned SWCNTs[74] or MWCNTs.[204]

3.6 Conclusion

In closing, we have demonstrated controllable, sustained self-oscillations with
carbon nanotube NEMS. Additionally, we have used an electromechanical model to
develop a full understanding of this behavior and have defined the necessary param-
eters for proper design of device architectures. Guided by these design parameters,
we have fabricated operational top-down devices. The successful top-down fabrica-
tion of NEMS self-oscillators has important implications for future highly-integrated,
chip-based systems, such as sensors,[78] logic and memory elements,[48] and high-
frequency NEMS switches,[87] which can in principle be tailored to operate at dc
bias voltages under 10 V.

3.7 Methods

J. Weldon conceived of and designed the experiments. J. Weldon and B. Aleman
performed the experiments. I performed finite element simulations. B. Aleman
developed the model. J. Weldon and B. Aleman interpreted the model and simulation
results. B. Aleman conceived of and fabricated the top-down devices with assistance
from J. Weldon and W. Gannett.
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All electron transport measurements were performed with a PC-controlled Keith-
ley 2410 using code written in Labview, and all TEM characterization was done using
a JEOL 2010 TEM equipped with a Gatan digital Multiscan Camera. Transport mea-
surements on bottom-up devices were performed using a manipulation stage (HS100
STM-Holder™ with SU100 Control System, Nanofactory Instruments AB, Sweden).
Transport measurements on top-down devices were performed using a custom-built
TEM stage.

Bottom-up devices were fabricated using arc-grown MWCNTs as described by
Martinez et al.[127] To attach a nanotube to an AFM or STM tip, a nanomanipulator
was utilized inside of a SEM. A sample of nanotubes was prepared on the edge of a
piece of a razor blade with the nanotubes protruding from the edge. In the SEM, the
AFM tip was moved so that it was touching a single nanotube. A gas injection system
was then utilized to weld the nanotube to the AFM tip. Then either the nanotube
was burned in half by a high current or the nanomanipulator was retracted, pulling
the nanotube off the razor blade. The sample was then positioned in the TEM by a
second nanomanipulator.

Top-down devices were fabricated by drop casting arc-grown MWCNT onto TEM
transparent Si3N4 membranes[206] and then defining an electrode structure using
electron beam lithography. After all electrodes had been defined, an SF6 reactive ion
etch was used in order to remove the Si3N4 membrane and thus suspend the carbon
nanotube.

The electrostatic simulations (results shown in Fig. 3.3) were done with COMSOL
Multiphysics, a commercially available finite element modeler. The nanotube was
modeled as a 3 µm long, 10 nm wide bendable cylinder with a hemispherical cap.
The counter electrode was 1.5 µm from the base of the tube, at a bias of 50 V. In all
other directions, electrically insulating walls were placed 1-1.5 µm from the tube.

In the simulations which solved for the field and potential in space (Fig. 3.3a-c),
the nanotube was constructed in SolidWorks and then imported into COMSOL. Its
shape was approximated by the equation for a beam with a force applied at the tip,

d(z) = dtip(
1

2
u(z)3 − 3

2
u(z) + 1), (3.3)

where the z axis is the axis of an undeflected beam (with z = 0 at the base of the
beam), d is the deflection of the beam and

u(z) = 1− z/L (3.4)

where L is the length of the beam. The counter electrode was modeled as a plane.
In simulations of the charge density distribution, the tube was straight and the

counter electrode was modeled as a cylinder surrounding the tube. This gives the
same qualitative result as a model in which the counter electrode is a plane, with
the benefit of reduced memory needs and simulation time due to the model’s axial
symmetry.
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Chapter 4

Graphene Nanoribbons Obtained
by Electrically Unwrapping
Carbon Nanotubes

4.1 Introduction

This work was performed with Dr. Kwanpyo Kim and was published in large
part in Kim, et al.[92] I performed all simulation work and Dr. Kim performed all
experiments.

Graphene nanoribbons (GNRs) are attractive candidates for nanoelectronics,
spintronics and nanoelectromechanical systems (NEMS).[18, 28, 27, 65, 81, 101, 114,
173, 174, 208] Lithographic and chemical methods have been used previously to pro-
duce GNRs from layered graphite or suitably prepared graphene.[28, 27, 65, 114] Al-
ternatively, GNRs have been produced from multi-wall carbon nanotubes (MWNTs)
using chemical oxidation, argon plasma etching, intercalation, metal particle-assisted
unzipping, or high dc current.[18, 45, 81, 94, 101, 172, 208] High-quality (typi-
cally arc-grown) MWNTs are attractive starting materials as they display excel-
lent current carrying capacity indicative of low defect concentration.[31, 32] Interest-
ingly, nanoribbons derived from collapsed carbon nanotubes were reported already in
1995.[30] Employing MWNTs or single-wall nanotube (SWNTs) with narrow diame-
ter distributions, unzipping approaches offer the possibility of large-scale production
of narrow GNRs with well-controlled widths. Unfortunately, available unzipping
methods have serious drawbacks related to surface contamination and introduction
of structural defects, resulting in mechanical and electrical degradation.[18, 45, 81,
101, 172, 208] Highly desirable would be a MWNT unwrapping method with no
reliance on harsh chemical or other detrimental treatment, with the ability to pre-
serve (or even enhance) the quality of the MWNT fabric. Electrical current-induced
unwrapping of MWNTs for GNR production is an interesting approach to this re-
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quirement. Recently it was demonstrated that high electrical currents can be used to
unwrap MWNTs into GNRs, but the quality of the GNRs derived was not thoroughly
examined, thus urging more extensive investigation.[94]

At very high electrical bias, MWNTs can display superplasticity,[73, 72] or un-
dergo structural failure through concentric wall-by-wall breakdown or blow-out with
associated staircase-like current drops.[31, 32, 71, 206] In vacuum, this breakdown is
believed to be driven by resistive heating and thermal bond breaking (as opposed to
oxidation, as might occur during blow-out in air[32]). We here apply the technique
of current-induced electrical breakdown of MWNTs to produce GNRs. The key
is to avoid the typical catastrophic wall blow-out, but instead promote controlled
thermally-induced unwrapping of the outer walls of the nanotube. Using in situ
transmission electron microscopy (TEM), we also characterize GNRs structurally
and electrically, including situations for which the GNR is severely mechanically
flexed. GNRs derived from this method have high current-carrying capacity, which
demonstrates that this is a promising technique for obtaining high quality GNRs
from MWNTs.

4.2 Results and Discussion

Figure 4.1 shows schematic drawings of the fabrication process of extracting a
GNR from a MWNT. Using a movable electrode, a MWNT is contacted and un-
wrapping of the outer walls is induced via an applied electrical current through the
contact and tube. With proper voltage bias control, only part of the MWNT outer
wall (upper portion in the schematic) is severed and, as shown in Figure 4.1(c), a
precursor GNR is created which clings to the remaining MWNT inner core. The
GNR is then systematically removed from the MWNT via sliding between the GNR
and the MWNT inner core, as shown in Fig. 4.1(d). The newly formed GNR can
easily be completely removed from the MWNT, or, most importantly, the sliding
process can be terminated when a desired amount of GNR has been slid off. This
leaves a preselected length of GNR fully suspended in vacuum, with each end elec-
trically and mechanically attached to a conducting electrode (the remaining portion
of the MWNT serves as one electrode).

Figure 4.2(a) shows a TEM image of a GNR experimentally derived from a
MWNT using the electrical-current-induced unwrapping technique. Modeling of the
thermally-induced nanotube wall-rupture mechanism is discussed later in this article
and the supporting information. The GNR is fully suspended in vacuum, with each
end electrically and mechanically attached to a conducting electrode. The original
MWNT (30 nm diameter) from which the GNR is derived is located on the right side
of the GNR. The length of the GNR is about 300 nm and the width, uniform along
the ribbon axis, is 45 nm, suggesting about half (circumferentially) of the MWNT
outermost shells were vaporized during the electrical unwrapping process. In Figure
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Figure 4.1: Schematic drawings of a graphene nanoribbon (GNR) fabrication from a
multi-wall carbon nanotube (MWNT). In the schematic, a double wall carbon nan-
otube (DWNT) is chosen for simplicity. (a) MWNT before the partial wall rupture.
(b) Electrical current induces rupture of the outer wall of a MWNT. (c) Partial outer
wall rupture of a MWNT results in a precursor GNR which is under the MWNT
inner core. (d) Inter-shell sliding between the GNR and the inner core results in a
suspended, electrically contacted GNR. (Courtesy of Dr. Kwanpyo Kim.)
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Figure 4.2: TEM images and electrical transport measurement of a GNR derived
from a MWNT. (a) TEM image of a GNR derived from a MWNT via the electrical
rupture and unwrapping method. The original MWNT from which the GNR is
derived is shown on the right side; it continues to serve as a mechanical support
and electrical contact for the GNR. (b) Electrical transport measurement of the
same GNR. The blue diamond and red square dots are the electrical current and
differential conductance at given voltages, respectively. The solid line is a guide to
the eye for the differential conductance. At low voltages (< 0.5 V), the resistance is
linear. With higher bias, the conductance increase with increasing bias. (Courtesy
of Dr. Kwanpyo Kim.)

4.2(b), the two-terminal electrical transport for the same GNR is shown. The blue
diamond and red square dots are respectively the electrical current and differential
conductance at given bias voltages. At low bias voltages (< 0.5 V), the response is
mostly linear, while at higher voltages the conductance increase with increasing bias
voltage, similar to the behavior observed in MWNT two-terminal electrical transport
measurements.[71]

Graphene and GNRs have remarkable mechanical properties[16, 27, 93, 108] which
make them promising materials for NEMS and flexible devices. To exploit graphene
and GNRs for electromechanical purposes, it is crucial to characterize electrical trans-
port under mechanical deformation conditions, but there have been few studies on
this subject. The conductance of graphene films has been observed to drop reversibly
when the films are subjected to bending or stretching.[93] The GNR isolation and
mounting configuration described here affords highly controlled reversible flexing and
simultaneous electrical measurement of a single GNR. Figures 4.3(a-c) show a series
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Figure 4.3: Flexing of a GNR and concurrent electrical measurement. (a-c) Sequen-
tial TEM images during the flexing process. (d) I-V curves for corresponding flexed
states (figures a-c) of the GNR. The two-terminal conductance stays the same even
with the dramatic mechanical deformation of the GNR. (Courtesy of Dr. Kwanpyo
Kim.)

of TEM images acquired during a mechanical deformation of the GNR. Clearly,
the GNR shows dramatic distortions as the MWNT electrode is moved to the left,
closing the gap between the electrodes. As the degree of flexing is changed, concur-
rent two-terminal electrical transport measurements are performed. Figure 4.3(d)
shows I-V curves for each deformation state (a-c) of the GNR. The main result is
that the two-terminal resistance remains constant even with dramatic flexing of the
GNR. This indicates that conductivity of GNRs (and presumably properly mounted
graphene) can be maintained even under severe mechanical deformations such as
high angle flexing. These results would also imply that rippling, which can occur
on suspended graphene,[131] does not substantially modify the intrinsic electrical
transport properties of graphene or its derivatives.

The ultimate current-carrying capacity of GNRs, and their failure mode under
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extreme bias conditions, is of great interest. We find that suspended GNRs can carry
large currents without failure. For the specimen of Figure 4.2, a maximum two-
dimensional current density of ∼22 A/cm is obtained, comparable to that found for
exfoliated graphene on a substrate.[54, 138] Notably, the GNR is here suspended in
vacuum, and thus the central portion is not well thermally anchored and presumably
at elevated temperature. This suggests an even higher ultimate current limit is
possible for thermally anchored GNRs.

Figure 4.4 shows the results of a suspended GNR intentionally driven to electrical
failure. TEM images of the GNR and corresponding transport data are shown. As
seen in Figure 4.4(c), the GNR is stable and the current remains constant (∼100 A)
for an applied bias of 2.5 V. As the bias is increased to 2.6 V, the current begins
to drop and the middle part of the GNR diminishes in width (Figure 4.4(a)). With
fixed bias, the current asymptotically approaches ∼65 A as shown in Figure 4.4(c).
During the GNR breakdown, no staircase-like current drops are observed, indicating
no dramatic ”quantized” geometrical configurations; the GNR width gradually and
smoothly diminishes. As the electrical bias is increased to ∼3 V, the GNR fails
catastrophically at the central part and current drops to zero, as shown in Figure
4.4(b). The breakdown mechanism of the GNR under high bias is likely due to
carbon atom sublimation from the GNR edges due to high temperatures,[17, 80]
Related current-induced ”shrinking” of carbon nanotubes has been reported.[205]

We now examine in more detail the electrically-induced MWNT rupture and
unwrapping mechanism that leads to GNR formation. The key is the asymmetric
electrode contact at the tip of the MWNT. This side-contacting results in asymmetric
electrical and thermal transport conditions near the tip of the MWNT. Most notably,
this results a sharp temperature difference between the non-contacted and contact
outer surfaces of the MWNT near its tip. The non-contact side of the MWNT tip
achieves a higher temperature than the contact side, and this is where the unwrap-
ping (ejection of carbon atoms) is initiated. The asymmetric breakdown process is
documented in Figure 4.5. Figures 4.5(a-e) show a series of TEM images for the
asymmetric side-contact condition. At the bottom of the MWNT tip, amorphous
carbon and MWNT composite serves as an electrode. As the bias on the MWNT is
increased, the onset of MWNT shell breakdown occurs, as shown in Figures 4.5(b-
c). The non-contact side of the MWNT tip experiences faster electrical breakdown.
Along with the breakdown, the inner core shells of the MWNT easily slide with re-
spect to the outer shells as shown in Figure 4.5(d), due to thermal agitation. The
contact side of the MWNT tip in Fig. 4.5(d) has more intact layers (eight layers)
than the non-contact side (two layers), as indicated by the arrows, which shows
clearly that the wall breakdown occurs faster in the non-contact side. MWNT walls
at the contact side, which do not have corresponding walls at the other side, readily
evolve to low-curvature strips with edges, i.e. GNRs. In Figure 4.5(e), the inner core
of the MWNT can be seen displaced left with respect to the outer shells. The GNR
structures are now nearly isolated.
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Figure 4.4: Electrical breakdown of a GNR. (a) TEM image of a GNR after partial
electrical breakdown. The central part of GNR has shrunk which implies diffusive
electrical transport processes along the GNR. (b) TEM image of the GNR after
total breakdown. (c) Voltage and current variation in time during the electrical
breakdown. Stable two-dimensional maximum electrical current density is about 22
A/cm. The lack of a staircase-like current drop suggests that the GNR undergoes
gradual, not quantized, breakdown. (Courtesy of Dr. Kwanpyo Kim.)
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Figure 4.5: Asymmetric rupture of outer shells of a MWNT. (a-e) Sequential TEM
images of an asymmetric rupture of MWNT outer shells. (a) Electrical current passes
though the MWNT. At the bottom of the MWNT tip, MWNTs and amorphous
carbon composite serve as an electrode. (b-c) MWNT walls start to undergo an
electrical rupture. The non-contacted side of the MWNT tip ruptures first. (d) The
inner core of MWNT slides to the left with respect to the outer shells. In the outer
shells, it is clear that the contact side of the tip has more layers (eight layers) than the
non-contact side (two layers). (e) The inner core of the MWNT slides farther with
respect to the outer shells. Around the MWNT tip, a GNR-like structure appears.
(f) Temperature profile of a MWNT and an electrode contacting the side of the
tip from finite element analysis. Due to Joule heating, the area near the MWNT-
electrode contact generally has a higher temperature than other parts of the system,
reaching temperatures above 3000 K. (g) Zoomed-in image and temperature profile
of the MWNT tip contact region. Temperature profile along line ABC shows that
the non-contact side of the MWNT reaches higher temperatures than the contact
side because the electrode acts as a heat sink. (Parts (a-e) courtesy of Dr. Kwanpyo
Kim. Parts (f) and (g) are the results of my simulations.)
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We carry out finite element analysis on a side-contact MWNT geometry to quan-
tify the asymmetric temperature distribution at the MWNT tip. The detailed anal-
ysis procedure is presented in the supporting information. We model the MWNT in
the high-bias limit as a single cylinder with uniform, isotropic conductivity.[31, 32,
205, 206] Figure 4.5(f) shows the simulated temperature profile of a MWNT and an
electrode contacting the side of the MWNT tip. Due to Joule heating, the area near
the MWNT-electrode contact generally has a higher temperature than other parts
of the system, reaching temperatures above 3000 K. A close look at the temperature
profile of the MWNT tip shows that the non-contact side reaches higher tempera-
tures than the contact side (Figure 4.5(g)). This results from the electrode serving
as a heat sink. The width of the MWNT wall segment that is above the critical
temperature for carbon sublimation (approximately 3200 K[10]), along with MWNT
outer circumference, dictates the final GNR width.

4.3 Methods

4.3.1 TEM Experiments

Experiments are carried out inside a JEOL 2010 transmission electron microscope
(TEM) operated at 100 keV, employing a nanomanipulation platform (Nanofactory
Instruments AB). We choose this low acceleration voltage to minimize electron beam
damages to MWNTs and GNRs. Arc-grown MWNTs are attached to an aluminum
wire using conductive epoxy and the wire is then mounted to the stationary side
of the holder. An etched tungsten probe is mounted to the opposite mobile side
of the holder. A bundle of MWNTs or amorphous carbon-MWNT composite on
the tungsten probe serves as a mobile electrode The probe is moved such that the
mobile electrode touches the tip of a MWNT on the wire, creating a MWNT-MWNT
contact. A stable electrical and mechanical contact at the inter-MWNT junction is
established by annealing with high electrical current. The sliding process between
MWNT core and shell/GNR is maintained at a rate of 1-10 nm/sec. A Keithley
2400 SourceMeter is used for electrical bias and current readout across the MWNT.
Five nanotubes have been unwrapped using this electrical breakdown method.

4.3.2 Finite Element Analysis

To obtain the simulation results shown in Figure 4.5, we have used COMSOL
Multiphysics, a commercially available finite element modeler. To simulate the side
contact to a MWNT, we have used two MWNTs touching each other’s tips as shown
in Figure S1. The MWNT with a bigger diameter (24 nm) is serving as an electrode
in the simulation. The heat equation incorporating the Joule heating component,
∇ · (κ(T )∇T ) + ρJ2 = 0, has been employed in the simulation, where κ(T ) is the
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Figure 4.6: Geometry of finite element analysis simulation. (a) The geometry of two
MWNTs (with 200 nm length) touching each other’s tips. A MWNT with bigger
diameter (24 nm) is serving as an electrode. There is a 20 nm overlap along the
length between the MWNT and the electrode. (b) The side view of the geometry.
The overlap between the MWNT and the electrode is 0.2 nm in the simulation.
(c) The boundary conditions of the simulation. At the left and right edges, the
temperatures are maintained at room temperature, 300 K. And an electrical bias is
applied between these two edges. (Simulations performed by me. Image courtesy of
Kwanpyo Kim.)

temperature-dependent isotropic thermal conductivity, T is temperature, ρ is resis-
tivity, and J is current density. High temperature thermal conductivity κ(T ) of a
MWNT is assumed to be κ(T ) = 1/(αT + βT 2) with α = 4.8 × 10−6 m/W and
β = 4.3 × 10−10 m/WK (values adapted from G.E. Begtrup, et al.)[10]. Isotropic
resistivity ρ=2× 10−6 Ωm of a MWNT is adapted from T. D. Yuzvinsky, et al.[206]

As a boundary condition, the temperatures on the left and right edges of the sys-
tem are maintained at room temperature (300 K). And an electrical bias V is applied
between these two edges. On the other surfaces, a boundary condition with radiation
heat exchange and electrical insulation is incorporated. For a given electrical bias V ,
we can solve the electrostatic equation and get the current density J in the system.
Using the heat equation and boundary conditions, we obtain a temperature profile in
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the system. To establish the highest temperatures in the system at 3200 K, which is
the proposed breakdown temperature of a MWNT[10], we adjust the electrical bias
V to the proper value.
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Chapter 5

Enhancement of Optical Near
Field by Nanostructures

5.1 Introduction

It is a well known effect that at surfaces of very high curvature, the electromag-
netic fields can be greatly enhanced [154]. When light is incident on a particle and
the wavelength of that light is close to the natural electromagnetic eigenmodes of
that particle, large local field enhancements can occur [90]. This kind of local opti-
cal field enhancement has been exploited in a number of applications [13], including
increased light absorption in solar cells [20, 134], high-resolution optical microscopy
[129], and light emission [119]. Recent computational work [21] and experiments
[19, 20, 22, 141] have shown that silicon nanowires in particular exhibit a large near
field optical enhancement at certain resonant frequencies. This work serves as a fur-
ther exploration of this phenomenon, and the resonant and off-resonant frequencies
for particular nanowires, using computational modeling tools.

5.2 Modeling

I use COMSOL to model the local field of a Si nanowire in free space. A plane
wave of infrared light approaches perpendicularly to the nanowire axis, with wave-
length 785 nm. To simplify the simulation, I consider two cases: the case in which
the electric field of the plane wave is parallel to the nanowire axis, and the case in
which the magnetic field of the plane wave is parallel to the nanowire axis.

To perform simulations involving electromagnetic waves, it is generally best to
use COMSOL’s RF module.

If we approximate the nanowire as infinitely long, we can exploit the symmetry of
the problem along the nanowire axis to perform a two-dimensional simulation. The
solution along one cross-section (perpendicular to the nanowire axis) of the system
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will be the solution along all cross-sections of the system. Since the light approaches
in this same plane, we can use COMSOL’s In-Plane Waves Application Mode to
simulate the system.

We first consider the case in which the electric field is parallel to the nanowire
axis. This corresponds to the TE (transverse electric field) Waves Application Mode.

In cases in which the solution will be time-harmonic, COMSOL has a special
Analysis Type called Harmonic Propagation which makes use of the fact that the
solution is harmonic to simply its calculations. In cases of scattered waves, COMSOL
has an even more specialized Analysis Type called Scattered Harmonic Propagation
which only solves for the scattered field. This analysis type has a number of benefits
over Harmonic Propagation, and I use it here.

I draw the cross section of the nanowire and the free space around it in the usual
way. We set the refractive index of the nanowire to nSi = 3.691− 0.005i.

In electromagnetic wave simulations, special things must be done to account
for the fact that the scattered electromagnetic wave will normally reflect off the
boundary of the bounding box. To account for this, we place additional subdomains
around the bounding box with ”perfectly matched layer” properties. These domains
perfectly absorb certain kinds of plane waves. We set each domain to be of the type
to perfectly absorb a plane wave coming from the nanowire center. For example, for
the left subdomain, in the Subdomain Settings, under the PML tab, we set ”Type of
PML” to Cartesian, check ”absorbing in the x direction,” and make sure that Center
Point is (0,0). For the top subdomain, we do the same but check ”absorbing the y
direction.” For the bottom/right corner subdomain, we do the same but check both.

To further attempt to absorb any additional scattered wave, we set the outer
boundaries to ”Scattering Boundary Condition”, with wave type Cylindrical Wave,
coming from the center.

We set the incoming plane wavelength by changing ”Specify Wave Using” in Prop-
erties under the Physics menu to ”free space wavelength,” then in Scalar Variables
under the Physics menu we set the free space wavelength to 785e− 9.

We are only interested in the solution in the free space subdomain (not the Si or
the perfectly matched layers), so we can plot using Domain Plot Parameters under
the Postprocessing Menu. It can be useful to get the solution at different phases with
respect to the incoming plane wave; this can be done by changing the ”Solution at
angle (phase)” text box in the Domain Plot Parameters window. In my case I choose
to look at the solution a half phase (180°) out of sync with the incoming plane wave.
Fig. 5.1a shows the square of the electric field of this system. Fig. 5.1b is the result
of the exact same analysis but for a 179.8 nm radius nanowire.

Repeating the steps above with 208.7 and 180.2 nm radius nanowires, and using
COMSOL’s TM wave Application Mode, I get Figs. 5.1c and 5.1d. These figures
reproduce those in Cao, et al. As discussed in Cao, et al., Figs. 5.1a and 5.1c show
excitations at resonance, and Figs. 5.1b and 5.1d show off-resonance excitations.
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Figure 5.1: Cross sectional view of the average squared electric field near silicon
nanowires excited by light of wavelength 785 nm, traveling from left to right. Scale
bar is 200 nm. Color bar is arbitrary units. (a) and (b) are TE-mode excitation of
169.3 nm and 179.8 nm diameter silicon nanowires, respectively. (c) and (d) are TM-
mode excitations of 208.7 nm and 180.2 nm diameter silicon nanowires, respectively.
Notice that (a) and (c), which are on-resonance, have quite large field enhancements,
and (b) and (d), which are off-resonance, have much smaller enhancements.
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