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ABSTRACT OF THE DISSERTATION 

 

Mammalian histones facilitate antimicrobial synergy by disrupting the bacterial proton gradient 

and rearranging the chromosome 

 

By 

 

Tory Jacklyn Vizenor 

 

Doctor of Philosophy in Biological Sciences 

 

 University of California, Irvine, 2019 

 

Professor Steven P. Gross, Chair 

 

Antibiotic resistance is a global epidemic, becoming increasingly pressing due to its rapid 

spread. Thus, there is a critical need to develop new therapeutic approaches. In addition to 

searching for new antibiotics, gaining additional insight into existing natural host defense 

mechanisms may enable researchers to improve existing defenses, and to develop effective, 

synthetic drugs guided by natural principles. Histone proteins were originally proposed to function 

as antimicrobial agents, and were later recognized for their role in condensing mammalian 

chromosomes. More recently, the antimicrobial activity of histones has been reported in innate 

immune responses, including neutrophil extracellular traps and lipid droplets. However, histones 

exhibit weak antimicrobial activity in vitro. Whether and how histones kill bacteria in vivo has 

remained elusive. This weak antimicrobial activity in vitro may be attributed to the fact that histone 

activity has not been considered in the context of other immune mechanisms. The co-localization 

of histones with antimicrobial peptides (AMPs) in immune cells suggests that histones function as 

part of a larger antimicrobial mechanism in vivo. I have discovered that the mammalian histone 

H2A is taken up into the Gram-negative Escherichia coli and the Gram-positive bacteria 

Staphylococcus aureus through membrane pores that are formed by the human AMP LL-37 or the 
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Xenopus laevis AMP magainin-2. Without this crucial first step, whereby AMPs form pores and 

enable histone entry into the bacteria, mammalian histones have little antimicrobial activity. H2A 

stabilizes the AMP-induced membrane pores; this depolarizes the bacterial membrane potential. 

Inside, H2A reorganizes bacterial chromosomal DNA, and inhibits global transcription. I show 

that while bacteria can recover from the pore-forming effects of AMPs alone, the effects of H2A 

are irrecoverable. Together, these results suggest that AMPs and histones, which are found 

ubiquitously in the innate immunity system, synergize as a natural host defense mechanism to kill 

bacteria. The membrane-permeabilizing activity of AMPs and the DNA-perturbing and proton 

gradient-altering effects of H2A constitute a positive feedback loop that exponentially amplifies 

their antimicrobial activities, thus creating a condition of antimicrobial synergy that could be 

incorporated into antimicrobial design.  
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Chapter 1: Introduction and Background 

 

1.1 The Current State of Antibiotic Resistance  

The rise of antibiotic resistance is a global epidemic that is becoming increasingly pressing 

due to the ability of antibiotic resistance to spread easily and quickly. Organizations including the 

Centers for Disease Control (CDC) and the World Health Organization (WHO) argue that this 

rapid rise in antibiotic resistance is ushering the world into an era without effective antibiotics1–3. 

As such, a growing number of deaths due to bacterial infections are expected.  

Bacterial strains that are resistant to nearly all antibiotics have emerged in healthcare settings, 

and at the present time, multi-drug resistant Staphylococcus aureus (MRSA) kills more Americans 

than HIV/AIDS, emphysema, Parkinson’s disease, and homicide combined1,4–6. Based on 

conservative estimates, in the United States alone, at least 2 million people are infected with 

resistant bacteria every year, and at least 1 out of 100 of those individual dies as a direct result7. 

Additionally, many other individuals die due to other conditions that are complicated by antibiotic-

resistant infections. If no effort is made to curb antimicrobial resistance, the death toll could reach 

one person every three seconds by 2050, with upwards of 300,000 annual deaths in the United 

States alone8. Yearly death tolls in Asia and Africa are predicted to exceed four million deaths 

across each continent.  

Usage of antibiotics is the single greatest contributor to the growing problem of antibiotic 

resistance. Both an over-usage of antibiotics, stemming from the over-prescription of antibiotics 

and their widespread usage in agriculture, and an under-usage of antibiotics, from patients failing 

to properly follow through with completing their full course of antibiotics, heavily contribute to 

this crisis. Antibiotic-resistant bacterial infections contribute to costlier treatments, extended 
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hospital stays, additional healthcare visits, and higher disability and death rates, yet the United 

States healthcare system is poorly equipped to deal with this growing public health epidemic. In 

addition to the loss of effective treatments for bacterial infections, widespread antibiotic resistance 

may affect treatment of bacterial complications in alternate diseases, including chemotherapy, 

surgeries, and organ and bone marrow transplants.  

The CDC has assigned threats of urgent, serious, and concerning levels to various pathogens 

and has issued recommendations for prevention and proper treatment of those afflicted7. The 

largest concern is treating Gram-negative bacteria, including pathogenic Enterobactericeae, 

Pseudomonas aeruginosa, and Acinetobacter, which are acquiring resistance to nearly all 

antibiotics that could be prescribed as treatment. Compounding the problem, nearly all new 

antibiotics that are being developed are members of existing classes of antibiotics. Thus, these 

antibiotics use mechanisms of action that bacteria have encountered before, leading to rapid cross-

resistance and contributing to the lack of effective antibiotics available to treat Gram-negative 

pathogens9. 

Clearly there is a pressing need to develop new therapeutic approaches to combat the rapid 

rise of antibiotic resistance. In addition to searching for new antibiotics that may help combat 

bacterial infections, looking into the mechanisms of natural host defense pathways may enable 

researchers to improve existing host defense mechanisms and develop effective, synthetic drugs 

that are guided by the principles of nature. 
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1.2 The Structure and Function of Histones 

In 1922, Alexander Fleming discovered lysozyme from nasal mucus10. This was the first 

human antimicrobial protein to be reported; however, the discovery of penicillin in 192811 

overshadowed this finding, and ushered the world into the “Golden Age” of antibiotics. Recently, 

the rise of antibiotic resistance, combined with the stagnation in discovering new, viable 

antimicrobial agents, has sparked renewed interest in natural host defenses.  

The antimicrobial activity of histones was first reported in 194212 and in vitro histone killing 

of bacteria was further characterized in 1958 using Escherichia coli13. It was originally proposed 

that the size and charge of histones may enable them to act as bactericidal cationic detergents 

through adsorption to the cell surface, leading to osmotic barrier damage. It was also noted that 

increased salt concentrations in growth media may relate to ionic strength and impact histone 

adsorption onto bacterial membranes. The bactericidal effect of histones was antagonized by the 

basic substances, including protamine and spermine, and acid polysaccharides, including heparin, 

nucleic acid, and bacterial lipopolysaccharides.  

However, despite originally being proposed to function as antimicrobial agents, the role of 

histones in condensing eukaryotic DNA became seen as their primary function and little is known 

about their antimicrobial role and the possible mechanisms by which they kill bacteria in vivo. The 

discovery that histones have a central role in innate immune responses14 has renewed interest into 

understanding their antimicrobial functions. 

Eukaryotic organisms possess a cell nucleus and other organelles enclosed within a membrane. 

Their nuclei contain genetic material, typically encoded in DNA, within a nuclear envelope. 

Within the nucleus, small, alkaline histone proteins are used to package the DNA into 5 nm 

nucleosomes that condense chromatin, the chromosomal material in eukaryotic cells that is 
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composed protein, DNA, and a small amount of RNA. The basic structural unit of chromatin is 

made up of 146 DNA base pairs, wrapped roughly 1.5 times around a histone core. This histone 

core structure is made up of eight histone components: two H2A-H2B dimers and a H3-H4 

tetramer15. Histones contain the positively charged amino acids lysine and arginine, which 

facilitate their interactions with negatively charged DNA. Histones are grouped into two classes: 

lysine-rich (H1, H2A, H2B) and arginine-rich (H3, H4)16. These core histones are highly 

conserved through evolution, containing the ‘helix turn helix turn helix’ central motif, named the 

histone fold, and an unstructured amino-terminal tail16. The structure of H2A, which is 

representative of the structure of the four core histones, is shown in Figure 1.1A.  

The nucleosome complex, which contains the segment of DNA wrapped around the histone 

core, forms the repeating units of chromatin, facilitates higher order chromatin structure, and is 

necessary for eukaryotic survival. Histone H1 functions as a linker that binds to 20 base pairs of 

DNA, forming a chromatosome17. The structure of H1, with a long C-terminal tail, a short N-

terminal tail, and a central globular domain with a winged helix domain18, is shown in Figure 1.1B. 

Linker DNA from one chromatosome binds to linker DNA from another chromatosome, further 

condensing the DNA into 30 nm chromatin fiber.  
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Figure 1.1. Structure of the core histone H2A, the linker histone H1, and the antimicrobial 

peptide cathelicidin LL-37. (A) The core histone H2A contains a ‘helix turn helix turn helix’ 

central motif, named the histone fold, and an unstructured amino-terminal tail (PDB ID: 1AOI)15. 

(B) The linker histone H1 contains a long C-terminal tail, a short N-terminal tail, and a central 

globular domain with a winged helix domain (PDB ID: 1GHC)19. (C) The antimicrobial peptide 

cathelicidin LL-37 is a linear peptide folded into an amphipathic α-helix (PDB ID: 2K6O)20.  
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1.3 Innate Immune Responses for Combating Bacterial Infections 

 

 

When histones were believed to be localized solely in the nucleus, it was hard to imagine how 

they might play an antimicrobial role. More recently, the observation of histones localizing outside 

of the cell nucleus, across multiple species, allows one to speculate that they may have roles in 

addition to chromosome condensation14,21. For instance, histones are observed inside cytoplasmic 

granules in human neutrophils22. Further, they are likely functional: H2A and H2B purified from 

the fetal membranes of the human placenta show dose-dependent inhibition of LPS endotoxin 

activity, by binding the core and lipid A portions of LPS23. These histones are secreted from 

placenta epithelial cells into the amniotic fluid, contributing to fetal host defenses. Finally, in the 

Asian toad Bufo gargarizans, H2A is synthesized in excess of the amount required for DNA 

packaging, and unacetylated H2A accumulates within cytoplasmic secretory granules24. Histones 

are also reported to localize to the plasma membrane, possibly for both signaling and targeted 

release25. 

Neutrophil extracellular traps (NETs)14 are one of the best explored examples of histones 

playing a central role in combating bacterial infections. Neutrophils are the immune system’s first 

line of defense against bacterial infections, and their prototypical function involves engulfing 

bacteria and other pathogens. The engulfed pathogens are subsequently killed through the fusion 

of the phagosome with antimicrobial, cytoplasmic granules. These granules contain an array of 

components that kill bacteria, including myeloperoxidase, defensins, lysozyme, proteinases 

(cathepsin G, elastase, and proteinase 3), bactericidal/permeability-increasing protein (BPI), 

NADPH oxidase, cathelicidin LL-37, lactoferrin26, and of course, the above-mentioned histones22.  

However, neutrophils also have a less canonical, alternate killing pathway. The presence of 

virulent microorganisms27, such as Pseudomonas aeruginosa28,29, Escherichia coli30,31, and 
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Staphylococcus aureus32, stimulates a neutrophil immune response known as NETosis14. 

Additionally, conditions that interfere with phagosomal killing33, such as virulent bacterial 

aggregation27 or fungal hyphae34, stimulate NETosis. The process of NETosis occurs over a period 

of three to eight hours and includes the decondensation of nuclear chromatin, the mixing of DNA 

with cytoplasmic and granule components, and the release of these NETs into the extracellular 

space35. During this process, histones are citrullinated by peptidylarginine deiminase 4 (PAD4), 

an enzyme essential for chromatin decondensation36. This enzyme converts arginine residues, 

which are positively charged, into neutral citrulline residues, resulting in a more open chromatin 

structure. Studies involving histone-derived antimicrobial peptides with varying arginine content 

concluded that antibacterial activity increases as arginine concentration increases, either by 

increasing permeabilization or improving translocation, depending on the specific mechanism of 

the AMP37.  

As expected, PAD4-mediated citrullination of histones during NET formation decreases the 

potency of histones38. PAD4 activity appears to be tightly regulated, presumably to minimize toxic 

effects to the host and maximize antimicrobial activity by controlling the potency of the histones 

within NETs39. Given that NETs induce inflammation and are damaging to surrounding host tissue, 

there is a delicate balance that needs to be met in order to fight pathogen microbes without inducing 

high levels of damage to the host40.  

The process of NETosis concludes with the release of NETs, which are fibrous networks that 

contain cation-chelating mitochondrial and nuclear DNA and antimicrobial granular 

proteins14,33,35,41–44. NETs kill and suppress the proliferation of microorganisms, though the 

mechanism of NET-mediated killing remains poorly understood33. PAD4 knockout mice have 

increased susceptibility to bacterial infection due to an inability to form NETs; however, these 
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neutrophils retain the ability to kill bacteria in other ways and mice exposed to septic conditions 

had comparable survival to wild-type mice38,45. 

Arguments have been made for DNA playing a vital role in the antimicrobial activity of NETs. 

DNA has previously been shown to have antimicrobial activity, by chelating cations that stabilize 

the LPS and outer membrane of bacteria, causing cell lysis and release of cytoplasmic contents 

and genomic DNA46. DNases efficiently disintegrate NETs, reducing their bactericidal activity14. 

Quenching or degrading the ability of the phosphodiester backbone of DNA to chelate cations in 

a contact-dependent manner protected microbes from NETs44. 

Histones constitute a large fraction of the proteins in NETs14. However, initially the role of 

histones in NETs was unclear, as histones might simply be remnant features of the neutrophils. 

Nonetheless, the co-localization of histones in the NET scaffold, including with the human 

antimicrobial peptide cathelicidin LL-3747,48 and HNP alpha-defensins49, suggest that histones 

could have a role as an antimicrobial agent here50,51. However, the individual and combined roles 

of these molecules and how they contribute to the antimicrobial activity of NETs has not been 

determined50,51. Importantly, antibodies against H2A and H2B eliminate NET-mediated killing of 

bacteria14. Furthermore, purified Histone H2A kill S. flexneri, S. typhimurium, and S. aureus 

bacterial cultures in 30 minutes with concentrations as low as 2 μg/mL14. Combined, these findings 

suggest that histones likely to play an important anti-bacterial role.  

While all four core histones (H2A, H2B, H3, and H4) are present in NETs, the presence of the 

linker histone H1 in NETs remains unclear. Their presence was reported in the first report of NET 

formation14; however, other studies have found that H1 is degraded during NET formation14,52. 

Supporting the degradation of H1 during NET formation, immunofluorescence experiments have 

shown the presence of all core histones, but not the linker histone H153.  
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1.4 Possible Side Effects of Histones and How the Host Modulates These Side Effects 

 

The role of histone citrullination in NET antimicrobial activity is unclear. Antibacterial activity 

in antimicrobial peptides (AMPs) correlates with increasing arginine content37, either by 

increasing permeabilization or improving translocation, depending on the mechanism of the AMP. 

PAD4-mediated citrullination of histones, which decreases the arginine content, may decrease the 

antimicrobial potency of histones38. PAD4 is tightly regulated, possibly to minimize the toxic 

effects of free histones in the host and to maximize antimicrobial activity, by controlling the 

potency of the histones within NETs39. Given that NETs induce inflammation and are damaging 

to surrounding host tissue, there is a delicate balance that needs to be met in order to fight pathogen 

microbes without inducing high levels of damage to the host40.  

Extracellular histone release, which can elicit toxic effects on pathogenic bacteria, can have 

negative side effects. Due to their ability to interact with biological membranes, extracellular 

histones can act as proinflammatory signals, triggering inflammatory responses and injury in the 

host. The presence of extracellular histones elicits the production of antibodies against histones 

and contributes to autoimmune and inflammatory responses in patients with systemic lupus 

erythematosus, neuropsychiatric lupus, and lupus nephritis54. Histones have a pro-inflammatory 

role in several diseases, including sepsis, trauma, thrombosis, stroke, atherogenesis, and systemic 

lupus. Histones are suspected to be mediators of mortality in sepsis, contributing to endothelial 

dysfunction, organ failure, and death during sepsis55. Extracellular histones are elevated following 

traumatic tissue injury and the ongoing rise of histone levels are predictive of mortality, suggesting 

the role of histones in the sterile inflammatory response following trauma may parallel the role of 

histones in sepsis56. Elevated levels of circulating extracellular histones in trauma-associated lung 

injuries are associated with endothelial damage and coagulation activation57. 
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Extracellular histones contribute as a damage-associated molecular pattern (DAMP), inducing 

cytotoxicity and pro-inflammatory signaling through toll-like receptors (TLR) TLR2 and TLR458. 

Extracellular histones promote thrombin generation, which triggers thrombosis59. Histones bind to 

platelets, inducing calcium influx and platelet aggregation, causing thrombocytopenia in mice 

within minutes60. Histones promote chemotaxis of human polymorphonuclear leukocytes, 

suggesting histones may modulate leukocyte activation61. Inflammation frequently causes cellular 

death, leading to the release of cellular components, such as chromatin components, potentially 

exacerbating the toxic effects of histones by causing the release of additional histones.  

NETs and concentrations of H2A higher than 50 μg/mL induce the death of endothelial and 

lung epithelial cells62. While digestion of extracellular DNA decreases the ability of NETs to kill 

bacteria, DNA digestion does not have any effect on mediating cytotoxicity on epithelial and 

endothelial cells62. Thus, the controlled storage and release of histones upon bacterial infection 

appears critical. It is plausible that citrullination of histones decreases histone potency in NETs 

and provides a mechanism that balances antimicrobial activity and toxicity to the host.  

In addition to playing an essential role in NET-mediated killing of microbes, histones have 

been shown to localize to cytoplasmic lipid droplets. Lipid droplets are lipid-rich organelles, found 

in all eukaryotic organisms, which dynamically regulate the storage and breakdown of lipids. 

Originally thought to serve solely as fat reservoirs, proteomic analyses have uncovered the 

presence various proteins, including histones63. In early Drosophila melanogaster embryos, excess 

H2A, H2B, and H2Av histones, a variant of H2A, are recruited and bound to lipid droplets, perhaps 

as a means of temporary storage to avoid toxic effects introduced by free histones64. In the presence 

of bacterial lipopolysaccharide (LPS) or lipoteichoic acid (LTA), these lipid droplet-bound 

histones are released from the lipid droplets and kill bacteria in vivo21. Histones bound to lipid 
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droplets protect cells against bacteria without causing any of the harm normally associated with 

the presence of free histones. Purified Drosophila embryos lacking lipid droplet-bound histones 

also showed decreased survival when assaulted with bacterial species21. 
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1.5 Biochemical Properties of Antimicrobial Peptides (AMPs) 

 

 

Histones possess antimicrobial activity and play a critical role in the innate immune system. 

Histones share many biochemical similarities with AMPs, as summarized in Table 1.1. Like 

AMPs, histones are cationic, contain a high proportion of hydrophobic amino acids, and possess 

the ability to form alpha helices65,66. AMPs and individual histone proteins are comparable in size, 

averaging 18 kDa and 14 kDa respectively67,68. Additionally, both are present in NETs49,51. Despite 

similarities between histones and AMPs, AMPs are not known to serve as proinflammatory signals 

for the host. The similar biochemical properties between AMPs, such as LL-37, and histone 

proteins have led to the conclusion that the molecules serve redundant functions in their 

antimicrobial activities42. Whether AMPs and histones have redundant or independent functions 

has not been fully explored. Below is a review of the biochemical properties of AMPs and insights 

into their antimicrobial activity. However, unlike AMPs, far less is known about the antimicrobial 

and biochemical properties of histones.  
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Table 1.1. Comparison of the biochemical properties of histones and AMPs. 

 

Property  Histones AMPs 

 H1 H2A H2B H3 H4  

Molecular 

Weight (kDa) 

2269 1470 1470 1570 1170 1867 

Charge Positive due to 

abundance of 

lysine residues 

Positive due to 

abundance of 

lysine residues 

Positive, due to 

arginine 

residues 

Positively-

charged, due to 

lysine and 

arginine residues 

Structural 

Motifs 

Winged helix 

motif in the 

globular domain, 

short N-terminal 

tail, long C-

terminal tail 

Histone fold domain: three α-helices 

connected by two loops 

α-helical, β-

sheet, loop, or 

extended 

Amino Acid 

Composition 

High proportion 

of positively-

charged amino 

acids and 

hydrophobic 

amino acids 

High proportion of positively-

charged amino acids and 

hydrophobic amino acids 

High proportion 

of positively-

charged amino 

acids and 

hydrophobic 

amino acids 

Defining 

Feature 

Linker histone, 

stabilizing the 

chromatin fiber 

Component of the histone octomer, 

which binds and condenses DNA 

Associates with 

and permeabilize 

membranes 

Sequence 

Diversity 

Among 

Species 

Largely 

conserved, but 

less conserved 

than core 

histones 

Largely conserved Prominent 

sequence 

diversity 
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In the first line of defense against pathogenic microbes, surface epithelial cells have a crucial 

role in mediating the host’s innate immune response by secreting AMPs71–73. In addition to surface 

epithelial cells, these peptides are secreted by submucosal glands74,75 and neutrophils76,77. AMPs 

are widely evolutionarily conserved and are found throughout all classes of life, including 

bacteria78, plants79, fungi80, insects81, aquatic species82, birds83, and mammals84–86. AMPs exhibit 

activity against several classes of microorganisms, including bacteria84,87–89, fungi80,90,91, viruses92–

94, protozoa95, and cancerous cells96. In addition to their role as antimicrobial agents, AMPs direct 

multiple cellular processes in immune defense including cytokine release, chemotaxis, antigen 

presentation, angiogenesis, and wound healing97. These peptides have been proposed as alternative 

therapeutics due to their rapid-killing, high potency, and broad-spectrum of activity66. 

Furthermore, because these AMPs primarily target the bacterial membrane, they do not lead to 

prominent levels resistance in bacteria98. 

AMPs tend to be small, typically less than 100 amino acids99,100. AMPs are classified into 

broad groups based on secondary structure, including α-helical, β-sheet, loop, or extended101. An 

example structure of an α-helical AMP, cathelicidin LL-37, is shown in Figure 1.1C. Most of these 

small peptides are cationic at physiological pH, stemming from the high proportion of the 

positively-charged amino acids arginine and lysine102,103. Despite arginine and lysine having 

identical charges, arginine occurs more frequently in AMPs, indicating that guanidinium groups 

may be more beneficial for AMP activity than amine groups104. This may be attributed to the ability 

of arginine to form multiple electrostatic interactions and hydrogen bonds with lipid heads in the 

membrane, which may cause membrane deformation. AMP sequences also contain a high 

proportion of hydrophobic residues, lending to an amphipathic structure. Both the cationic and 

amphipathic characteristics of these AMPs allows for interactions with the anionic lipid bilayers 



15 

 

of bacteria. Many AMPs are unstructured in free solution and fold upon insertion into a biological 

membrane105. The ability to associate with biological membranes is a defining feature of 

AMPs105,106. 

The mechanism of antimicrobial action for many AMPs involves permeabilization or 

disruption of the microbial membrane; however, many AMPs also target DNA and protein 

synthesis, disrupt protein folding, or inhibit cell wall synthesis107–109. A proposed global 

mechanism of action for this class of peptides is the Shai-Matsuzaki-Huang model of spontaneous 

translocation110–113. The cationic and amphipathic properties of AMPs enable their binding to the 

surface of the bacterial membrane. Bacteria insert themselves into bacterial membranes, breaking 

lipid chain interactions and displacing cations that stabilize the membrane, such as Mg2+. This 

alters membrane structure, causing membrane thinning and increasing membrane destabilization, 

in addition to increasing surface tension. At AMP concentrations above a threshold, the high level 

of surface tension causes permeabilization of the membrane by the formation of transient pores. 

This permeabilization enables additional peptides to enter the interior of the cell. If the AMP 

concentration is below that which will cause the membrane to fully collapse, overall membrane 

integrity is preserved. Virtually all AMPs, apart from insect apidaecin-type peptides, have high 

membrane affinity and induce a certain level of membrane perturbation114. An alternate 

mechanism for proline-rich groups of AMPs is to exploit the inner membrane protein SbmA to 

penetrate E. coli115.  

Despite similarities in the cationic and amphipathic nature across AMPs, there is prominent 

sequence diversity, allowing for some AMPs to interact with intracellular targets or affect key 

cellular processes, either in addition to, or instead of, membrane permeabilization. Because of their 

strong positive charge, most AMPs permeabilize the membrane at concentrations above the 
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minimum inhibitory concentration (MIC) in vitro, indicating that membrane permeabilization is a 

secondary effect of most AMPs116,117. Peptide concentrations well above the MIC or high 

peptide:lipid ratios can falsely indicate a membrane lytic mechanism and mask true intracellular 

effects. For instance, pleurocidin-derived AMPs inhibit RNA and protein synthesis at the MIC 

without affecting membrane integrity; however, at ten times the MIC, cells depolarize and 

membranes are disrupted116. Under conditions that support bacterial killing, human neutrophil 

peptide defensin [HNP]-1 penetrates the outer and inner membranes of E. coli118. Upon 

penetration, bacterial synthesis of DNA, RNA, and protein stops. Inhibition of cytokinesis has 

been seen with the alpha helical peptide cathelin-related AMP (CRAMP), the mouse ortholog of 

cathelicidin LL-37. CRAMP impairs Salmonella typhimurium cell division in vitro and in 

macrophage-phagocytized bacteria, resulting in long, filamentous structures119. Given the negative 

charge of DNA and RNA, it is not surprising that positively charged AMPs bind to nucleic acid 

polymers in vitro109,120,121. Other AMPs have been shown to affect protein folding, cell wall 

synthesis, cell wall integrity, and protein translation. In order to identify these potential 

intracellular targets, it is vitally important to keep the concentration of AMPs used in research 

aimed at elucidating the mechanism of bacterial killing via AMPs at an appropriate level relative 

to the MIC. 

Mechanisms of cell death via AMPs can be elucidated by measuring the delay between cell 

death, measured by an inhibition of colony formation, and membrane permeability changes. AMPs 

that have a lytic mechanism of action have these two events occur rapidly and concurrently, 

whereas non-lytic mechanisms of cell death are characterized by a delay between cell death and 

changes in membrane permeability. Increases in permeability as a secondary effect after bacterial 

death has been observed with some classic antibiotics, including ceftazidime, ciprofloxacin, and 
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gentamicin122,123.Various intracellular AMP mechanisms of action have been studied, but the 

degree to which membrane permeabilization or intracellular mechanisms have a role in cell death 

are often not investigated.  

     The similar biochemical properties between AMPs, such as cathelicidin LL-37, and histone 

proteins have led to the conclusion that the molecules serve redundant functions in their 

antimicrobial activities42. Whether and AMPs have redundant or independent functions has not 

been fully explored. 
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1.6 The Role of Histones and Histone Fragments as Antimicrobial Agents  

 

1.6.1 Full-length histones are antimicrobial 

     Full-length histones from a range of species have antimicrobial activity, including the rainbow 

trout, shrimp, and Atlantic salmon. Acetylated H2A is found in skin secretions of the rainbow trout 

Oncorhynchus mykiss124. Reconstitution of H2A within the membrane perturbs the membrane, 

without forming ion channels, supporting a non-pore-forming mechanism of action. All core 

histone proteins, H2A, H2B, H3, and H4, are found in the blood cells of the invertebrate Pacific 

white shrimp (Litopenaeus vannamei)125. These proteins have high sequence identity to the 

histones of other species, and the N-terminus of H2A has sequence identity to the antimicrobial 

histone-derived peptides buforin I, parasin, and hopposin. Liver, intestine, and stomach extracts 

from healthy Atlantic salmon (Salmo salar) contain an antimicrobial protein identified as H1126.  

     Histones from Gallus gallus and mice also have antimicrobial activity. Sequences of 

bactericidal proteins from mice macrophages activated by gamma interferon have similarities to 

H1 and H2B histone sequences127. H2A, H2B.V, and an H2B C-terminal fragment identified in 

the liver extracts of White Leghorn hens (Gallus gallus) and histones from chicken erythrocytes 

have antimicrobial activity against Gram-negative and Gram-positive bacteria128. Additionally, 

histones from chicken erythrocytes bind to cell wall components, including lipopolysaccharide 

(LPS) and lipoteichoic acid (LTA)129.  

     Numerous reports indicate antimicrobial activity of histones in humans. H1 and its fragments 

are present in human terminal ileal mucosal samples and the cytoplasm of villus epithelial cells 

and showed antimicrobial activity against Salmonella typhimurium. In vitro culturing of villus 

epithelial cells from the basement membrane releases antimicrobial H1 proteins while the cells 

undergo programmed cell death130. A shotgun proteomics approach revealed the presence of core 
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histones (H2A, H2B, H3, H4) and linker histones (H1) in human hair shafts and extracts of 

partially-purified histones killed E. coli in a radial diffusion assay131. The antimicrobial action of 

sebocytes from the SEB-1 cell line against S. aureus has been attributed to histone H4. Here, 

synergy between histones and free fatty acids in human sebum are responsible for the antimicrobial 

effects. As cells in the sebaceous gland secrete their cellular contents into the sebum through 

holocrine secretion, a secretion mode involving plasma membrane rupture and cellular death, 

sebocytes use histones as antimicrobial agents released as a sebum component. Analysis of the 

antimicrobial activity and polypeptide composition of meconium identified histones H2 and H4132.  

 

1.6.2 Histone-derived peptide fragments are also antimicrobial 

     Peptides that have antimicrobial activity are formed from the N-terminus cleavage of full-length 

histones, although this cleavage is not known to occur in humans. These are considered to be 

AMPs and have been extensively observed in non-mammalian species. The synthesis of inactive 

proteins require processing to function properly is a common tactic used to prevent off-target 

harmful effects to the host. Classic examples in the antimicrobial realm are antimicrobial peptides 

generated from trypsin-mediated cleavage of lactoferrin and neutrophil elastase-mediated cleavage 

of thrombin133,134. Endogenous proteases are implicated in the production of AMPs from lysine-

rich histones. Following cleavage, AMP antimicrobial activity can be attributed to the amphipathic 

secondary structure with net positive charge, allowing for membrane binding, membrane 

permeabilization, and binding to nucleic acids65. Below is a summary of AMPs that have sequence 

similarity to the N-terminus of the different histones. 
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1.6.2.1 Histone H1 homologs 

     AMPs with sequence similarity to H1 are present in Atlantic salmon, rainbow trout, and Coho 

salmon. In Salmo salar, the Atlantic salmon, a 30-residue N-terminally acetylated peptide derived 

from H1 is present in the skin mucus and has activity against both Gram-negative and Gram-

positive bacteria. Isomerization of the proline peptide bond is crucial for activity, leading to 

increased structure, condensation, and rigidity of the peptide135. A potent antimicrobial peptide in 

O. mykiss136 with sequence identity to the H1 induces destabilization of planar lipid bilayers. Blood 

and mucus antimicrobial fractions of Coho salmon (Oncorhynchus kisutch) has sequence identity 

with the N-terminus of H1. Synthetic peptides showed no antimicrobial effects, but showed 

synergy with the flounder peptide pleurocidin and lysozyme137. 

 

1.6.2.2 Histone H2A and H2B homologs 

     There are several known AMPs that have sequence similarity with histone H2A. A schematic 

depicting the sequence alignment of histone H2A-derived peptides is shown in Figure 1.2.  Parasin 

I is a 19-amino acid antimicrobial peptide secreted into the epithelial mucosal layer by the catfish 

Parasilurus asotus in response to epidermal injury138. The AMP shows high homology to the N-

terminal region of H2A and is thought to be produced by cathepsin D-directed H2A proteolysis 

upon injury139. The basic N-terminal residue is essential for membrane-binding, and the α-helical 

structure is necessary for membrane permeabilization140.  
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Figure 1.2. Sequence alignment of Histone H2A and Histone H2A-derived peptides. The 

histone-derived antimicrobial peptides (AMPs) hipposin, buforin I, and parasin align with the N-

terminus of Histone H2A. The histone-derived AMPs buforin II and HipC also align with Histone 

H2A.  
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     Buforin I is a 39-amino acid AMP isolated from the Asian toad Bufo bufo gargarizans, 

composed of the N-terminal parasin and buforin II. Upon pepsin-mediated proteolysis of the Tyr39-

Ala40 H2A bond in the cytoplasm of gastric gland cells, buforin I is secreted into the gastric lumen 

where it adheres to the stomach mucosal surface and forms a protective antimicrobial coating24. In 

contrast, unacetylated H2A is located in the cytoplasm of gastric gland cells, suggesting a portion 

of cytoplasmic unacetylated H2A is secreted into the lumen and undergoes pepsin processing, 

while another portion of H2A is acetylated and targeted for nuclear translocation.  

     Buforin II (BF2) is a 21-amino acid peptide derived from endoproteinase Lys-C treatment of 

buforin I, which displays increased antimicrobial activity compared to buforin I and adopts a helix-

hinge-helix structure in 50% trifluoroenthanol141,142. Both buforin I and buforin II share sequence 

identity to the N-terminus of H2A143. Circular dichroism measurements of equipotent Trp-

substituted peptides indicate that BF2 binds selectively to liposomes composed of acidic 

phospholipids and has weak membrane permeabilization activity when compared to magainin-2, 

a membrane-permeabilizing Xenopus laevis antimicrobial peptide144. Instead, BF2 is efficiently 

translocated across lipid bilayers, supporting an intracellular mechanism of bacterial death by 

nucleic acid binding. The Pro11 residue is structurally responsible for introducing a kink in the α 

helix and disturbing the helical structure145. To translocate the lipid bilayer, BF2 forms a toroidal 

pore that is destabilized by the electrostatic repulsion that accompanies five basic amino acids in 

close proximity. In membranes, amidated BF2 adopts a poorly helical structure in membranes, 

mimicking the composition of E. coli, and binds to duplex DNA causing condensation146.  

     The α-helical structure, which directs cell-penetration, has been shown to be critical in 

determining antimicrobial efficacy147. The helix-hinge-helix domain enables BF2 to enter bacterial 

cells without inducing membrane disruption, where the AMP binds to intracellular nucleic acids 
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and inhibit cellular functioning120. Although in vitro binding of BF2 to nucleic acid has been 

shown, it is unknown whether this interaction is directed, or if it is a result of opposite charged 

interactions. Further characterization of the nucleic acid binding property of BF2 indicates that the 

R2 and R20 side chains of BF2 form interactions with DNA that are stronger than non-specific 

electrostatic interactions, and that the substitution of the basic residues with alanine decreases the 

antimicrobial activity of BF2148.  

     A combination of molecular dynamics (MD) simulations and DNA binding affinity 

experiments provide support for BF2 forming specific interactions with DNA148. Additionally, 

through the use of BF2 variants, the affinity of the peptide for DNA has been correlated with 

increased antimicrobial activity. Additional MD simulations, along with electrostatic analysis and 

nucleic acid binding experiments, on BF2 and DesHDAP1, a designed histone-derived AMP 

thought to share a similar structure and mechanism of action with BF2, support a sequence-

independent method of AMP binding to DNA121. Instead of peptide binding with sequence 

specificity, peptide-phosphate interactions are thought to be the predominant basis of AMP binding 

to DNA. As such, arginine residues are shown to have greater antimicrobial activity than lysine 

residues, possibly due to increases interactions with DNA; however, higher arginine composition 

could also influence AMP-membrane interactions.  

     Hipposin is a potent 51-residue antimicrobial peptide isolated from the skin mucus of Atlantic 

halibut Hippoglossus hippoglossus L149. This AMP has 98% sequence similarity to the N-terminal 

of histone 2A from rainbow trout, and has sequence similarities to both parasin and BF2. The AMP 

has been shown to kill bacteria through membrane permeabilization, as evidenced by increased 

propidium iodide fluorescence intracellularly following peptide exposure and localization of 

fluorescently-labeled AlexaFluor conjugates around the cellular membrane150. The localization of 



24 

 

fluorescence around the cell membrane, with low fluorescence intracellularly, is similar to the 

fluorescence pattern depicted by parasin, another histone-derived peptide that causes 

permeabilization140. The N-terminal parasin domain of hipposin is necessary for membrane 

permeabilization, as peptides lacking the parasin domain show translocation of the membrane, 

without permeabilization. The C-terminal domain of hipposin, HipC, is cell-penetrating, but shows 

no measurable antimicrobial activity. 

     Skin extracts from Schlegel’s green tree frog, Rhacophorus schlegelii, contained a protein, with 

homogeneity to H2B, that inhibited the growth of E. coli151. 

 

1.6.2.3 Histone H3 and H4 homologs 

     No known natural fragments with similarity to H3 have been identified. Histogrannin, a slightly 

modified C-terminal 15 amino acid fragment showing similarities to the C-terminal end of H4 has 

been identified from bovine adrenal medulla152. The fragment, which is synthesized from a 

separate mRNA variant, is an antagonist of N-methyl-D-aspartate (NMDA) receptor activity. 

Histogrannin has antimicrobial activity against Gram-negative and Gram-positive bacteria and is 

thought to function through inhibition of ATP-dependent DNA gyrase, a mechanism similar to 

quinolone antibiotics153.  
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1.7 Insights into the Mechanism of Histone-Mediated Killing of Bacteria 

 

 

     The findings from histone-derived AMPs suggest that part of the antimicrobial activity of 

histones is achieved through membrane permeabilization, as depicted in Figure 1.3. The linker 

histone H1 and four core histones from calf thymus bind to LPS present on the outer bacterial 

membrane. All histones except H4 have affinities for LPS that are greater than that of the antibiotic 

polymyxin B154. The strong affinity of histones for phosphodiester bonds enables histone binding 

to DNA and facilitates proper chromatin structure formation. However, this affinity may extend to 

the phosphodiester bonds in phospholipids, facilitating the off-target integration of histones into 

host membranes. The strong positive charge of histones from Plasmodium falciparum, a 

unicellular protozoan parasite that causes malaria in humans, increases membrane permeability in 

human endothelial cells and induces IL-8 production at concentrations higher than 50 μg/mL155. 

The negatively-charged glycoaminoglycans (GAGs) heparan sulfate and hyaluronan protect CHO 

cells from histone-induced cytotoxicity, supporting the notion that glycocalyx, the negatively-

charged polysaccharide network that protects cells from bacteria, may further mitigate the effects 

of histones by preventing membrane insertion156. Thus, the strong positive charge of histones may 

induce permeability in membranes across of a broad range of organisms including bacteria. 

Divalent cations, such as Mg2+, function as cationic bridges between adjacent phosphates on LPS. 

Histones may compete with divalent cations, compromising LPS cross-bridges, and destroying the 

outer membrane integrity.  
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Figure 1.3. Potential mechanisms of bacterial killing by histones. Histones have high affinity 

for LPS and LTA and histone-derived peptides induce membrane permeabilization. Full-length 

histones thus may bind to bacterial membranes, disrupting the membrane and forming pores. The 

high affinity of histones for phosphodiester bonds, which enables histones to bind and condense 

DNA, suggests that part of the antimicrobial activity of histones may involve interactions 

between histones and microbial DNA. Since histones alone show weak antimicrobial activity in 

vivo, the antimicrobial activity of histones may be dependent upon interactions with AMPs or 

other antimicrobial agents. Schematic created by Robert Gant.  
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     Other work suggests that the antimicrobial mechanism of histones occurs following entry into 

the bacterium and that the target is cytoplasmic (Figure 1.3). An active fragment of H2B from R. 

schlegelli is thought to be generated via digestion by the bacterial outer membrane protease T 

(OmpT)127. This fragment of H2B can penetrate the cell membrane of OmpT-expressing E. coli, 

but not ompT-deleted E. coli, accumulate in the cytoplasm, and inhibit cell function, presumably 

by binding to nucleic acids. In the absence of OmpT, H2B is unable to penetrate the membrane, 

and remains localized on the exterior of the bacteria157. Consistent with requirement for H2B 

translocation into the cell, the MIC values for H2B, H3, and H4 are significantly increase in the 

absence of OmpT158. The antimicrobial effects observed at higher concentrations of histones may 

be due to the secondary effect of histones increasing membrane permeability, and not the primary 

mechanism by which lysine-rich histones kill bacteria. In addition, lysine-rich (H1, H2A, H2B) 

and arginine-rich (H3, H4) histones likely kill bacteria using distinct mechanisms. While H2B 

penetrates E. coli membranes and enters the cytoplasmic space, H3 and H4 remain localized on 

the cell surface, causing membrane blebbing158.  

 

 

 

 

 

 

 

 

 



28 

 

1.8 Conclusion 

 

 

     Despite being originally proposed to function as antimicrobial agents 159,160, and having an 

essential role in mammalian innate immune responses14, little is known about how histones 

function as antimicrobial agents. Complicating matters, that studies on the antimicrobial activity 

of histones typically utilize low-ionic solutions and buffers that are not physiologically 

relevant14,21,53,63,157,158,161–170. In physiologically relevant conditions, histones are far less effective 

at killing bacteria21,66, and require high, unphysiological concentrations of histones (120 μg/mL) 

21,158,171. This reduced efficacy of histone killing in physiologically relevant concentrations has 

raised questions regarding their utility as antimicrobial agents. Furthermore, some studies use 

concentrations of histones well above the MIC158,171. As noted above, peptide concentrations in 

excess of the MIC may render bacteria susceptible to the secondary mechanisms of histones 

through membrane permeabilization116,117.  

It is plausible that since that histones show weak antimicrobial activity in vivo, the 

antimicrobial activity of histones is dependent upon interactions with other immune system 

mechanisms or components (Figure 1.3)172. Synergies are common between AMPs, with three-

AMP combinations showing stronger levels of synergy than two-AMP combinations173. Synergy 

between antibacterial peptides released from activated neutrophils has been reported previously. 

In the absence of salt, defensins show antibacterial activity in a dose-dependent manner; however, 

antimicrobial activity is lost in the presence of salt174. Defensins exhibit synergy with cathelicidins 

in the killing of E. coli and S. aureus174. There have also been reports of histone H1 fragments 

having synergistic antimicrobial effects with lysozyme, lysozyme-containing extracts from O. 

kisutch, and pleurocidin against Vibrio anguillarum and Aeromonas salmonicida137.  
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These above findings prompted this research on the mechanistic details of histone-

mediated killing of bacteria, considering their role in the context of the immune system as a whole, 

not as a sole antimicrobial agent. I considered that the weak antimicrobial activity of histones in 

physiological conditions may be attributed to the fact that histone activity has not been considered 

in the context of other immune mechanisms. In immune cells, histones are co-localized with 

antimicrobial peptides (AMPs), suggesting that histones function as part of a larger antimicrobial 

mechanism in vivo and may synergize with other antimicrobial agents. 
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Chapter 2: Materials and Methods 

 

2.1 Bacterial Strains 

     Experiments were performed using the E. coli strain MG1655 (seq), which is devoid of the 

bacteriophage lambda and F plasmid, and approximates wild-type E. coli1. The S. aureus strain 

RN4220, which was originally derived from NCTC8325-4 was used for experiments involving 

Gram-positive bacteria2. 

     The PhoPQ reporter strain (PmgrB-yfp PtetA-cfp (kanR, camR)) contains a PhoP-regulated 

mgrB reporter driving YFP expression and a constitutive promoter expressing CFP, allowing for 

controlled reporting of expression and intensity levels. D(phoP) D(phoQ) PmgrB-yfp PtetA-cfp 

(kanR, camR) is an equivalent PhoQ mutant strain.  

     The proton gradient was measured using pJMK001 in the E. coli strain XL1 Blue (Addagene, 

Watertown, MA), which expresses the proteorhodopsin optical proton sensor (PROPS) protein 

under the control of the arabinose promoter3. MAL204 (MG1655 f(ompA-cfp) attl::[PrcsA-yfp]), 

constructed by Melissa Lasaro and Mark Goulian, unpublished) contains YFP fused to the 

promoter of rcsA, integrated at the lambda attachment site and constitutively expresses a 

transcriptional fusion of CFP to ompA. Chromosomal reorganization experiments were performed 

with a a strain of E. coli containing fluorescent HupA (hupA-mRuby2-FRT-cat-FRT)4. MAL190 

(MG1655 attl::[cat tetR f(tetA-mCherry)], constructed by Melissa Lasaro and Mark Goulian, 

unpublished) contains the tetR and tetA genes integrated at the phage lambda attachment site and 

a transcriptional fusion of mCherry to the 3′ end of tetA. The rcsA mutant strain was constructed 

by P1 transduction of the D(rcsA)::kan allele from the Keio collection5 strain JW1935 (Yale 

Genetic Stock Center, New Haven, CT), yielded AT14A.    
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2.2 Growth Conditions 

     Strains were streaked onto LB-Miller (BD Biosciences, Franklin Lakes, NJ) petri dishes 

containing 2% Bacto agar (BD Biosciences), incubated at 37 ºC to obtain single colonies, and 

inoculated into MinA minimal media6 with 1 mM MgSO4 and supplemented with 0.1% casamino 

acids. In summary, MinA minimal media contains per 1L Milli-Q water: 4.5 g KH2PO4, 10.5 g 

K2HPO4 1 g (NH4)2SO4, 0.5 g sodium citrate • 2H20, 0.2% glucose, 0.1% casamino acids, and 1 

mM MgSO4. Cultures were grown to stationary phase at 37°C in a shaking incubator at 225 rpm 

overnight, sub-cultured, and grown to mid-exponential phase (OD600 0.2). In low ionic conditions, 

liquid cultures growing in MinA media containing 1 mM MgSO4 were diluted into MinA media 

containing 1 μM MgSO4. 

 

2.3 Antimicrobial Peptides, Proteins, and Antibiotics 

Experiments involving histone treatments used calf thymus histone H2A (Sigma, St. Louis, 

MO), calf thymus histone H3 (Sigma, St. Louis, MO), human histone H3 (Cayman Chemical, Ann 

Arbor, MI), or citrullinated human histone H3 (Cayman Chemical, Ann Arbor, MI). Experiments 

involving antimicrobial peptide treatment used the human cathelicidin LL-37 (Anaspec, Fremont, 

CA), FAM-LC-LL-37 (Anaspec, Fremont, CA), or magainin-2 (Anaspec, Fremont, CA).  

Experiments involving antibiotic treatments used kanamycin sulfate (Sigma), chloramphenicol 

(Sigma), or polymyxin B sulfate salt (Sigma). 

 

2.4 Agar Plate Assay 

     To quantify the effects of histone treatment in low ionic conditions, overnight cultures of 

stationary phase E. coli or S. aureus were diluted 1:1000 into MinA medium with 1 μM or 1 mM 
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MgSO4 and cultured with or without 10 μg/mL histone H2A. Bacteria were incubated for 1 hour 

at 37°C in a shaking incubator at 225 rpm. Bacterial suspensions were diluted 1:1000 into fresh 

MinA media with either 1 μM or 1 mM MgSO4 and 25 μL of diluted bacterial suspension was 

plated on LB-Miller agar plates. Plates were incubated for 18 hours at 37°C before colony forming 

units (CFU) were counted.  

     To quantify the effects of synergy treatments on CFU counts, overnight cultures of stationary 

phase E. coli were diluted 1:1000 in MinA with 1 mM MgSO4 and cultured with 10 μg/mL H2A, 

2 μM LL-37, or both H2A and LL-37 for 1 hour. After treatment, bacterial suspensions were 

diluted 1:1000 into fresh MinA media with 1 mM MgSO4 and 25 μL of diluted bacterial suspension 

was plated on LB-Miller agar plates. Plates were incubated for 18 hours at 37°C before colony 

forming units (CFU) were counted.  

 

2.5 Growth Curves 

     Growth curve experiments were performed using a Synergy HTX multi-mode plate reader and 

sterile, tissue-culture treated, clear bottom, black polystyrene 96-well microplates (Corning). The 

temperature setpoint was 37°C, preheated before beginning measurements. Each well contained 

200 μL of total bacterial solution.  

     For experiments performed with stationary phase bacteria, overnight cultures of bacteria were 

grown overnight to saturation, diluted 1:1000 into MinA media with 1 μM or 1 mM MgSO4, and 

supplemented with H2A, LL-37, kanamycin, chloramphenicol, or polymyxin B. For experiments 

performed with exponential phase bacteria, overnight cultures of bacteria were subcultured in fresh 

MinA media containing 1 mM MgSO4 and grown to OD600 0.2. Exponential phase bacteria were 

diluted 1:20 into fresh MinA media with 1 μM or 1 mM MgSO4, and supplemented with H2A, LL-
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37, magainin-2, kanamycin, chloramphenicol, or polymyxin B. After adding antimicrobial agents, 

bacterial cultures were immediately added to the 96-well microplates for growth measurements.  

     Growth curves were constructed by taking optical density at 600 nm (OD600) measurements 

every 15 minutes for up to 48 hours. Shaking was set to continuous orbital, with a frequency of 

282 cpm (3 mm). The read speed was normal, with a 100 msec delay, and 8 measurements per 

data points.   

 

2.6 Fluorescence and Phase Contrast Microscopy  

Microscopy images were obtained by visualizing fluorescence with a Nikon Eclipse Ti-E 

microscope (Nikon, Melville, NY) containing a Nikon 100X Plan Apo (1.45 N.A.) objective, a 

Sola light engine (Lumencor, Beaverton, OR), an LED-DA/FI/TX filter set (Semrock, Rochester, 

NY) for visualizing the GFP and mCherry fluorescence spectrum containing a 409/493/596 

dichroic and 474/27 nm and 575/25 nm filters for excitation and 525/45 nm and 641/75 nm filters 

for emission, an LED-CFP/YFP/MCHERRY filter set (Semrock) for visualizing CFP and YFP 

fluorescence containing a 459/526/596 dichroic and 438/24 nm and 509/22 nm filters for excitation 

and 482/25 nm and 544/24 nm filters for emission, a Cy5 filter set (Chroma) for imaging PROPS 

fluorescence containing a 640/30 nm filter for excitation, a 690/50 nm filter for emission, and a 

660 nm long pass dichroic, and a Hamamatsu Orca Flash 4.0 V2 camera (Hamamatsu, 

Bridgewater, NJ). Images were acquired using Nikon NIS-Elements and analyzed using custom 

built software written previously 7 in Matlab (Mathworks, Natick, MA). After treating bacteria 

with antimicrobial agents, 5µl of culture was plated on 1% agarose-MinA pads and imaged 

immediately, as described previously 8. Approximately 100 cells were imaged and analyzed in 

each experiment. 
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2.7 Propidium Iodide Staining 

     To visualize membrane lysis of stationary phase E. coli in low and physiological magnesium 

concentrations, overnight cultures of MG1655 were grown overnight to saturation and diluted 

1:1000 into MinA media with 1 μM or 1 mM MgSO4, with or without 10 μg/mL H2A. 30 μM 

propidium iodide was co-incubated with the solution of bacteria for one hour at 37°C in a shaking 

incubator at 225 rpm before plating on 1% agarose-MinA pads. Data was collected using the 

mCherry filter.   

     To visualize membrane lysis of mid-exponential phase E. coli, overnight cultures of MG1655 

were grown overnight to saturation, subcultured in fresh MinA media containing 1 mM MgSO4 

and grown to OD600 0.2. Exponential phase bacteria were diluted 1:20 into fresh MinA media with 

1 μM or 1 mM MgSO4, and supplemented with H2A, LL-37, magainin-2, kanamycin, 

chloramphenicol, or polymyxin B. Bacteria were cultured at least one hour at 37°C in a shaking 

incubator at 225 rpm before plating on 1% agarose-MinA pads. 30 μM propidium iodide was co-

incubated with the solution of bacteria for at least 15 minutes before imaging. Data was collected 

using the mCherry filter.  

 

2.8 PhoQ Expression Measurements 

     A PhoPQ reporter strain (PmgrB-yfp PtetA-cfp (kanR, camR)), containing a PhoP-regulated 

mgrB reporter driving YFP expression and a constitutive promoter expressing CFP, was used to 

measure PhoQ expression in 1 μM or 1 mM MgSO4, with or without the addition of 10 μg/mL 

H2A. Stationary phase E. coli were diluted 1:1000 into fresh MinA media with or without 10 

μg/mL H2A and incubated for three hours at 37°C in a shaking incubator at 225 rpm before plating 

on 1% agarose-MinA pads. Data was collected using the YFP and CFP filters.   
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2.9 SEM Imaging  

     E. coli were grown to an OD600 of 0.2, diluted 1:20, and supplemented with 10 μg/mL H2A,  1 

μM LL-37, or the dual combination of 10 μg/mL H2A and 1 μM LL-37 Cells were treated for 1 

hour at 37°C in a shaking incubator at 225 rpm. Bacterial cultures were then added to a glass 

bottomed petri dish for 15 minutes. Due to lower levels of adhesion, control cells were not diluted 

1:20 and were allowed to sit in the glass-bottomed petri dish for 45 minutes after the one-hour 

incubation period. Media was removed and 4% paraformaldehyde (PFA) was added for 20 minutes 

to fix bacteria. Dehydration was performed with serial ethanol dilutions. The fixed and dehydrated 

sampled were coated with 10 nm of iridium using an ACE600 sputter coater (Leica Microsystems, 

Buffalo Grove, IL). Bacteria and surfaces were then characterized using a FEI Magellan 400 XHR 

Scanning Electron Microscope (FEI Company, Hillsboro, OR) at a 45° tilt angle with an 

acceleration voltage of 3kV.  

 

2.10 Cell Aggregate and Size Analysis 

     E. coli were cultured to an OD600 of 0.2 in MinA media, diluted 1:20 into fresh MinA media, 

treated with increasing concentrations of H2A, increasing concentrations of LL-37, or the synergy 

treatment conditions. Concentrations of H2A used were 0-100 µg/mL H2A. Concentrations of LL-

37 used were 0-4 µM LL-37. Synergy conditions were 10 µg/mL H2A, 2 µM LL-37, and the dual 

combination of 10 µg/mL H2A and 2 µM LL-37. Bacteria were treated with H2A and/or LL-37 

and incubated for 1 hour. Cells were immobilized on an agarose pad using, imaged using phase 

contrast microscopy, and analyzed using Canny edge detection using image analysis tools 

developed previously9 that were modified in Matlab (Version R2017b; Mathworks, Natick, MA).  
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2.11 Fluorescent Histone Labeling 

     Histone H2A was fluorescently labeled with Alexa Fluor 488 NHS Ester (Invitrogen). Briefly, 

10 mg of H2A was dissolved in 1 mL of 0.1 M sodium bicarbonate buffer. 50 μL Alexa Fluor dye 

dissolved in DMSO (10 mg/mL) was added, and the solution continuously stirred at room 

temperature for 1 hour. A PD MidiTrap G-25 column (GE Healthcare Life Sciences, Pittsburgh, 

PA) was equilibrated with Milli-Q water and used to remove unreacted Alexa Fluor. The 

fluorescent solution was frozen at -20°C until used.  

 

2.12 Fluorescent Histone and Fluorescent LL-37 Uptake 

     E. coli or S. aureus was grown to OD600 of 0.2, and diluted 1:20 into fresh MinA media, 

containing 1 mM MgSO4. H2A uptake in E. coli was measured by adding 10 μg/mL AF-H2A (1% 

Alexa Fluor-labeled H2A mixed with 99% unlabeled H2A) and 10 μg/mL Cam, 50 μg/mL Kan, 2 

μM LL-37, 1 μg/mL PMB, or 10 μM MAG2, incubating for 1 hour, and analyzing using 

fluorescence microscopy. H2A uptake in S. aureus was measured using same concentrations of 

AF-H2A and LL-37.  

LL-37 uptake in both bacteria was measured by adding 1 μM fluorescently-labeled LL-37 (1% 

5-FAM-LC-LL-37 (Anaspec) mixed with 99% unlabeled LL-37) and 10 μg/mL unlabeled H2A, 

incubating for 1 hour, and analyzing using fluorescence microscopy. In all experiments, untreated 

cells were used to measure background fluorescence levels and values below the average 

background were excluded from the analysis to exclude lysed cells.  
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2.13 Fluorescent Histone and Fluorescent LL-37 Uptake in Low Ionic Conditions 

E. coli was grown to OD600 of 0.2 in MinA media containing 1 mM MgSO4, and diluted 1:20 

into fresh MinA media, containing 1 μM or 1 mM MgSO4. H2A uptake in E. coli was measured 

by adding 10 μg/mL AF-H2A (1% Alexa Fluor-labeled H2A mixed with 99% unlabeled H2A), 

incubating for 3 hours, and analyzing using fluorescence microscopy. Untreated cells were used 

to measure background fluorescence levels and values below the average background were 

excluded from the analysis to exclude lysed cells. 

 

2.14 PROPS Fluorescence Analysis 

The E. coli strain containing the PROPS plasmid pJMK001 were grown in LB in a shaking 

incubator at 33° C, induced with arabinose and 5 μM retinal, and incubated in darkness for 3.5 

hours. The culture was spun down and resuspended in M9. E. coli were back-diluted into fresh 

MinA, cultured to an OD600 of 0.2, diluted 1:20 into fresh MinA media, treated with 10 μg/mL 

H2A, 1 μM LL-37, both 10 μg/mL H2A and 1 μM LL-37, 1 μg/mL PMB, or both 10 μg/mL H2A 

and 1 μg/mL PMB, and incubated for 1 hour. Cells were immobilized on a 1% agarose pad and 

and Cy5 fluorescence was analyzed using fluorescence microscopy. 

 

2.15 Timelapse of E. coli Recovery 

To quantify the time-course of recovery in E. coli  treated with LL-37 alone or with the 

synergistic combination of LL-37 and H2A, we grew MAL204 to mid-exponential phase, added 

10 g/mL H2A, 1 M LL-37, or 1 M LL-37 with 10 g/mL H2A, and incubated for 1 hour. The 

solution was filtered through a 0.22 μm filter to remove excess LL-37 and H2A and cells were 
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resuspended in fresh MinA medium. Cells were immobilized on a 1% agarose pad and imaged 

over an hour time period. 

 

2.16 Time Course of Membrane Healing 

To quantify the time-course of membrane repair in bacteria treated with H2A alone, AMPs 

alone, or the synergistic combination of AMPs and H2A, MAL204 was grown to mid-exponential 

phase, diluted 1:20 with 10 g/mL H2A, 1 M LL-37, 1 M LL-37 with 10 g/mL H2A, 10 μM 

MAG2, or 1 M MAG2 with 10 g/mL H2A, and incubated for 1 hour. The solution was filtered 

through a 0.22 μm filter to remove excess LL-37 and H2A and cells were resuspended in fresh 

MinA medium. Cells were allowed to recover for 0, 30, 60 minutes before the addition of 30 µM 

propidium iodide for 15 minutes prior to performing fluorescence microscopy. Intracellular 

propidium iodide fluorescence and CFP fluorescence were quantified.  

To quantify the time-course of membrane repair in bacteria treated with H2A in low and 

physiological environments, MAL204 was grown to mid-exponential phase, diluted 1:20 into 

MinA media with 1 μM or 1 mM MgSO4, with or without 10 g/mL H2A, and incubated for 3 

hours. The solution was filtered through a 0.22 μm filter to remove excess H2A and cells were 

resuspended in fresh MinA medium. Cells were allowed to recover for up to 60 minutes before the 

addition of 30 µM propidium iodide for 15 minutes prior to performing fluorescence microscopy. 

Intracellular propidium iodide fluorescence and CFP fluorescence were quantified. 

 

2.17 Electroporation of Electrocompetent E. coli 

To prepare electrocompetent cells, E. coli was cultured in SOB to an OD600 of 0.5. The bacterial 

cultures were placed on ice for 30 minutes and spun down at 6000 rpm for 15 minutes at 4°C. 



49 

 

Supernatant was removed and bacteria were resuspended in ice cold sterile 10% glycerol. Bacteria 

were centrifuged at 6000 rpm for 3.5 minutes at 4°C, supernatant was removed, and bacteria were 

resuspended in ice cold sterile 10% glycerol. Wash cycles were repeated four times. The pellet 

was resuspended to a final concentration of OD of 0.2 in ice cold 10% glycerol. 

50 uL of OD 0.2 electrocompetent E. coli were added to a 1 mm cuvette, with or without 

50 μg/mL H2A. Electroporation was performed using the “Ec1” setting on a Bio-Rad micropulser. 

Cold SOC media was added to a final volume of 1 mL. Electrocompetent cells were diluted 1:20 

into cold SOC, with or without 50 μg/mL H2A as a control. These control cells were not 

electroporated.  

 

2.18 Bacterial DNA Purification 

Overnight E. coli cultures were grown to saturation in MinA. DNA purification was performed 

using a Miniprep kit (Qiagen, Germantown, MD). A three-second sonication step was performed 

after lysis to isolate genomic DNA.   

 

2.19 Non-Denaturing Nucleic Acid PAGE 

E. coli DNA was purified from MG1655 using a Miniprep kit (Qiagen), with a three-second 

sonication step to ensure bacterial lysis. 10 μL mixtures containing 1 μg purified DNA from E. 

coli were incubated with 0-1.4 μg Histone H2A or LL-37 for 25 minutes at 25oC. Gel loading 

sample buffer (5x, Bio-Rad, Hercules, CA) was added to a final concentration of 1x and the 

products were separated by native PAGE on a 5% TBE gel (Bio-Rad, Hercules, CA) at 100 V for 

60 minutes. The gel was stained with 1x SYBR safe (Invitrogen, Carlsbad, CA) in TBE buffer10 

for 30 minutes before visualization.   
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2.20 Chromosomal Organization in E. coli  

E. coli cultures were grown at OD600 of 0.2, diluted 1:20 into fresh MinA media, treated with 

2 μM LL-37 or both LL-37 and 10 μg/mL H2A for 30 minutes and stained with 3 μM SYTOX 

Green nucleic acid stain (ThermoFisher, Waltham, MA) for 10 minutes. Cells were immobilized 

on agarose pads containing 2 μM LL-37 alone or in combination with 10 μg/mL H2A, and 5 μM 

SYTOX Green and remained on the pad for 3 hours before imaging using the fluorescence 

microscopy. Raw images were analyzed through principal component analysis using image 

analysis tools developed previously 11 and modified in Matlab (Version R2017b; Mathworks, 

Natick, MA). Individual cells were identified in phase contrast images using canny edge detection. 

Images of LL-37-treated cells and of cells treated with both LL-37 and H2A were pooled together, 

rotated such that the major axis of the cell was parallel to the x-axis and resized to 30x100 pixels. 

The covariances between corresponding pixels of different cells were computed using the 16 bit 

intensity values from the rotated and resized fluorescence images and for the same images rotated 

by an additional 180 degrees. The orientation that gave the lower covariance was used for the 

analysis. Principal components for the covariance matrix was computed using approximately 100 

cells and the principal components that gave the two largest eigenvalues were identified. 

 

2.21 In vivo Transcription Assay 

To determine how histone entry into the bacterial cell impacts transcription, MAL190 was cultured 

to mid-log, diluted 1:20 in MinA medium, treated with 10 μg/mL Histone H2A and/or 2 μM LL-

37, incubated for one hour, and induced for transcription using 50 ng/mL of anhydrotetracycline 

(aTc). The fluorescence of mCherry was measured after one hour using single-cell fluorescence 

microscopy.  
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2.22 RNA Sequencing  

E. coli cultures were grown to saturation overnight in MinA media, diluted 1:1000 into the same 

media, cultured to an OD600 of 0.2, diluted 1:20 in pre-warmed media, and supplemented with 10 

μg/mL H2A, 1 μM LL-37, or both. 10 mL of culture was harvested at 0, 30, and 60 minutes, 

filtered through a 0.8 μm filter, washed with 2 mL H2O, and resuspended in 600 uL Total Lysis 

Solution (TE 8.0 (10 mM Tris-HCl, 1 mM EDTA), 0.5 mg/mL lysozyme (Sigma), and 1% SDS). 

Samples were incubated for 3 minutes at room temperature before freezing in liquid N2. Samples 

were kept in -80 °C until nucleic acid extraction with a hot phenol-chloroform extraction and 

ethanol precipitation12. RNA yield was measured using a Nanodrop 2000 (Thermo Fisher, 

Waltham, MA). Samples were DNase digested (Ambion, Waltham, MA) and treated with 

RiboZero (Illumina, San Diego, CA). A NEBNext Ultra Directional Library kit (NEB, Ipswich, 

MA) was used to construct a cDNA library which was sequenced by the Princeton University 

Genomics Core Facility. Experiments were performed in triplicate and each experiment was 

sequenced with a depth of at least 10 M reads. Sequencing data was analyzed using our own 

software written in Python and using R (The R Foundation, Vienna, Austria). Sequences were 

aligned to the MG1655 genome (U00096.3) using Bowtie2 (Langmead and Salzberg, 2012). 

Sequencing data (accession pending) is available in the NCBI GEO database.  

 

2.23 Validation of RNA Sequencing  

E. coli containing YFP fused to the promoter of rcsA, integrated at the lambda attachment site, 

and constitutively expressing a transcriptional fusion of CFP to ompA was grown to mid-

exponential phase. Bacteria were diluted into warmed MinA media with increasing concentrations 

of H2A. In addition, 30 μM PI was added to the culture to specifically measure fluorescence 
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intensities in membrane-permeabilized cells. After a 30-minute incubation period, cells were 

immobilized on a 1% agarose pad and and YFP, CFP, and PI fluorescence was analyzed using 

fluorescence microscopy.  

 

2.24 Derivation of the Histone-AMP positive feedback model 

We developed a mathematical model to describe the dynamics of histone and AMP uptake into 

bacterial cells. Histones and AMPs enter passively using simple diffusion:  

and  where [Hisin] and [Hisout] represent the concentrations of histones 

inside and outside of the cell, respectively, [AMPin] and [AMPout] represent the concentrations of 

AMP inside and outside of the cell, respectively, and kHisentry and kAMPentry are the rate constants 

associated with the passive entry of histones and AMPs into the cell, respectively. Molecules of 

histones and AMPs can leave the cell through a number of ways including cell division, shedding 

of cell components, and transport through drug efflux pumps. We describe these combined effects 

on histones and AMPs using the rate constants kHisexit and kAMPexit, respectively. To encode the 

behaviors that histones increases the intracellular AMP concentration and that AMPs increase 

intracellular histone concentrations, potentially through pore-stabilization, we defined the rate 

constants kHisstab and kAMPstab, arriving at the equations: 

(1) 

(2) 

 

In our simulations, we set the initial histones and AMP concentrations inside the cell to 0. The 

concentration of histones and AMPs outside the cell remained constant, which describes an 

environment in which there is an excess of histones and AMPs. We set the permeation rates of 
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kHisentry and kAMPentry to 0.004 s 1 based on permeation measurements of the charged antibiotic 

tetracycline into bacterial cells13. The rate constants kHisexit and kAMPexit were set to correspond to a 

doubling time of 30 minutes, which is a conservative estimate of the rate of histone and AMP 

removal from the cell that does not require the existence of an export mechanism. We simulated 

the synergy condition by setting kHisstab and kAMPstab to 0.1 s 1 and simulated the non-synergistic 

condition by setting these rate constants to 0 s 1. For the uptake dynamics figure, we set the 

concentrations of histones and AMP outside of the cell to 1 and computed the total intracellular 

concentration of these molecules as a function of time. Density plots were constructed by 

computing the total intracellular concentration of histones and AMPs following 60 minutes of 

exposure to a range of histones and AMPs concentrations outside of the cell. 

 

2.25 Statistical Analysis 

Statistical analysis was performed by running Welsh t-tests or one- or two-way ANOVA and 

Tukey’s post-hoc tests using R 3.4.3 (Kite Eating Tree). Data and image analysis was performed 

using Image J (v1.51k), or custom-written MATLAB scripts from the Siryaporn lab. 
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Chapter 3: Histone H2A Kills Gram-negative and Gram-positive Bacteria in Low Ionic 

Environments, but Not Physiological Environments 

 

     The first initial report of the antimicrobial activity of histones appeared in 19421. An in-depth 

analysis of the factors that affected in vitro killing of E. coli followed in 19582. Although some of 

the claims made were inaccurate, such as the conclusion that only the arginine-rich fraction of calf 

thymus histones showed antimicrobial activity, the effects of ionic strength, osmolarity, and salt 

concentration on histones were characterized. Histones were documented to have reduced 

bactericidal activity at salt concentrations greater than 0.15 - 0.2 M NaCl, and this was proposed 

to be due to an effect on ionic strength affecting adsorption of the histone, rather than osmolarity.  

     The outer membrane of Gram-negative bacteria, including E. coli, contains an outer leaflet 

primarily composed of lipopolysaccharides (LPS). LPS molecules are composed of lipid A, a core 

oligosaccharide, and an O antigen3. Lipid A, a phosphorylated glucosamine disaccharide with 

multiple hydrophobic fatty acyl chains, anchors LPS to the outer membrane3. The highly diverse 

core oligosaccharide component is a short chain of sugar residues, attached directly to lipid A4. 

The core oligosaccharide may also contain non-carbohydrate components, such as amino acids 

and phosphate5. O antigen, a repetitive polymer, is attached to the core oligosaccharide. The 

polymer makes up the outermost portion of the LPS molecule. The O antigen varies between 

bacterial strains and serves as a host antibody target6. Additionally, there is considerable variety 

in the O antigen within a given species. For example, there are approximately 170 O antigen 

serotypes produced by E. coli3. The presence of full-length O antigen makes LPS smooth, whereas 

a reduced amount of O antigen, or the absence of O antigen altogether, makes LPS rough7. As 
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rough LPS is more hydrophobic, bacteria with rough LPS are more susceptible to hydrophobic 

antibiotics8.   

     As the main component of the outer layer of the bacterium, LPS contributes heavily to the 

structural integrity of the membrane. LPS molecules are polyanionic, stemming from multiple 

phosphate groups in the lipid A and oligosaccharide regions. The presence of divalent cations, 

such as magnesium (Mg2+) and calcium (Ca2+), are integral to neutralizing the negative charges 

and stabilizing the bacterial outer membrane9. Chelation of divalent cations by EDTA is well-

documented as a cell-permeabilizing technique, indicating the importance of these cations in 

preserving the integrity of the LPS and stabilizing the bacterial outer membrane10. By binding the 

anionic phosphate groups in the LPS, divalent cations electrostatically link LPS molecules together 

and contribute to bacterial resistance against hydrophobic antimicrobial peptides11,12. Several 

antimicrobial agents, such as cationic antibiotics and EDTA, are known to function by outer 

membrane permeabilization due to the disruption of electrostatic LPS linkages13.  

     Similar to LPS in the membranes of Gram-negative bacteria, Gram-positive bacteria, such as 

Staphylococcus aureus, have teichoic acids within their cell walls. These anionic glycopolymers 

to provide rigidity by binding cations such as magnesium and sodium14–16. Teichoic acids include 

both wall teichoic acids (WTAs), covalently linked to peptidoglycan, and lipoteichoic acids 

(LTAs), anchored in the bacterial membrane by a glycolipid. Teichoic acids are thought to play a 

key role in antibiotic resistance in Gram-positive microorganisms17.  

     A schematic image of the major differences between Gram-positive and Gram-negative 

bacterial membranes, and how they facilitate binding to divalent cations, is illustrated in Figure 

3.1.  
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Figure 3.1. Differences in the membranes of Gram-negative and Gram-positive bacteria. 

Gram-negative bacteria have a thin peptidoglycan layer between an inner cytoplasmic cell 

membrane and an outer membrane that binds lipopolysaccharides (LPS). Gram-positive bacteria 

are characterized by a cytoplasmic cell membrane surrounded by a thick peptidoglycan layer that 

contains lipoteichoic acid and wall teichoic acid. The LPS and teichoic acid are both negatively 

charged, and bind to divalent cations, like magnesium (represented as pink circles). Membrane 

proteins have been omitted for simplification purposes.  
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3.1 Histone H2A Kills Gram-negative and Gram-positive Bacteria in Low Magnesium 

Environments  

     Since cations, like calcium and magnesium, stabilize the bacterial membranes of both Gram-

negative and Gram-positive bacteria, and previous experiments reported the antimicrobial activity 

of histones is only observed in low ionic solutions and buffers that are not physiologically 

relevant18–20 (see Chapter 1.8), the antimicrobial activity of histones was initially investigated in a 

low ionic environment. Low ionic environments, as defined by a reduction in the concentration of 

divalent cations, disrupt electrostatic LPS interactions, compromising the integrity of the 

membrane and increasing membrane permeability. I hypothesized that in low ionic environments, 

where a reduction in divalent cations disrupts electrostatic interactions, positively charged histones 

may further disrupt the outer membrane of bacteria, resulting in increased antimicrobial activity. 

     The concentration of magnesium in the plasma and extracellular fluid is between 1.2 – 1.4 mM, 

with approximately one-third of that bound by proteins or moieties21. Based on the levels of free 

magnesium in the plasma and extracellular fluid, initial bacterial killing experiments were 

performed using two concentrations of magnesium: 1 mM MgSO4 (physiological concentration) 

and 1 μM MgSO4 (low magnesium, cation-chelating conditions). Antimicrobial activity was 

assayed using 10 μg/mL H2A, based on the report that 15 μg/mL of H3 are detected in blood 

plasma of baboons after E. coli challenge22. Experiments were predominantly performed using 

only Histone H2A since antibodies against H2A and H2B eliminated NET-mediated killing of 

bacteria18. 

     To test whether magnesium concentration had an effect on histone killing, traditional plate 

assays were performed. Overnight cultures of stationary phase E. coli or S. aureus were diluted 

1:1000 in minimal media (MinA) containing 1 μM or 1 mM MgSO4, and cultured with or without 
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10 μg/mL H2A for 1 hour. After treatment, bacterial suspensions were diluted 1:1000 into fresh 

MinA media with either 1 μM or 1 mM MgSO4 and 25 μL of diluted bacterial suspension was 

plated on LB-Miller agar plates without H2A. Plates were grown for 18 hours before CFU counts 

were obtained. The addition of H2A to bacteria in the low ionic environment decreased the CFU 

count for both Gram-negative E. coli and Gram-positive S. aureus. However, the addition of H2A 

to bacteria in the physiological environment had no effect on E. coli or S. aureus. The low ionic 

environment without the addition of H2A did not reduce CFU counts for either strain (Figure 3.2). 
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Figure 3.2. Histones decrease the number of colony forming units (CFUs) of E. coli and S. 

aureus in low ionic environments. (A) H2A decreases the number of colony forming units 

(CFUs) of E. coli and S. aureus growing in low concentrations of magnesium, but not in 

physiological conditions. Overnight cultures of stationary phase E. coli or S. aureus were diluted 

1:1000 in MinA with 1 μM or 1 mM MgSO4 and cultured with or without 10 μg/mL H2A for 1 

hour. After treatment, bacterial suspensions were diluted 1:1000 into fresh MinA media with either 

1 μM or 1 mM MgSO4 and 25 μL of diluted bacterial suspension was plated on LB-Miller agar 

plates without histones. Plates were grown for 18 hours before imaging. Representative plates are 

shown for each condition. (B) Data shown as mean ± SEM and are representative of at least three 

independent experiments (n=3). **** p≤ 0.0001, *** p ≤ 0.001, ns > 0.05. 
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     Complementary growth curves were constructed using a plate reader. Overnight cultures of 

stationary phase E. coli or S. aureus were diluted 1:1000 in MinA containing either 1 μM or 1 mM 

MgSO4 and cultured with or without 10 μg/mL H2A. Optical density (OD600) was measured across 

a 24-hour growth period to construct growth curves. In liquid cultures, low magnesium decreased 

bacterial growth for both E. coli (Figure 3.3A) and S. aureus (Figure 3.4A), consistent with 

previous reports23,24. In low magnesium conditions, the addition of 10 μg/mL H2A extended the 

lag time and slowed the growth rate of E. coli. Furthermore, E. coli treated with H2A reached a 

lower OD600 after a 24-hour growth period (Figure 3.3A). The addition of 10 μg/mL H2A to S. 

aureus growing in low magnesium did not allow any bacterial growth over a 24-hour time period 

(Figure 3.4A). This complete inhibition of bacterial growth may be due to S. aureus-specific 

physiology. It is possible that Gram-positive bacteria may be more sensitive to histones in low 

magnesium environments. Together, the plate killing assay and the growth curves showed that the 

addition of H2A inhibited bacterial growth at low magnesium in liquid culture for both E. coli 

(Figure 3.3A) and S. aureus (Figure 3.4A).  

     The growth profiles of E. coli and S. aureus grown in physiological magnesium conditions, 

with and without 10 μg/mL H2A, showed similar lag times, comparable exponential growth rates, 

and equivalent OD600 after a 24-hour growth period (Figure 3.3B, 3.4B). Thus, the addition of 

H2A had no effect on bacterial growth at physiological magnesium for E. coli (Figure 3.3B) or S. 

aureus (Figure 3.4B). Together, these growth profiles further support the plate killing assay, 

indicating that H2A kills Gram-negative and Gram-positive bacteria in a low ionic condition, but 

not in a physiological condition. 
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Figure 3.3. Histones kill stationary phase Gram-negative E. coli in a low ionic strength 

condition but not in a physiological condition. Growth profiles of stationary phase E. coli treated 

with 10 μg/mL H2A in MinA media containing (A) low (1 μM) magnesium and (B) physiological 

(1 mM) magnesium. The addition of H2A had no effect on E. coli growth in the physiological 

concentration of magnesium. In low ionic conditions, the addition of H2A inhibited bacterial 

growth. Points in (A) and (B) are the average of at least ten independent experiments. Error bars 

indicate standard error of the mean (SEM). 
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Figure 3.4. Histones kill stationary phase Gram-positive S. aureus in a low ionic strength 

condition but not in a physiological condition. Growth profiles of stationary phase S. aureus 

treated with 10 μg/mL H2A in MinA media containing (A) low (1 μM) magnesium and (B) 

physiological (1 mM) magnesium. The addition of H2A had no effect on S. aureus growth in the 

physiological concentration of magnesium. In low ionic conditions, the addition of H2A inhibited 

bacterial growth. Points in (A) and (B) are the average of at least ten independent experiments. 

Error bars indicate standard error of the mean (SEM). 
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     As seen in the growth profiles of E. coli and S. aureus in physiological ionic conditions, 10 

μg/mL H2A had no effect on growth of either bacterial strain. This was unsurprising, as previous 

studies reported that histones are far less effective at killing bacteria in physiologically relevant 

conditions25,26. Additionally, prior reports concluded that bacterial killing requires high, 

unphysiological concentrations of histones19,25,27. However, as discussed in Chapter 1, peptide 

concentrations in excess of the MIC may render bacteria susceptible to secondary mechanisms of 

histones through membrane permeabilization28,29. To address questions regarding the utility of 

histones as antimicrobial agents and the mechanism of histone-mediated killing of bacteria under 

physiological conditions, a concentration of 10 μg/mL H2A was used for all subsequent 

experiments, regardless of whether bacteria were cultured in low magnesium conditions or 

physiological magnesium conditions. 
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3.2 Histone H2A Enhances Membrane Permeabilization in Low Ionic Environments 

     Since H2A is cationic and amphipathic, and many known antimicrobial agents function by 

inducing perturbations in the bacterial membrane, I investigated whether H2A inhibits growth 

through disruption of the microbial membrane. Cells were treated with propidium iodide (PI), a 

bacterial fluorescence stain commonly used in microbial viability assays. This ethidium bromide 

analog fluoresces upon binding nucleic acids and does not permeate the outer membranes of viable 

bacteria. When membrane integrity is compromised, PI can pass through the bacterial membrane, 

bind to DNA, and emit mCherry fluorescence.  

     To visualize whether H2A induces membrane lysis in E. coli in low ionic conditions, stationary 

phase E. coli was diluted 1:1000 into fresh MinA media, with or without 10 μg/mL H2A, and 

incubated with 30 μM propidium iodide for one hour. Bacteria were plated on 1% agarose-MinA 

pads and mCherry fluorescence was imaged and quantified. The addition of 10 μg/mL H2A 

induced PI fluorescence in E. coli cultured in low magnesium (Figure 3.5), a condition that 

inhibited growth on agar plates and in liquid culture (Figure 3.2, 3.3), suggesting that H2A inhibits 

growth in low magnesium by enhancing membrane permeabilization. No increase in PI 

fluorescence was observed for E. coli in low ionic conditions without the addition of H2A, 

indicating low magnesium conditions alone are not sufficient to induce membrane 

permeabilization. No PI fluorescence occurred with the addition of 10 μg/mL H2A at physiological 

magnesium (Figure 3.5A, 3.5B), indicating that this concentration of histones does not 

permeabilize the E. coli membrane under physiological ionic conditions.   

     Thus, histone-mediated bacterial growth inhibition is accompanied by increased membrane 

permeabilization in low ionic environments, supporting a mechanism by which the histones disrupt 

the microbial membrane to kill bacteria in low ionic conditions. Additionally, the permeabilization 
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of the bacterial membrane may function to facilitate histone entry into the bacterial cell, where 

histones may have intracellular targets. 
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Figure 3.5. Histones increase membrane permeabilization in stationary phase E. coli in a low 

ionic strength condition, but not in a physiological condition. Propidium iodide (PI) 

fluorescence of H2A-treated E. coli increased in bacteria cultured in low concentrations of 

magnesium, but not physiological concentrations. (A) Representative images are shown for each 

condition. (B) Quantification of the average PI fluorescence/area (AU) for each condition indicates 

low magnesium conditions alone are not sufficient to induce membrane permeabilization. 10 

µg/mL H2A significantly increased PI fluorescence in conditions of low magnesium, whereas the 

addition of 10 µg/mL H2A to E. coli in physiological concentrations of magnesium had no effect. 

Data shown as mean ± SEM and are representative of three independent experiments (n=3).                       

** indicates a p-value ≤ 0.01, and ns indicates a p-value > 0.05. Scale bars represent 10 μm. 
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3.3 The PhoPQ System Improves Survival of E. coli Challenged with Histone H2A 

To explain histone-mediated killing in low ionic conditions that promote bacterial membrane 

instability, the potential involvement of the PhoPQ system was considered. The PhoPQ system is 

a two-component system, which senses the presence of extracellular magnesium and responds to 

low levels by upregulating magnesium transport and inducing PmrAB-dependent lipid A 

modifications to promote stability30. In this system, the membrane-bound histidine kinase PhoQ 

senses low magnesium concentrations, likely by direct binding of divalent cations at an acidic 

cluster of residues (EDDDDAE). PhoQ undergoes autophosphorylation, transferring a phosphoryl 

group from ATP to a histidine residue31. The response regulator PhoP catalyzes the transfer of the 

phosphoryl group to an aspartate residue within the regulatory response domain, triggering a 

conformational change and producing downstream cellular responses. In addition, the PhoPQ 

system is thought to be involved in the direct binding of anti-microbial peptides32. It is thought 

that the competition between divalent ions and host antimicrobial peptides for PhoQ binding serves 

as a signal for the bacteria, allowing it to determine its subcellular environment and upregulate 

transcription of virulence factors accordingly33. Furthermore, the addition of sub-inhibitory 

concentrations of DNA has been shown to create a cation-limited environment that induced 

PhoPQ- and PmrAB-regulated AMP resistance in P. aeruginosa34. 

     To investigate the potential role of this system in histone-mediated killing, 10 µg/mL H2A 

was added to a PhoQ-null strain of E. coli at both low and physiological levels of magnesium. 

Growth curves were constructed over a 24-hour growth period for the PhoQ-null strain (D(phoP) 

D(phoQ) PmgrB-yfp PtetA-cfp (kanR, camR)) and an equivalent reporter strain (PmgrB-yfp 

PtetA-cfp (kanR, camR)), which approximates wild-type (WT) E. coli. Overnight cultures of 
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stationary phase WT or PhoQ-null E. coli were diluted 1:1000 in MinA with 1 μM or 1 mM 

MgSO4 and cultured with or without 10 μg/mL H2A.  

     As expected, since the PhoQ-null strain cannot appropriately respond to conditions of low ionic 

strength, the PhoQ-null strain shows an extended lag phase and slower exponential growth in 

conditions of low ionic strength (Figure 3.6A). However, after 24 hours, the PhoQ mutant strain 

reached a comparable OD600 to wild-type E. coli. The addition of 10 µg/mL H2A to the PhoQ-null 

strain in low magnesium eliminated bacterial growth entirely over a 24-hour growth period. As 

previously observed, the addition of 10 µg/mL H2A to wild-type E. coli culture in a low ionic 

environment slowed the growth rate, caused an extended lag time, and led to a lower OD600 after 

a 24-hour growth period when compared to untreated, wild-type E. coli (Figure 3.6A).  

In physiological ionic conditions, wild-type E. coli and PhoQ-null E. coli showed similar lag 

times and exponential growth rates, and reached comparable OD600 measurements after 24 hours 

of growth (Figure 3.6B). As expected, the addition of 10 μg/mL H2A had no effect on wild-type 

E. coli growing in physiological concentrations of magnesium. However, the addition of 10 μg/mL 

H2A extended the lag time of the PhoQ-null strain, indicating that the absence of a functional 

PhoPQ system induces sensitivity to histones at physiological levels of magnesium (Figure 3.6B). 

The PhoQ-null E. coli strain showed increased sensitivity to histones in both ionic conditions, 

indicating that the absence of a functional PhoPQ system increases sensitivity to histones. 
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Figure 3.6. The PhoPQ system increases E. coli survival when treated with histones. Growth 

profiles of wild-type E. coli and an equivalent PhoQ-null E. coli strain in media containing low (1 

μM) magnesium (A) and physiological (1 mM) magnesium (B). The PhoQ-null E. coli strain 

showed increased sensitivity to histones in both ionic conditions, indicating that the absence of a 

functional PhoPQ system increases sensitivity to histones. Points in (A) and (B) are the average of 

four independent experiments. Error bars indicate standard error of the mean (SEM). 
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     The PhoPQ reporter strain used to approximate WT E. coli in growth profiles (Figure 3.6) is an 

engineered strain of wild-type E. coli with a PhoP-regulated mgrB reporter driving YFP expression 

and a constitutive promoter expressing CFP, allowing for controlled reporting of expression and 

intensity levels. This strain was used to further investigate expression of the PhoPQ system in 

response to histone treatment in low and physiological magnesium conditions. Stationary phase E. 

coli were diluted 1:1000 into fresh MinA with 1 μM or 1 mM MgSO4 and cultured with or without 

10 μg/mL H2A. Bacteria were incubated for three hours. Bacteria were plated on 1% agarose-

MinA pads and phoQ-yfp and tetA-cfp were imaged and quantified. To compare conditions, the 

ratio of phoQ-yfp to tetA-cfp was calculated. 

     The phoQ-yfp to tetA-cfp ratio increased for E. coli cultured in a low ionic environment, 

compared to E. coli cultured in physiological ionic environments, confirming that low magnesium 

environments increase expression of the PhoPQ system in this strain (Figure 3.7). The addition of 

10 µg/mL histones to E. coli cultured in physiological ionic environments had no effect on the 

phoQ-yfp to tetA-cfp ratio compared to untreated E.coli in the same ionic environment. However, 

the addition of 10 µg/mL histones to E. coli cultured in low ionic environments decreased the ratio 

of phoQ-yfp to tetA-cfp compared to untreated E. coli, indicating H2A suppresses transcription of 

the phoQ gene in low ionic environments (Figure 3.7). 

     It is plausible that the downregulation of the PhoPQ two-component system when E. coli are 

exposed to H2A in conditions of low magnesium prevents the bacteria from upregulating 

downstream genes associated with increased membrane stability. By circumventing this pathway, 

the presence of histones may keep the bacteria in a state of increased membrane instability. In 

theory, this membrane instability may lead to increased concentrations of histones entering the 

bacterial cell, where they can interact with nucleic acids or alter metabolic pathways further. 
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Figure 3.7. H2A suppresses phoQ expression in E. coli growing in low ionic strength 

conditions. The ratios of phoQ-yfp to the constitutively-expressed tetA-cfp gene in an engineered 

strain of wild-type E. coli with a PhoP-regulated mgrB reporter driving YFP expression and a 

constitutive promoter expressing CFP. Stationary phase E. coli were diluted 1:1000 into fresh 

MinA with 1 μM or 1 mM MgSO4 and cultured with or without 10 μg/mL H2A. Bacteria were 

incubated for three hours before imaging phoQ-yfp and tetA-cfp. The addition of H2A to E. coli 

cultured in a low magnesium environment decreased the phoQ-yfp to tetA-cfp ratio compared to 

untreated E. coli cultured in a low magnesium environment, indicating H2A suppresses 

transcription of the phoQ gene. Data are shown as the mean ± SEM and are representative of three 

independent experiments (n=3). *** p≤ 0.001, ns > 0.05.  
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3.4 Conclusion  

     Magnesium cations stabilize the bacterial membranes of Gram-negative and Gram-positive 

bacteria. As such, decreased concentrations of magnesium cations disrupt electrostatic LPS 

interactions and compromise the integrity of the membrane. In conditions of low ionic strength, 

positively charged histones further disrupted the outer membrane of bacteria, resulting in 

increased antimicrobial activity in the Gram-positive S. aureus and the Gram-negative E. coli. In 

contrast, the addition of H2A had no effect on E. coli or S. aureus growing in physiological 

concentrations of magnesium.  

     Since many known AMPs function by inducing membrane perturbations, propidium iodide (PI) 

staining was used to determine if the mechanism of histone-mediated bacterial killing in low ionic 

environments relied on histones compromising the integrity of the bacterial membrane. PI 

fluorescence of H2A-treated E. coli increased in bacteria cultured in low concentrations of 

magnesium, but not physiological concentrations, suggesting that H2A inhibits growth in low 

magnesium by increasing membrane permeabilization. Low magnesium conditions alone were not 

sufficient to induce membrane permeabilization. Additionally, little to no PI fluorescence was seen 

in physiological magnesium conditions, with or without the addition of H2A. This supports a 

mechanism by which the histones increasingly disrupt the microbial membrane to kill bacteria in 

low ionic environments. Additionally, this permeabilization of the bacterial membrane may 

function to facilitate histone entry into the bacterial cell, where histones may have intracellular 

targets. 

     Because the addition of H2A compromised membrane integrity at low ionic conditions, the 

potential role of the PhoPQ system was investigated. The potential role of PhoPQ system, a two-

component system that responds to low levels of extracellular magnesium, was investigated using 
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a PhoQ-null strain of E. coli. In conditions that promote membrane instability, the addition of H2A 

completely prevented growth of a PhoQ-mutant strain of E. coli over a 24-hour period. 

Additionally, the absence of a functional PhoPQ system induced sensitivity to H2A at 

physiological concentrations of magnesium. Furthermore, the addition of H2A to cultures growing 

in low ionic strength decreased expression of phoQ, indicating H2A suppresses transcription of 

the phoQ gene in low ionic environments. 
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Chapter 4: Histone H2A Synergizes with Membrane-Permeabilizing Agents to Kill 

Bacteria at Physiological Ionic Concentrations 

 

     Growth in low magnesium conditions or treatment with histone H2A alone in physiological 

conditions were insufficient to permeabilize the bacterial membrane; however, the combined 

effects of low ionic conditions and histone treatment increased histone-mediated killing of bacteria 

by facilitating increased membrane disruption. In contrast, the addition of 10 μg/mL H2A to 

bacteria in physiological ionic conditions had minimal effects on bacterial growth profiles or 

membrane permeability. This correlates well with previous studies that report histones are 

ineffective at killing bacteria in physiologically relevant conditions1,2 and prior studies reporting 

histone-mediated killing requires high, unphysiological concentrations of histones. These 

concentrations are well above the MIC1,3,4, which may render bacteria susceptible to secondary 

mechanisms of histones through membrane permeabilization5,6. The reduction of histone-mediated 

killing of bacteria in physiologically relevant conditions in vitro has raised questions about the 

potential therapeutic usage of histones as antimicrobial agents.  

     However, given reports of the antimicrobial activity of histones in innate immune responses, 

including neutrophil extracellular traps (NETs) and lipid droplets (LDs) (Chapter 1.3 and 1.4), this 

weak antimicrobial activity of histones in vitro may be attributed to the fact that histone activity 

has not been considered in the context of other immune mechanisms. In particular, NETs and LDs 

both contain co-localized histones and antimicrobial peptides (AMPs), suggesting histones may 

function as part of a larger antimicrobial mechanism to kill bacteria in vivo.  

     In conditions of low ionic strength, positively charged histones disrupted the already 

destabilized bacterial membrane, resulting in increased antimicrobial activity in Gram-negative 
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and Gram-positive bacterial species. In principle, histones could synergize with membrane-

permeabilizing AMPs in physiological conditions to increase histone-mediated killing. In order to 

measure potential synergies between AMPs and histones, growth profiles of bacteria were 

constructed in physiological ionic conditions. Identical concentrations of histones were used (10 

μg/mL H2A), along with AMP concentrations below the MIC.  

     Synergy between antibacterial peptides released from activated neutrophils has been reported 

previously. Synergies are common between AMPs, two and three-AMP combinations showing 

strong levels of synergy7.  For example, defensins synergize with cathelicidins, killing E. coli and 

S. aureus, and increasing E. coli membrane permeabilization. Additionally, histone H1 

antimicrobial peptide fragments synergize with lysozyme, lysozyme-containing extracts from O. 

kisutch, and pleurocidin against Vibrio anguillarum and Aeromonas salmonicida8. 

     In cases where multiple antimicrobial agents, or drugs, are added, there are three potential 

interactions: no effect on one another (no interaction), a greater effect than the sum of their 

individual effects (synergy), or a lesser effect than the sum of their individual effects (antagonism). 

Loewe additivity assumes no interaction between two drugs if the combined effect is equal to the 

effect that is expected from a linear interpolation from the two individual effects9. Synergistic drug 

combinations have a stronger than additive effect. Schematic representations of antagonistic, 

synergistic, and additive drug combinations are shown in Figure 4.1.   
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Figure 4.1. Schematic representation of antagonistic, synergistic, and additive drug 

combinations. Model lines of equal effect of drug combination and bacterial growth rate for 

additivity (light blue circles), antagonism (dark blue triangles), and synergism (blue squares) for 

Drug A and Drug B. Additivity assumes that two drugs do not interact if the combined effect is 

equal to what is expected from a linear interpolation of the two individual effects. Antagonistic 

drug combinations have a lesser effect than the sum of their individual effects. Individual drug 

effects lie along their respective axes.  
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4.1 Histone H2A Synergizes with the Antimicrobial Peptide (AMP) LL-37  

The human cathelicidin, hCAP18, is cleaved by proteinase 3 to form the antimicrobial peptide 

LL-3710, an AMP that is co-localized with histones in NETs11. The precursor of LL-37, hCAP-18, 

is present in neutrophil granules for targeted release12. Plasma concentrations of hCAP18 were 

found to be 1.18 μg/mL, and this full length protein binds to lipoprotein, perhaps as a means of 

preventing off-target damage13,14. Upon proteolytic cleavage, the active C-terminus 37 amino acid 

AMP LL-37 (LLGDFFRKSKEKIGKEFKRIVQRIKDFLRNLVPRTES) is released.  This AMP 

disrupts lipid bilayers through the formation of toroidal pores15 and exhibits broad-spectrum 

microbial activity16. Fluorescence microscopy experiments on E. coli revealed that 8 μM LL-37 is 

sufficient to saturate the bacterial outer membrane within 1 minute17. Translocation across the 

outer membrane and into the periplasmic space occurs 5-25 minutes later and corresponds to 

stalling of growth.  

AMPs, like LL-37, have a critical role in the mammalian innate immune system. They are 

synthesized in elevated levels in tissues that are exposed to microbes, such as skin and mucosal 

epithelia, for rapid defense against microbial infections18. On unstimulated mucosal surfaces, LL-

37 is found at concentrations around 2 μg/mL; however concentrations in excess of 50 μg/mL are 

found in inflamed epithelium19. LL-37 killing has been shown to be sensitive to NaCl 

concentration, and LL-37 synergizes with lactoferrin and lysozyme19, defensins20, and the 

antibiotics rifampicin and polymyxin B21.  

LL-37 is a curved peptide with 37 amino acid residues, 54% of which are hydrophilic. LL-37 

has a net positive charge of +6 at physiological pH. In aqueous solution, circular dichroism 

spectrums reveal that LL-37 has a disordered structure; however, in lipophilic environments, 

intramolecular hydrogen bonds facilitate peptide folding into an amphipathic α helix, with a helix-
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bend-helix motif, as visualized through solution NMR spectroscopy in Figure 4.222. The extent of 

α-helicity correlates with antimicrobial activity against Gram-positive and Gram-negative 

microbes23.  
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Figure 4.2. Solution NMR structure of human LL-37. The structure of 13C, 15N-labeled LL-37 

was determined by 3D triple resonance NMR spectroscopy22. The structure reveals a curved 

amphipathic helix-bend-helix motif, with a helical bend between Gly-14 and Glu-16, followed by 

a disordered C-terminal tail.  Image adapted from Protein Data Base (PDB: 2K6O). 
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     Previous experiments with histones alone showed PI fluorescence of histone-treated E. coli 

increased in bacteria cultured in low concentrations of magnesium, but not physiological 

concentrations, suggesting that H2A inhibits growth in low magnesium by increasing membrane 

permeabilization. Since histone-mediated bacterial growth inhibition in low ionic environments 

was associated with compromised membrane integrity, I hypothesized that LL-37 may disrupt the 

bacterial membrane by inducing pore formation, allowing increased levels of histone H2A to enter 

the cell and increasing histone-mediated killing. In principle, histones could synergize with LL-37 

to disrupt the microbial membrane, causing microbial death. LL-37-formed pores could also 

permeabilize the bacterial membrane, facilitating histones entry into the bacterial cell, where 

histones may have intracellular targets. To determine whether histones and LL-37 synergize to kill 

bacteria, E. coli and S. aureus were treated with combinatorial treatments of LL-37 and histone 

H2A in physiological ionic conditions (1 mM MgSO4) to avoid membrane stress from low ionic 

conditions.  

     Treatment of stationary phase E. coli with human LL-37 at 2 μM, a concentration reported to 

be the bulk MIC of E. coli after 12 hours17 and a concentration below that found in inflamed 

epithelial cells19, decreased the growth rate and slightly extended the lag time (Figure 4.3 A). As 

previously seen, the addition of histone H2A alone had no effect on E. coli growth. However, 

cultures treated with both histone H2A and LL-37 had significantly decreased growth rates and 

extended lag times compared to untreated or LL-37-treated samples. This synergistic killing effect 

was also seen with S. aureus (Figure 4.3 B), suggesting that treatment of bacteria with the pore-

forming AMP LL-37 enhances the antimicrobial activity of histone H2A.  
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Figure 4.3. Histone H2A and LL-37 synergize to kill stationary phase E. coli and S. aureus. 

Growth profiles of stationary phase E. coli (A) and S. aureus (B) treated with 10 μg/mL H2A and 

2 μM LL-37 in media containing physiological (1 mM) magnesium over a 48-hour growth period. 

The addition of H2A has no effect on E. coli or S. aureus growth in physiological concentrations 

of magnesium. The addition of LL-37 extends the lag phase and slows exponential growth. 

Histones and LL-37 synergize to kill E. coli and S. aureus, significantly decreasing growth rates 

and extending lag times compared to untreated or LL-37-treated samples. Points in (A) and (B) 

are the average of at least four independent experiments (n = 4) and error bars indicate SEM. 
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    As discussed above, synergy is defined as a combination that gives rise to an effect that is greater 

than the sum of each of the constituents. The antimicrobial activities of LL-37 and H2A are 

synergistic – the combined treatment inhibited growth to a larger degree than the two individual 

effects combined. 

     To quantify the number of viable E. coli following the dual treatment of histones and LL-37, a 

traditional plate assay was performed. Overnight cultures of stationary phase E. coli were diluted 

1:1000 in MinA with 1 mM MgSO4 and cultured with 10 μg/mL H2A, 2 μM LL-37, or both H2A 

and LL-37 for 1 hour. After treatment, bacterial suspensions were diluted 1:1000 into fresh MinA 

media with 1 mM MgSO4 and 25 μL of diluted bacterial suspension was plated on LB-Miller agar 

plates without histones or LL-37. Plates were grown for 18 hours before CFU counts were 

obtained. As previously seen (Figure 3.2 A, B), H2A had no effect on the number of colony 

forming units (CFUs) of E. coli in physiological conditions (Figure 4.4). Additionally, treatment 

with 2 μM LL-37 had no effect on the CFU count of E. coli. However, the combinatorial treatment 

of H2A and LL-37 significantly decreased the CFU count, indicating the combinatorial treatment 

is synergistic and bactericidal (Figure 4.4).  

 

 

 

 



86 

 

 

Figure 4.4. The combinatorial treatment of H2A and LL-37 decreases the number of colony 

forming units (CFUs) of E. coli in physiological conditions. The addition of H2A to E. coli 

treated with LL-37 decreased the number of colony forming units (CFUs) of E. coli growing in 

physiological concentrations of magnesium. Overnight cultures of stationary phase E. coli were 

diluted 1:1000 in MinA with 1 mM MgSO4 and cultured with 10 μg/mL H2A, 2 μM LL-37, or 

both H2A and LL-37 for 1 hour. After treatment, bacterial suspensions were diluted 1:1000 into 

fresh MinA media with 1 mM MgSO4 and 25 μL of diluted bacterial suspension was plated on 

LB-Miller agar plates without histones or LL-37. Plates were grown for 18 hours before imaging. 

Data shown as mean ± SEM and are representative of three independent experiments. *** p ≤ 

0.001, ns > 0.05. 
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4.2 Histone H2A Does Not Synergize with the Antibiotics Kanamycin or Chloramphenicol  

     To address whether the growth inhibition seen in combinatorial treatments of H2A with LL-37 

reflects a trivial effect of overwhelming the bacteria with multiple antimicrobial agents, or if it was 

truly a mechanism dependent upon membrane permeabilization, I combined histone H2A with the 

aminoglycoside kanamycin, a bactericidal antibiotic that interacts with the 30S subunit of 

prokaryotic ribosomes, or the amphenicol chloramphenicol, a bacteriostatic antibiotic that binds 

to residues in the 50S ribosomal subunit of prokaryotic ribosomes. These antibiotics inhibit 

translation and do not affect membrane permeability24. However, some reports have noted that 

aminoglycosides, like kanamycin, cause membrane disruption through mistranslation of 

proteins25–27. 

     Treatment of E. coli with kanamycin (Figure 4.5) or chloramphenicol (Figure 4.6) alone 

extended the lag time when compared to untreated E. coli. The combinatorial treatment of H2A 

with kanamycin, at concentrations close to MIC (Figure 4.5A) or concentrations well above MIC, 

had no effect on bacterial growth compared to kanamycin treatment alone. Similarly, 

chloramphenicol showed no synergies with H2A (Figure 4.6), suggesting that synergistic killing 

of bacteria with histones and other antimicrobial agents requires membrane permeabilization. 
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Figure 4.5. Histone H2A and Kanamycin have no synergistic killing effects on stationary 

phase E. coli. Growth profiles of stationary phase E. coli treated with 10 μg/mL H2A, 10 μg/mL 

kanamycin (Kan), or both 10 μg/mL H2A and 10 μg/mL Kan in media containing physiological 

(1 mM) magnesium over a 24-hour growth period. This concentration of Kan, a concentration near 

the MIC, does not synergize with H2A (A). Similarly, 50 μg/mL, a concentration of Kan well 

above the MIC does not synergize with H2A. Kanamycin, a bactericidal antibiotic that interacts 

with the 30S subunit of prokaryotic ribosomes and does not affect membrane permeability, does 

not synergize with histones at either concentration. Data points are the average of four independent 

experiments (n = 4) and error bars indicate SEM. 
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Figure 4.6. Histone H2A and Chloramphenicol have no synergistic killing effects on 

stationary phase E. coli. Growth profiles of stationary phase E. coli treated with 10 μg/mL H2A, 

10 μg/mL chloramphenicol (Cam), or both 10 μg/mL H2A and 10 μg/mL Cam in media containing 

physiological (1 mM) magnesium over a 48-hour growth period. Chloramphenicol, a bacteriostatic 

antibiotic that binds to residues in the 50S ribosomal subunit of prokaryotic ribosomes and does 

not affect membrane permeability, does not synergize with histones. Data points are the average 

of four independent experiments (n = 4) and error bars indicate SEM. 
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4.3 Histone H2A Synergizes with the Antimicrobial Peptide (AMP) LL-37 to Kill Mid-

Exponential Phase Bacteria  

     Bacterial growth curves typically have five phases of growth: lag phase, exponential phase, 

stationary phase, death phase, and long-term stationary phase28. In addition to differences in 

growth patterns in the different phases, genetic expression is vastly different between the phases. 

During stationary phase, E. coli undergoes changes in DNA topography and structure and alters 

transcriptional regulation, enabling the bacterium to survive in adverse conditions, such as low 

nutrient levels, harsh environmental conditions, and high concentrations of toxic waste28. 

Environmental bacteria are typically in the stationary phase. Although stationary phase bacteria 

are growth-arrested, stationary phase bacteria have been reported to have constant protein 

production activity29.  However, stationary phase E. coli has been reported to be more resistant to 

membrane permeabilization by AMPs than exponentially growing bacteria30.    

     The growth curves (Figure 4.3) and the complementary plate killing assay (Figure 4.4) were 

performed with overnight cultures of stationary bacteria, which have a different physiology than 

bacteria in the exponential phase of growth, during which cell division is occurring at a consistent 

rate. To identify the effect of growth phase on histone-mediated killing of bacteria, growth curves 

were constructed using exponentially growing bacteria. Stationary phase E. coli were back-diluted 

into fresh MinA media and were grown to exponential phase (OD600 0.2). Bacteria were diluted 

1:20 into fresh MinA media and treated with the dual combination of 10 μg/mL H2A and 2 μM 

LL-37 (Figure 4.7).  

     As previously observed using stationary phase bacteria, the addition of 10 μg/mL H2A alone 

had no effect on E. coli or S. aureus growth. Similarly, E. coli cultures treated with both histone 

H2A and LL-37 had significantly decreased growth rates and extended lag times compared to 
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untreated or LL-37-treated samples (Figure 4.7A). This synergistic killing effect was also seen 

with S. aureus (Figure 4.7B), suggesting that treatment of bacteria with the pore-forming AMP 

LL-37 enhances the antimicrobial activity of H2A against mid-exponential phase bacteria.  

     Given that synergy was seen using low concentrations of LL-37 and H2A with stationary phase 

and mid-exponential phase E. coli and S. aureus, mid-exponential phase bacteria were used in 

subsequent experiments, in an effort to increase reproducibility31. All subsequent experiments 

were conducted using mid-exponential phase bacteria grown to OD600 0.2. 
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Figure 4.7. Histone H2A and LL-37 synergize to kill mid-exponential phase E. coli and S. 

aureus. Growth profiles of mid-exponential phase E. coli (A) and S. aureus (B) treated with 10 

μg/mL H2A, 2 μM LL-37, or both 10 μg/mL H2A and 2 μM LL-37 in media containing 

physiological (1 mM) magnesium over an 18-hour growth period. The addition of H2A has no 

effect on E. coli growth in the physiological concentration of magnesium. The addition of LL-37 

extended the lag phase and slowed exponential growth for both E. coli and S. aureus. Histones and 

LL-37 synergized to kill E. coli and S. aureus, significantly decreasing growth rates and extending 

lag times compared to untreated or LL-37-treated samples. Data points are the average of four 

independent experiments (n = 4) and error bars indicate SEM. 
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     Overnight cultures of stationary phase bacteria were used to conclude that histones do not 

synergize with antibiotics that inhibit translation and do not affect membrane permeability (Figure 

4.5, 4.6). To identify whether the growth phase affects potential synergy between histones and 

antibiotics that do not permeabilize the membrane, growth curves were constructed using mid-

exponential phase bacteria. Similar to synergy experiments with mid-exponential phase bacteria, 

stationary phase E. coli were back-diluted into fresh MinA media and grown to exponential phase 

(OD600 0.2). Bacteria were diluted 1:20 into fresh MinA media and treated with the dual 

combination of 10 μg/mL H2A and 10 μg/mL kanamycin (Figure 4.8).  

     The addition of 10 μg/mL H2A alone had no effect on E. coli growth. Treatment of E. coli with 

10 μg/mL kanamycin alone extended the lag time and delayed exponential growth when compared 

to untreated E. coli. However, the combinatorial treatment of histone H2A with kanamycin had no 

effect on bacterial growth (Figure 4.8). Similar results were observed with chloramphenicol. 

Treatment of E. coli with 10 μg/mL chloramphenicol significantly slowed exponential growth; 

however there were low levels of growth across the 24-hour time period. The dual treatment of 

H2A and chloramphenicol had no effect on bacterial growth compared to E. coli treated with only 

chloramphenicol (Figure 4.9). Together, these findings suggest that synergistic killing of bacteria 

with histones requires membrane permeabilization, regardless of the growth phase of the bacteria.  
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Figure 4.8. Histone H2A and kanamycin do not synergize to kill mid-exponential phase E. 

coli. Growth profiles of mid-exponential phase E. coli treated with 10 μg/mL H2A, 10 μg/mL 

kanamycin (Kan), or both 10 μg/mL H2A and 10 μg/mL Kan in media containing physiological 

(1 mM) magnesium over a 24-hour growth period. Kanamycin, a bactericidal antibiotic that 

interacts with the 30S subunit of prokaryotic ribosomes and does not affect membrane 

permeability, does not synergize with histones. Data points are the average of four independent 

experiments (n = 4) and error bars indicate SEM. 
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Figure 4.9. Histone H2A and chloramphenicol do not synergize to kill mid-exponential phase 

E. coli. Growth profiles of mid-exponential phase E. coli treated with 10 μg/mL H2A, 10 μg/mL 

chloramphenicol (Cam), or both 10 μg/mL H2A and 10 μg/mL Cam in media containing 

physiological (1 mM) magnesium over a 24-hour growth period. Chloramphenicol, a bacteriostatic 

antibiotic that binds to residues in the 50S ribosomal subunit of prokaryotic ribosomes and does 

not affect membrane permeability, does not synergize with histones. Data points are the average 

of four independent experiments (n = 4) and error bars indicate SEM. 
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     Since the positively-charged AMP LL-37 disrupts lipid bilayers through the formation of 

toroidal pores15, I investigated whether the synergistic bacterial growth inhibition observed upon 

histone and LL-37 treatment was truly dependent upon perturbing the bacterial membrane. E. coli 

were grown to mid-exponential phase (OD600 0.2). Bacteria were diluted 1:20 into fresh MinA 

media and treated with 10 μg/mL H2A, 10 μg/mL kanamycin, the dual combination of H2A and 

kanamycin, 1 μM LL-37, 2 μM LL-37, or the dual combination of H2A with 1 μM or 2 μM LL-

37,  The addition of 2 μM LL-37 caused a notable decrease in the number of cells for imaging. 

Thus, to maximize the number of cells available for statistical analysis, PI analysis was performed 

using 1 μM LL-37, in addition to 2 μM LL-37, to observe trends related to PI staining in the 

presence of LL-37. 1 μM LL-37 showed synergies with 10 μg/mL H2A against E. coli (Figure 

4.10); however, the delay in growth was minimized compared to the higher 2 μM concentration of 

LL-37 used previously (Figure 4.7).  
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Figure 4.10. Histone H2A and LL-37 synergize to kill mid-exponential phase E. coli. Growth 

profiles of mid-exponential E. coli treated with 10 μg/mL H2A, 1 μM LL-37, or both in media 

containing physiological (1 mM) magnesium over a 10-hour growth period. The addition of H2A 

and LL-37 alone have minimal effects on E. coli growth in the physiological concentration of 

magnesium. Histones and LL-37 synergize to kill E. coli, decreasing growth rates and extending 

lag times compared to untreated or LL-37-treated samples. Data points are the average of four 

independent experiments (n = 4) and error bars indicate SEM. 
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     Bacteria were cultured with the antimicrobial agents, along with 30 μM propidium iodide (PI), 

for one hour. Bacteria were plated on 1% agarose-MinA pads and mCherry fluorescence was 

imaged and quantified (Figure 4.11).  

     No increase in PI fluorescence was observed for E. coli in physiological ionic conditions with 

low levels of histones, LL-37, or kanamycin alone, indicating that these concentrations of 

antimicrobials alone are not sufficient to induce significant membrane permeabilization. 

Additionally, the dual combination of histones and kanamycin, a treatment that did not induce 

synergistic killing of E. coli (Figure 4.8), did not induce membrane permeabilization. Although 

aminoglycosides, like kanamycin, have been reported to cause membrane disruption through 

mistranslation of proteins25–27, this mechanism did not appear to form pores large enough for PI to 

enter the cell. Presumably, since no synergy was seen at kanamycin concentrations of 10 μg/mL 

(near MIC) or 50 μg/mL (well above MIC), it is unlikely that this mechanism forms pores that are 

large enough for histones to enter the cell. This lack of histone uptake is shown later in Chapter 5, 

where treatment with kanamycin did not induce uptake of fluorescently labeled H2A, consistent 

with the lack of membrane permeabilization observed in PI fluorescence measurements (Figure 

4.10) and absence of synergy with histones in growth profiles (Figure 4.5, 4.8).  

     With both concentrations of LL-37, the synergistic combination of LL-37 and H2A induced PI 

fluorescence in E. coli, a condition that inhibited growth in liquid culture (Figure 4.7, 4.10), 

indicating membrane permeabilization accompanies the enhanced antimicrobial activity of H2A. 

Since the bacterial growth inhibition seen upon bacterial treatment with the synergistic 

combination of LL-37 and H2A was accompanied by increased membrane permeabilization in 

physiological ionic environments, these results support a mechanism by which disruption of the 

microbial membrane is required for histone-mediated killing of bacteria. Since the addition of 
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histone to LL-37-treated E. coli did not significantly increase PI fluorescence, the complete 

inhibition of growth in dual treated cells (Figure 4.7, 4.10) may be explained by a secondary 

mechanism, such as an intracellular target for histones. As such, permeabilization of the bacterial 

membrane by LL-37 may function to facilitate histone entry into the bacterial cell. 
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Figure 4.11. Histones and LL-37 increase membrane permeabilization. Intracellular 

propidium iodide (PI) fluorescence intensities of mid-exponential phase E. coli treated with H2A, 

LL-37, H2A and LL-37, Kan, or H2A and Kan in medium containing 1 mM magnesium. The 

concentrations used were 10 μg/mL H2A, 10 μg/mL Kan, along with 2 μM LL-37 (A) or 1 μM 

LL-37 (B). Experiments with kanamycin and LL-37 were conducted separately and PI 

fluorescence was normalized to H2A-treated cells for comparison purposes. With both 

concentrations of LL-37, the combinatorial treatment of H2A and LL-37 significantly increased 

PI fluorescence compared to untreated E. coli. Data is from three separate experiments (n=3). Data 

shown is the mean ± SE. **** indicates a p-value ≤ 0.0001, ** indicates a p-value ≤ 0.01, and ns 

indicates a p-value > 0.05. 
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4.4 Histone H2A Synergizes with the Antibiotic Polymyxin B 

     To identify whether the synergies observed between LL-37 and histones represented a more 

global mechanism whereby histones may synergize with any membrane-permeabilizing agent, I 

further explored synergy between histone H2A and polymyxin B (PMB), a pentabasic (net charge 

of +5 ) peptide antibiotic containing a cycloheptapeptide ring with a C-8 fatty acid attached through 

an amide bond32 (Figure 4.12). This cationic antibiotic is produced by Bacillus polymyxa, a Gram-

positive, nitrogen-fixing bacterium that is found in soil and plant roots33. PMB binds to LPS and 

lipid A sites and displaces cations from LPS. Since cationic peptides, including PMB, have 

affinities for LPS that at least three orders of magnitude greater than those of Ca2+ or Mg2+, these 

cationic peptides displace the cations and permeabilize the membrane, enabling uptake of the 

peptide itself, a pathway known as the self-promoted uptake pathway34. Once PMB passes through 

the outer membrane, its amphipathic nature allows it to insert itself into the negatively-charged 

cytoplasmic membrane, further compromising membrane integrity16, a mechanism sharing 

similarities with LL-37.  
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Figure 4.12. Structure of Polymyxin B Sulfate. Polymyxin B (PMB) contains a 

cycloheptapeptide ring with a C-8 fatty acid attached through an amide bond. Its structure permits 

it to bind to negatively charged sites in the LPS layer of Gram-negative bacteria via electrostatic 

interactions between the negatively charged LPS and the positively charged amino groups in the 

cyclic peptide portion of antibiotic, altering membrane structure and increasing membrane 

permeability.  
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     To identify whether histones synergize with the membrane-permeabilizing antibiotic PMB to 

kill bacteria, growth curves were constructed using exponentially growing bacteria treated with 

the dual combination of histones and PMB. Stationary phase E. coli were back-diluted into fresh 

MinA media and grown to exponential phase (OD600 0.2). Bacteria were diluted 1:20 into fresh 

MinA media and treated with 10 μg/mL H2A, 1 μg/mL PMB, or the dual combination of H2A and 

PMB.  

     The addition of 10 μg/mL H2A alone had no effect on E. coli growth, whereas the addition of 

1 μg/mL PMB decreased the growth rate slightly and minimally extended the lag time compared 

to untreated E. coli (Figure 4.13). Consistent with a synergistic mechanism of killing, treatment 

with both histone H2A and PMB completely prevented bacterial growth over a 24-hour period. 

Given that histones synergize with the pore-forming antibiotic PMB and the pore-forming AMP 

LL-37, this suggests that histones synergize with any membrane permeabilizing agents to kill 

bacteria, and that this mechanism is not specific to histones and LL-37.  
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Figure 4.13. Histone H2A and polymyxin B synergize to kill E. coli. Growth profiles of mid-

exponential phase E. coli treated with 10 μg/mL H2A, 1 μg/mL polymyxin B (PMB), or the dual 

combination of H2A and PMB in media containing physiological (1 mM) magnesium over a 24-

hour growth period. The addition of H2A has no effect on E. coli growth in the physiological 

concentration of magnesium. The addition of polymyxin B decreased the growth rate slightly and 

minimally extended the lag time. Histones and polymyxin B synergize to kill E. coli, completely 

preventing E. coli growth. Data points are the average of at four independent experiments (n = 4) 

and error bars indicate SEM. 
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     To identify whether the synergistic killing effect observed upon histone and PMB treatment 

was dependent upon perturbing the bacterial membrane, E. coli were grown to mid-exponential 

phase (OD600 0.2), diluted 1:20 into fresh MinA media, and treated with 10 μg/mL H2A, 1 μg/mL 

PMB, or a combination of H2A and PMB. Bacteria were cultured with histones and/or PMB, along 

with 30 μM propidium iodide (PI), for one hour. Bacteria were plated on 1% agarose-MinA pads 

and mCherry fluorescence was imaged and quantified (Figure 4.14).  

     As previously observed, no increase in PI fluorescence was observed for E. coli in physiological 

ionic conditions with low levels of histones. However, treatment with PMB alone or PMB and 

histones, treatments which inhibited growth in liquid culture (Figure 4.13), induced PI 

fluorescence in E. coli, suggesting growth inhibition by histones is dependent upon disruption of 

the bacterial membrane. Since the addition of histone to PMB-treated E. coli did not significantly 

increase PI fluorescence, the complete inhibition of growth in dual treated cells (Figure 4.13) may 

be explained by a secondary mechanism, such as an intracellular target for histones.  
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Figure 4.14. Histones and polymyxin B increase membrane permeabilization. Intracellular 

propidium iodide (PI) fluorescence intensities of mid-exponential phase E. coli treated with 10 

μg/mL H2A, 1 μg/mL PMB, or a combination of H2A and PMB in medium containing 1 mM 

magnesium. The combinatorial treatment of H2A and PMB significantly increased PI fluorescence 

compared to untreated E. coli; however, there were no significant difference in PI fluorescence 

between PMB-treated E. coli and dual-treated E. coli. Data is from three separate experiments 

(n=3). Data shown is the mean ± SE. *** indicates a p-value ≤ 0.001, and ns indicates a p-value > 

0.05.  
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4.5 Histone H2A Synergizes with the Antimicrobial Peptide (AMP) Magainin-2 

     Magainin-2 (MAG2), an α-helical peptide belonging to a class of antimicrobial peptides from 

the African claw frog (Xenopus laevis)36, shares several characteristics with LL-37, including a 

cationic nature and a tendency to form amphipathic, α-helical structures in membranes37. The 23-

amino acid AMP (GIGKFLHSAKKFGKAFVGEIMNS), as visualized in Figure 4.15, is thought 

to form a 2-3 nm toroidal pore, disrupting the ion gradient38 and inducing lipid flip-flop, peptide 

translocation, and membrane permeabilization39–41. 
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Figure 4.15. Solution NMR structure of Xenopus laevis magainin-2. The structure of magainin-

2 (MAG2) was determined by two-dimensional 1H NMR spectroscopy in dodecylphosphocholine 

micelles, sodium dodecylsulfate micelles, and a trifluoroethanol/water solution.38. The structure 

reveals an alpha-helical peptide structure, with a helical bend between Phe-12 and Gly-13. Image 

adapted from Protein Data Base (PDB: 2MAG). 
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     To identify whether histones synergize with the membrane-permeabilizing African claw frog 

AMP MAG2 to kill bacteria, growth curves were constructed using exponentially growing bacteria 

treated with the dual combination of histones and MAG2. Stationary phase E. coli were back-

diluted into fresh MinA media and grown to exponential phase (OD600 0.2). Bacteria were diluted 

1:20 into fresh MinA media and treated with 10 μg/mL H2A, 10 μM MAG2, or the dual 

combination of H2A and MAG2.  

     Treatment of exponential phase E. coli with 10 μg/mL histone H2A or 10 μM MAG2, a 

concentration below the MIC for E. coli42, minimally affected E. coli growth (Figure 4.16). 

However, consistent with a synergistic mechanism of killing, treatment of E. coli with both H2A 

and MAG2 inhibited growth and increased the lag time. This further suggests that histones 

synergize with membrane-permeabilizing agents to kill bacteria. Since histones synergize with 

LL-37, PMB, and MAG2, this mechanism is not specific to an individual pore-forming agent. 

Additionally, these synergistic interactions between histones and pore-forming AMPs are not 

specific to only mammalian AMPs, such as LL-37. Since X. laevis contain MAG2 and histones43, 

the synergistic killing of bacteria by histones and pore-forming AMPs may represent a mechanism 

of the innate immune system which spans across multiple species.  
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Figure 4.16. Histone H2A and magainin-2 synergize to kill E. coli. Growth profiles of mid-

exponential phase E. coli treated with 10 μg/mL H2A, 10 μM magainin-2 (MAG2), or the dual 

combination of H2A and MAG2 in media containing physiological (1 mM) magnesium over a 10-

hour growth period. The addition of H2A or magainin-2 alone had no effect on E. coli growth in 

physiological concentrations of magnesium. Histones and MAG2 synergize to kill E. coli, 

extending the lag phase and slowing bacterial growth. Growth curves are presented for the first ten 

hours of growth to better visualize the effect of the dual treatment. Data points are the average of 

four independent experiments (n = 4) and error bars indicate SEM. 
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     Since the cationic AMP MAG2 disrupts the ion gradient through the formation of toroidal 

pores38–41, I investigated whether the synergistic bacterial growth inhibition observed upon histone 

and MAG2 treatment was truly dependent upon perturbing the bacterial membrane. E. coli were 

grown to mid-exponential phase (OD600 0.2). Bacteria were diluted 1:20 into fresh MinA media 

and treated with 10 μg/mL H2A, 10 μM MAG2, or the dual combination of H2A and MAG2. 

Bacteria were cultured with the antimicrobial agents, along with 30 μM propidium iodide (PI), for 

one hour. Bacteria were plated on 1% agarose-MinA pads and mCherry fluorescence was imaged 

and quantified (Figure 4.17).  

     Low levels of PI fluorescence were observed for E. coli in physiological ionic conditions with 

low concentrations of histones or MAG2 alone, indicating that these concentrations of 

antimicrobials alone are not sufficient to induce significant membrane permeabilization. However, 

the synergistic combination of MAG2 and H2A, a condition that inhibited growth in liquid culture 

(Figure 4.16), induced PI fluorescence in E. coli, indicating membrane permeabilization 

accompanies the enhanced antimicrobial activity of H2A upon MAG2 treatment. This membrane 

permeabilization supports a mechanism by which treatment with histones and AMPs disrupts the 

microbial membrane to kill bacteria. Further, this increased permeabilization of the bacterial 

membrane may enable increased amounts of histones to enter the bacterial cell.  
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Figure 4.17. Histones and magainin-2 increase membrane permeabilization. Propidium iodide 

(PI) fluorescence of E. coli treated with 10 μg/mL histone H2A, 10 μM magainin-2 or both H2A 

and maganin-2 after a 1-hour treatment period. Quantification of the average PI fluorescence/area 

(AU) for each condition indicates this concentration of magainin-2 alone was not sufficient to 

induce significant membrane permeabilization. The combinatorial treatment of H2A and MAG2 

significantly increased PI fluorescence. Data is from three separate experiments (n=3). Data shown 

is the mean ± SE. ** indicates a p-value ≤ 0.01, and ns indicates a p-value > 0.05.  

 

 

 

 

 

 

 

 

 

 



113 

 

4.6 The Synergistic Combination of Histone H2A and LL-37 Induces Extensive Cellular 

Damage Not Observed in Individual Treatments 

 

     The observation that histones synergize with a range of membrane-permeabilizing agents, 

including the human AMP LL-37, the antibiotic PMB, and the African claw frog AMP MAG2, 

and the finding that these synergies are accompanied by increased membrane permeabilization, 

support a global mechanism by which histones and AMPs increasingly disrupt the microbial 

membrane to kill bacteria. Since individual treatments had minimal effects on the growth profiles 

of bacteria, scanning electron microscopy (SEM) imaging was employed to visualize the effects 

of the individual treatments and the synergistic combination of histones and AMPs.  

     E. coli were grown to an OD600 of 0.2, diluted 1:20, and supplemented with 10 μg/mL H2A, 1 

μM LL-37, or a combination of H2A and LL-37. Cells were treated for 1 hour and added to a glass 

bottomed petri dish for 15 minutes. Due to lower levels of adhesion, untreated, control cells were 

not diluted 1:20 and were allowed to sit in the glass-bottomed petri dish for 45 minutes. Media 

was removed and 4% paraformaldehyde (PFA) was added for 20 minutes to fix bacteria. 

Dehydration was performed with serial ethanol dilutions. The fixed and dehydrated sampled were 

coated with 10 nm of iridium using an ACE600 sputter coater before characterization using a FEI 

Magellan 400 XHR Scanning Electron Microscope at a 45° tilt angle with an acceleration voltage 

of 3kV.  

     The synergistic effects of Histone H2A and LL-37 were clearly apparent through SEM (Figure 

4.18, 4.19). Treatment with LL-37 or H2A alone for 1 hour induced few cell morphology 

differences from untreated cells. E. coli treated with H2A alone showed some extracellular matrix 

on the exterior of the cells and linkage at the bacterial poles, while E. coli treated with LL-37 alone 
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were reduced in size compared to untreated cells. However, the combined treatment of LL-37 and 

H2A caused extensive cellular damage, including membrane permeabilization, cell linkage and 

aggregation, and the extensive production of insoluble components to the outer surface of the 

membrane and to the surrounding surfaces. In some cells treated with LL-37 and H2A, the 

formation of membrane blebs was observed. Since these membrane blebs are transient events, they 

were not observed in all cells (Figure 4.19). 
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Figure 4.18. E. coli treatment with LL-37 and H2A causes extensive cellular damage. 

Scanning electron microscopy (SEM) images of E. coli treated with 10 μg/mL H2A, 1 μM LL-37, 

or both in medium containing 1 mM magnesium. Mid-exponential phase E. coli were grown, 

diluted 1:20, and supplemented with 10 μg/mL H2A, 1 μM LL-37, or both. Cells were treated for 

1 hour and added to a glass bottomed petri dish for 15 minutes. Untreated cells were not diluted 

1:20 and were allowed to sit in the glass-bottomed petri dish for 45 minutes due to lower adhesion 

levels. Following adhesion to the glass bottomed petri dish, media was removed and 4% 

paraformaldehyde (PFA) was added for 20 minutes to fix bacteria. Dehydration was performed 

with serial ethanol dilutions. The fixed and dehydrated sampled were coated with 10 nm of iridium 

using an ACE600 sputter coater before characterization using a FEI Magellan 400 XHR Scanning 

Electron Microscope at a 45° tilt angle with an acceleration voltage of 3kV. Representative images 

are shown for each condition. Scale bars represent 3 μm. Imaging assistance was provided by 

Rachel Rosenzweig. 
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Figure 4.19. E. coli treatment with LL-37 and H2A causes membrane blebbing. Scanning 

electron microscopy (SEM) images of E. coli treated with 10 μg/mL H2A and 1 μM LL-37 in 

medium containing 1 mM magnesium. Mid-exponential phase E. coli were grown, diluted 1:20, 

and supplemented with 10 μg/mL H2A and 1 μM LL-37. Cells were treated for 1 hour and added 

to a glass bottomed petri dish for 15 minutes. Following adhesion to the glass bottomed petri dish, 

media was removed and 4% paraformaldehyde (PFA) was added for 20 minutes to fix bacteria. 

Dehydration was performed with serial ethanol dilutions. The fixed and dehydrated sampled were 

coated with 10 nm of iridium using an ACE600 sputter coater before characterization using a FEI 

Magellan 400 XHR Scanning Electron Microscope at a 45° tilt angle with an acceleration voltage 

of 3kV. Scale bars represent 5 μm. Imaging assistance was provided by Rachel Rosenzweig. 

 



117 

 

     The individual effects of histones were observed using increasing histone concentrations.  Mid-

exponential phase E. coli were diluted 1:20 into fresh MinA media, treated with 0-100 µg/mL 

H2A, and incubated for 1 hour before immobilization on a 1% agarose pad and imaging using 

phase contrast microscopy. Although the range of histone concentrations used included higher 

concentrations than utilized in other experiments, including 50 and 100 μg/mL H2A, these 

increasing concentrations revealed general trends in the physiological effects of histones. 

Additionally, it is feasible that similar or higher concentrations of histones may occur locally in 

NETs or upon release from lipid droplets.   

     Increasing concentrations of H2A caused bacterial aggregation, frequently by fusing the poles 

of the cells together (Figure 4.20). Minimal aggregation was seen with the addition of 10 μg/mL 

H2A; however, the addition of 25 μg/mL or 50 μg/mL induced significant bacterial aggregation. 

This phenomenon is not due to inhibition of cell division, as aggregates contain many more cells 

linked together than can be grown in 1 hour in minimal medium (Figure 4.20). This could 

potentially result from a charge interaction at the poles. Previous reports have noted that positively 

charged molecules accumulate at the bacterial cell poles, where the Gaussian curvature is 

highest44,45.The bacterial aggregation here may be explained by large positive charge accumulation 

on the outside of the cells at the poles.  

     This pattern is consistent with the observation of bacterial aggregation at chronic wound sites46 

and could be related to the mechanism underlying host-induced bacterial aggregation. Whether 

this serves to promote bacterial survival remains to be fully understood. Previous reports have 

noted that Klebsiella pneumoniae can form small clumps of antibiotic-resistant bacteria within a 

two-hour time period in moving liquid47. Alternatively, clumping has been shown to be beneficial 
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from a host standpoint: by mediating cross-linking of dividing bacteria, IgA accelerates clearance 

from the gut lumen and protects against infection48.  
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Figure 4.20. Histone H2A induces bacterial aggregation. Mid-exponential phase E. coli were 

diluted 1:20 into fresh MinA media, treated with 0-100 µg/mL H2A, and incubated for 1 hour 

before immobilization on an agarose pad.  Histone-induced cell aggregation was observed by 

phase contrast microscopy (A) and measured through an image analysis (B). Cell size was 

converted from pixels to μm2 by multiplying the pixel value by a factor of 0.004225. 

Representative images are shown for untreated (0 µg/mL H2A) and 50 µg/mL H2A-treated E. coli. 

Bars indicate mean ± SEM for three independent experiments. ** p ≤ 0.01. Scale bars represent 3 

µm. 
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     Similarly, the individual effects of LL-37 were observed using increasing LL-37 

concentrations.  Mid-exponential phase E. coli were diluted 1:20 into fresh MinA media, treated 

with 0-4 µM LL-37, and incubated for 1 hour before immobilization on a 1% agarose pad and 

imaging using phase contrast microscopy. 0.5 μM LL-37 is roughly equivalent to the concentration 

of LL-37 found on unstimulated mucosal surfaces, whereas 4 μM LL-37 is approximately one-

third of the concentration of LL-37 found in inflamed epithelium19. Treatment with LL-37 alone 

did not induce bacterial aggregation. Instead, concentrations in excess of 0.5 µM LL-37 induced 

a significant reduction in cell size, consistent with permeabilization of the inner and outer bacterial 

membrane (Figure 4.21).  
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Figure 4.21. LL-37 reduces bacterial cell size. Mid-exponential phase E. coli were diluted 1:20 

into fresh MinA media, treated with 0-4 µM LL-37, and incubated for 1 hour before 

immobilization on an agarose pad. Cell size following LL-37 treatment was observed by phase 

contrast microscopy (A) and measured through an image analysis (B). Cell size was converted 

from pixels to μm2 by multiplying the pixel value by a factor of 0.004225. Representative images 

are shown for untreated (0 µM LL-37) and 4 µM LL-37-treated E. coli. Bars indicate mean ± SEM 

for three independent experiments. **** p ≤ 0.0001. Scale bars represent 3 µm. 

 

 

 

 



122 

 

 

 

     The dual effects of LL-37 and H2A on bacterial cell size were observed using the 

concentrations used in growth profile experiments (Figure 4.7A).  Mid-exponential phase E. coli 

were diluted 1:20 into fresh MinA media, treated with 10 μg/mL H2A, 2 μM LL-37, or the 

combination of 10 g/mL H2A and 2 M LL-37, and incubated for 1 hour before immobilization 

on a 1% agarose pad and imaging using phase contrast microscopy. 

     The H2A/LL-37 dual treatment caused a dramatic reduction in cell size compared to untreated 

E. coli (Figure 4.20). This decrease in cell size is consistent with a model in which LL-37 and H2A 

increasingly disrupt the bacterial membrane, enabling the efflux of cytoplasmic components out 

of the cell, as observed in the dual-treated SEM images (Figure 4.22). 
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Figure 4.22. Dual treatment of H2A and LL-37 dramatically decreases cell size. Mid-

exponential phase E. coli were diluted 1:20 into fresh MinA media, treated with 10 μg/mL H2A, 

2 μM LL-37, or the combination of 10 g/mL H2A and 2 M LL-37, and incubated for 1 hour 

before immobilization on an agarose pad. Cell size was converted from pixels to μm2 by 

multiplying the pixel value by a factor of 0.004225. Bars indicate mean ± SEM for three 

independent experiments. *** p ≤ 0.001. 
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4.7 Conclusion 

     In physiological ionic conditions, H2A synergizes with the AMP LL-37 to kill Gram-negative 

E. coli and Gram-positive S. aureus, regardless of the phase of the bacteria. Since LL-37 disrupts 

lipid bilayers through the formation of toroidal pores, synergies between LL-37 and H2A support 

a mechanism by which low levels of LL-37 disrupt the microbial membrane by inducing pore 

formation, increasing histone-mediated killing of bacteria. This increased membrane 

permeabilization may enable increased amounts of histones to enter the bacterial cell, where 

histones may have an intracellular target. Alternatively, histones may interact with AMP-formed 

pores to kill bacteria. 

     Synergy was also observed between H2A and the pentabasic peptide antibiotic polymyxin B, 

which permeabilizes the bacterial membrane and promotes self-uptake, and  H2A and the African 

claw frog AMP magainin-2, which forms 2-3 nm toroidal pores in the bacterial membrane. These 

synergies between polymyxin B and H2A and magainin-2 and H2A further support a mechanism 

where a membrane-permeabilizing agent induces pore formation and enables uptake of histones, 

increasing histone-mediated killing of bacteria.  

     Since histones synergize with numerous pore-forming agents, including LL-37, PMB, and 

MAG2, this mechanism appears to be general in nature. Additionally, since histones synergize 

with MAG2, this mechanism is not limited to mammalian AMPs. The synergistic killing of 

bacteria by histones and pore-forming AMPs may represent a mechanism of the innate immune 

system which spans across multiple species. 

     Individual treatments revealed LL-37 and H2A have distinct physiological effects on E. coli. 

Increasing concentrations of H2A induced aggregation of cells, often by fusing the poles of cells 

together. Treatment with increasing concentrations of LL-37 did not induce bacterial aggregation 
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and instead induced a significant reduction in cell size. Low levels of H2A and LL-37 induced 

striking physiological effects on E. coli at the sub-cellular level. SEM imaging revealed the 

combined treatment of LL-37 and H2A caused extensive cellular damage, including membrane 

permeabilization, cell aggregation, and the extensive production of insoluble components to the 

outer surface of the membrane and to the surrounding surfaces. This H2A/LL-37 dual treatment is 

accompanied by a dramatic decrease in cell size, consistent with a mechanism by which H2A and 

LL-37 induce membrane permeabilization, enabling the efflux of cytoplasmic components out of 

the cell.  
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Chapter 5: Histone H2A and AMPs Have Distinct Activities that Increase the Intracellular 

Concentration of the Other Molecule and Induce Persistent Membrane Damage 

  

     Although the addition of 10 μg/mL histone H2A has no effect on Gram-negative or Gram-

positive bacteria growing in physiological concentrations of magnesium, Histone H2A synergizes 

with low concentrations of the membrane-permeabilizing human AMP LL-37, which disrupts lipid 

bilayers through the formation of toroidal pores1. The synergy between LL-37 and H2A supports 

a mechanism by which disruption of the bacterial membrane and pore formation increases histone-

mediated killing of bacteria. PI staining revealed that increased membrane permeabilization 

accompanied the bacterial growth inhibition seen upon bacterial treatment with the synergistic 

combination of LL-37 and H2A in physiological ionic environments. I hypothesized that this 

synergistic interaction supports a mechanism by which disruption of the bacterial membrane and 

pore formation increases histone-mediated killing of bacteria, presumably through increased entry 

of histones into the bacterial cell.  

     Histone H2A showed additional synergies with the pentabasic peptide antibiotic polymyxin B, 

which permeabilizes the bacterial membrane and promotes self-uptake, and the African claw frog 

AMP magainin-2, which forms 2-3 nm toroidal pores in the bacterial membrane. These synergies 

between H2A and other pore-forming agents further support a mechanism where a membrane-

permeabilizing agent induces pore formation and enables uptake of histones and increased histone-

mediated killing of bacteria.  
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5.1 Membrane-Permeabilizing Agents Promote Uptake of Histone H2A  

     In conditions of low magnesium, LPS interactions are disrupted and the integrity of the bacterial 

membrane is compromised2,3. Under these low ionic conditions, positively charged histones can 

interact with the bacterial membrane, further compromising membrane integrity (Figure 3.5). 

Although the antimicrobial activity of histones is seen at concentrations of 10 μg/mL histone H2A 

in low ionic environments, this concentration of histones has no effect on bacterial growth profiles 

in a physiological ionic environment. Furthermore, increased PI fluorescence was associated with 

histone treatment in low ionic environments, but not physiological ionic environments. 

Additionally, low magnesium conditions alone were not sufficient to induce membrane 

permeabilization. This supports a mechanism by which histones permeabilize the bacterial 

membrane under conditions of low ionic concentrations, facilitating the antimicrobial activity of 

histones.  

     Similarly, the antimicrobial activity of histones was increased in physiological ionic 

environments upon addition of membrane-permeabilizing agents, including LL-37, PMB, and 

MAG2 (Chapter 4). This antimicrobial activity was similarly associated with an increase in 

membrane permeabilization, suggesting the antimicrobial effects of histones are dependent on 

membrane permeabilization. I hypothesized that increased membrane permeabilization facilitates 

histone-mediated killing of bacteria through increased uptake of histones into the cytoplasm of the 

bacteria.  

     To track the localization dynamics of H2A, I fluorescently labeled the primary amines of 

Histone H2A with Alexa Fluor 488 NHS Ester (AF-H2A). Briefly, 10 mg of H2A was dissolved 

in 1 mL of 0.1 M sodium bicarbonate buffer. 50 μL Alexa Fluor dye, dissolved in DMSO (10 

mg/mL), was added, and the solution continuously stirred at room temperature for 1 hour. A PD 
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MidiTrap G-25 column was equilibrated with Milli-Q water and used to remove unreacted Alexa 

Fluor.  

     Before conducting AF-H2A localization experiments, I confirmed the bactericidal activity of 

AF-H2A using growth inhibition assays. As previously seen with unlabeled H2A, the addition of 

AF-H2A had minimal effects on E. coli growth. The addition of LL-37 extended the lag phase and 

slowed exponential growth rates, as previously observed. The dual treatment of AF-H2A and LL-

37 synergized to kill E. coli, significantly decreasing growth rates and extending lag times 

compared to untreated or LL-37-treated samples (Figure 5.1).  
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Figure 5.1. Fluorescently-labeled H2A (AF-H2A) synergizes with LL-37 to kill E. coli. Growth 

profiles of mid-exponential phase E. coli treated with 50 μg/mL AF-H2A, 10 μM LL-37, or the 

dual combination of AF-H2A and LL-37 in media containing physiological (1 mM) magnesium 

over a 24-hour growth period. The addition of AF-H2A has minimal effects on E. coli growth in 

the physiological concentration of magnesium. As previously observed with unlabeled H2A, AF-

H2A and LL-37 synergize to kill E. coli, significantly decreasing growth rates and extending lag 

times compared to untreated or LL-37-treated samples. Data points in are the average of four 

independent experiments (n = 4) and error bars indicate SEM. 
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     To quantify cytoplasmic uptake of histones in the presence of membrane-permeabilizing 

agents, exponential-phase E. coli were diluted into fresh MinA media with 10 μg/mL AF-H2A 

(1% Alexa Fluor-labeled H2A mixed with 99% unlabeled H2A), in the presence of 2 μM LL-37, 

1 μg/mL polymyxin B, 50 μg/mL kanamycin, or 10 μg/mL chloramphenicol. 1% Alexa Fluor-

labeled H2A mixed was mixed with 99% unlabeled H2A to decrease GFP fluorescence intensity. 

After a 1-hour incubation, GFP fluorescence was analyzed using fluorescence microscopy. 

Experiments were repeated with S. aureus using 10 μg/mL AF-H2A, in the presence or absence 

of 2 μM LL-37. 

     Treatment of E. coli with AF-H2A alone produced little fluorescence following background 

subtraction (Figure 5.2, 5.3), indicating the lack of incorporation of H2A into the cell. This is 

consistent with the result that histone concentrations of 10 μg/mL do not induce permeabilization 

of the membrane in medium containing physiological magnesium (Figure 4.10). Treatment with 

the antibiotics kanamycin or chloramphenicol did not induce AF-H2A uptake (Figure 5.3), 

consistent with these lack of membrane permeabilization observed in PI fluorescence 

measurements (Figure 4.11) and absence of synergy with histones in growth profiles (Figure 4.8, 

4.9).  

     In contrast, membrane permeabilization by LL-37 or polymyxin B (PMB) enhanced AF-H2A 

uptake (Figure 5.2, 5.3A) in E. coli. Similar results were seen with S. aureus. Membrane 

permeabilization by LL-37 enhanced AF-H2A uptake in S. aureus (Figure 5.3B). Coupled with 

the growth dynamics findings visualized in the growth curves (Figure 4.7, 4.12), these results 

indicate that H2A-mediated growth inhibition via synergy and membrane permeabilization are 

concomitant with the uptake of H2A into the bacterial cell.  
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Figure 5.2. Fluorescence and phase contrast images of E. coli treated with fluorescently-

labeled H2A (AF-H2A) alone or in combination with LL-37 or PMB. Mid-exponential phase 

E. coli were treated with 10 μg/mL H2A alone or with 2 μM LL-37 or 1 μg/mL PMB. AF-H2A 

was mixed with unlabeled H2A to decrease fluorescence intensity (1% AF-H2A, 99% unlabeled 

H2A). Phase and GFP images were taken after a 1-hour incubation. Representative images are 

shown for each condition. 
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Figure 5.3. Intracellular fluorescence intensities of E. coli or S. aureus treated with AF-H2A 

and chloramphenicol, kanamycin, LL-37, or polymyxin B. Mid-exponential phase E. coli were 

treated with 10 μg/mL AF-H2A (1% AF-H2A, 99% unlabeled H2A) alone or with 10 μg/mL 

chloramphenicol (Cam), 50 μg/mL kanamycin (Kan), 2 μM LL-37, or 1 μg/mL polymyxin B 

(PMB) (A). Mid-exponential phase S. aureus were treated with 10 μg/mL AF-H2A alone or with 

2 μM LL-37 (B). GFP fluorescence was measured after 1-hour incubation. Bars indicate 

background-subtracted mean ± SEM for three independent experiments. **** p ≤ 0.0001, ** p ≤ 

0.01, * p ≤ 0.05, ns > 0.05.  
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     Similar results were observed with the combinatorial treatment of 10 μg/mL H2A and 10 μM 

magainin-2. Exponential-phase E. coli were diluted into fresh MinA media with 10 μg/mL AF-

H2A, in the presence or absence of 10 μM MAG2, for a 1-hour incubation period. Whereas 

treatment of E. coli with AF-H2A alone produced little fluorescence (Figure 5.4, 5.5), membrane 

permeabilization by MAG2 enhanced AF-H2A uptake. Together with the decrease in bacterial 

growth visualized in the growth curves of E. coli treated with H2A and MAG2 (Figure 4.16) and 

the increase in membrane permeabilization upon dual treatment (Figure 4.17), the increased uptake 

of H2A into the bacterial cell is consistent with a mechanism by which the uptake of histones into 

the bacterial cytoplasm increases histone-mediated killing of bacteria. 

 

 

 

 

 

 

 



137 

 

 

Figure 5.4. Fluorescence and phase contrast images of E. coli treated with fluorescently-

labeled H2A (AF-H2A) alone or in combination with magainin-2.  Mid-exponential phase E. 

coli were treated with 10 μg/mL H2A alone or with 10 μM magainin-2. AF-H2A was mixed with 

unlabeled H2A to decrease fluorescence intensity (1% AF-H2A, 99% unlabeled H2A). Phase and 

GFP fluorescence images were taken after a 1-hour incubation. Representative images are shown 

for each condition. 
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Figure 5.5. Intracellular fluorescence intensities of E. coli treated with AF-H2A and 

magainin-2.  Mid-exponential phase E. coli were treated with 10 μg/mL AF-H2A (1% AF-H2A, 

99% unlabeled H2A) alone or with 10 μM magainin-2. GFP fluorescence was measured after 1-

hour incubation. Bars indicate background-subtracted mean ± SEM for at least three independent 

experiments. ** p ≤ 0.01.  
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     While treatment of bacteria with 10 μg/mL H2A alone does not induce membrane 

permeabilization, I hypothesized that H2A could enhance or stabilize membrane pores formed by 

the membrane-permeabilizing agents, increasing their uptake into the cytoplasm. The effects of 

H2A on LL-37 uptake into the cytoplasm were quantified using fluorescently-labeled LL-37 

(FAM-LL-37).  

     Exponential-phase E. coli or S. aureus were diluted into fresh MinA media with 2 μM FAM-

LL-37 (1% FAM-LL-37 mixed with 99% unlabeled LL-37), with or without the addition of 10 

μg/mL H2A (unlabeled). 1% FAM-LL-37 was mixed with 99% unlabeled LL-37 to decrease GFP 

fluorescence intensity After a 1-hour incubation period, GFP fluorescence was analyzed using 

fluorescence microscopy. Treatment of E. coli or S. aureus with FAM-LL-37 alone produced low 

levels of fluorescence after background subtraction (Figure 5.6, 5.7).  Membrane localization of 

LL-37 was not observed, consistent with a previous report4. As hypothesized, the addition of 10 

μg/mL H2A significantly increased uptake of FAM-LL-37 in E. coli and S. aureus. This is 

consistent with the result that LL-37 induces membrane permeabilization (Figure 4.11A) and the 

increased cytoplasmic fluorescence of FAM-LL-37 in the presence of H2A strengthens a 

mechanism by which H2A enhances or stabilizes membrane pores formed by LL-37. 
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Figure 5.6. Fluorescence and phase contrast images of E. coli treated with fluorescently-

labeled LL-37 (5-FAM-LL-37) alone or in combination with H2A.  Mid-exponential phase E. 

coli were treated with 2 μM FAM-LL-37 alone or with 10 μg/mL H2A. FAM-LL-37 was mixed 

with unlabeled LL-37 to decrease fluorescence intensity (1% FAM-LL-37, 99% unlabeled LL-37). 

Phase and GFP fluorescence images were taken after a 1-hour incubation. Representative images 

are shown for each condition. 
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Figure 5.7. Intracellular fluorescence intensities of E. coli or S. aureus treated with H2A and 

5-FAM-LL-37.  E. coli (A) or S. aureus (B) were treated with 2 μM FAM-LL-37 (1% FAM-LL-

37, 99% unlabeled LL-37) alone or with 10 μg/mL H2A. GFP fluorescence was measured after a 

1-hour incubation period. Bars indicate background-subtracted mean ± SEM for three independent 

experiments. ** p ≤ 0.01, * p ≤ 0.05. 
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5.2 Histone-Induced Membrane Permeabilization of E. coli Increases Intracellular 

Concentrations of Histones 

     Since the dual treatment of histones and membrane-permeabilizing agents increased the 

intracellular concentration of histones, and this increased uptake of H2A into the bacterial cell is 

concomitant with H2A-mediated growth inhibition via synergy, I hypothesized that increased 

membrane permeability due to low magnesium similarly facilitates histone entry into the bacterial 

cell, where the histones may then promote further membrane damage, interact with bacterial DNA, 

or alter metabolic pathways. Histone treatment in low concentrations of magnesium previously 

induced membrane instability (Figure 3.5) and low ionic environments were associated with 

increased histone-mediated killing of stationary-phase E. coli (Figure 3.3) and S. aureus (Figure 

3.4).  

     Imaging a large enough number of bacteria in the low magnesium conditions became difficult, 

given an initial 1:1000 dilution of stationary phase bacteria into fresh media in the aforementioned 

experiments. Thus, I constructed growth curves using exponentially growing E. coli (OD600 0.2) 

diluted 1:20 into MinA media containing 1 μM MgSO4. Stationary phase E. coli was first back 

diluted into MinA media containing physiological concentrations of magnesium and grown to 

exponential phase. Exponential phase E. coli was then diluted 1:20 into MinA media containing 

physiological concentrations or low concentrations of magnesium, with or without the addition of 

10 μg/mL H2A (Figure 3.8). This resulted in a 20-fold difference in magnesium concentration 

between the physiological (1 mM) magnesium and low (1 μM) magnesium conditions. 

     E. coli diluted into low magnesium conditions showed similar lag times and comparable 

exponential growth rates to E. coli diluted into physiological magnesium conditions. However, E. 

coli diluted into low magnesium conditions reached stationary phase before E. coli diluted into 
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physiological magnesium conditions and reached a lower OD600 after a 24-hour growth period, 

consistent with previous reports indicating low magnesium conditions decrease bacterial growth5 

and previous experiments performed with stationary phase bacteria (Figure 3.3). As expected, E. 

coli diluted 1:20 in physiological magnesium conditions, with and without 10 μg/mL H2A, showed 

similar lag times, comparable exponential growth rates, and reached equivalent OD600 after a 24-

hour growth period. In low magnesium conditions, the addition of 10 μg/mL H2A extended the 

lag phase and slowed exponential growth rates; however, E. coli treated with 10 μg/mL H2A 

reached an equivalent OD600 as untreated E. coli diluted into low magnesium conditions after 24 

hours (Figure 5.8).  
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Figure 5.8. Low concentrations of histones kill exponential phase E. coli diluted in a low ionic 

strength condition, but not in a physiological condition. Growth profiles of mid-exponential 

phase E. coli diluted 1:20 into low (1 μM) magnesium and physiological (1 mM) magnesium, with 

or without 10 μg/mL H2A, over a 24-hour growth period. Histone concentrations of 10 μg/mL 

H2A extended the lag phase and slowed exponential growth rates for E. coli diluted into low 

magnesium conditions, but not physiological conditions. Bacteria diluted into low magnesium 

environments reached a lower OD600 than bacteria diluted into physiological magnesium 

environments. Data points are the average of four independent experiments (n=4). Error bars 

indicate standard error of the mean (SEM). 
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     To identify if histones increased membrane permeabilization under these reduced magnesium 

conditions, exponential phase E. coli were diluted 1:20 into MinA media containing physiological 

concentrations or low concentrations of magnesium, with or without the addition of 10 μg/mL 

H2A. Bacteria were cultured with histones for three hours, then incubated with 30 μM propidium 

iodide (PI) for 15 minutes. Bacteria were plated on 1% agarose-MinA pads and mCherry 

fluorescence was imaged and quantified (Figure 5.9). 

     H2A induced PI fluorescence in E. coli diluted in low magnesium (Figure 5.9), a condition that 

inhibited growth in liquid culture (Figure 5.8), suggesting that H2A inhibits growth in this 

condition by enhancing membrane permeabilization. No PI fluorescence occurred in physiological 

magnesium environments or in the low magnesium condition without the addition of 10 μg/mL 

H2A, indicating that these conditions do not induce significant membrane permeabilization 

(Figure 5.9).  
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Figure 5.9. Histones increase membrane permeabilization in exponential phase E. coli 

diluted in a low ionic strength condition, but not in a physiological condition. Propidium 

iodide (PI) fluorescence of H2A-treated E. coli increased in bacteria diluted in low 

concentrations of magnesium, but not physiological concentrations. Quantification of the average 

PI fluorescence/area (AU) for each condition indicates dilution into low magnesium conditions 

alone is not sufficient to induce membrane permeabilization. 10 µg/mL H2A significantly 

increased PI fluorescence in conditions of low magnesium, whereas the addition of 10 µg/mL 

H2A to E. coli in physiological concentrations of magnesium had no effect. Data is from three 

separate experiments (n=3). Data shown is the mean ± SE. **** indicates a p-value ≤ 0.0001, 

and ns indicates a p-value > 0.05.  
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     Since the bacterial growth inhibition seen upon histone treatment in low magnesium 

environments is accompanied by increased membrane permeabilization, this supports a 

mechanism by which the histones increasingly disrupt the microbial membrane to kill bacteria 

cultured in low magnesium environments. As previously observed with AMPs, permeabilization 

of the bacterial membrane functions to facilitate histone entry into the bacterial cell, where histones 

may have intracellular targets. 

     To identify if increased membrane permeabilization in exponential phase E. coli diluted in a 

low ionic strength condition facilitates histone entry into the bacterial cell, exponential-phase E. 

coli were diluted into fresh MinA media containing physiological concentrations or low 

concentrations of magnesium. H2A uptake in E. coli was measured by adding 10 μg/mL AF-H2A. 

Bacteria were incubated for 3 hours, plated on 1% agarose-MinA pads, and analyzed using 

fluorescence microscopy. 

     Dilution of E. coli into low concentrations of magnesium increased intracellular the uptake of 

H2A (Figure 5.10A, 5.11), indicating increased membrane permeabilization facilitates histone 

entry into the bacterial cell. Little AF-H2A fluorescence was observed in E. coli diluted into 

physiological magnesium (Figure 5.10B, 5.11), consistent with the magnesium and histone 

concentrations used in this experiment failing to induce permeabilization of the bacterial 

membrane (Figure 5.9).  
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Figure 5.10. Intracellular fluorescence intensity of fluorescently-labeled H2A (AF-H2A) 

increases in low ionic environments, but not physiological ionic environments. Mid-

exponential phase E. coli were diluted 1:20 into MinA containing low (1 μM) or physiological 

concentrations of magnesium  (1 mM), with or without the addition of 10 μg/mL H2A. AF-H2A 

was mixed with unlabeled H2A to decrease fluorescence intensity (1% AF-H2A, 99% unlabeled 

H2A). Phase and GFP fluorescence images were taken after a 3-hour incubation. The addition of 

AF-H2A to the low ionic environment (A) increases intracellular the uptake of H2A, whereas little 

fluorescence is observed in E. coli diluted into physiological magnesium (B). Representative 

images are shown for each condition. 
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Figure 5.11. Increased membrane permeabilization facilitates histone entry into E. coli. Mid-

exponential phase E. coli were diluted 1:20 into MinA containing low (1 μM) or physiological 

concentrations of magnesium  (1 mM), with or without the addition of 10 μg/mL H2A. AF-H2A 

was mixed with unlabeled H2A to decrease fluorescence intensity (1% AF-H2A, 99% unlabeled 

H2A). Quantification of the average intracellular AF-H2A fluorescence/area was performed after 

a 3 hour incubation. Low ionic environments increased the intracellular concentration of AF-H2A. 

Data shown as mean ± SEM and are representative of three independent experiments (n=3). **** 

p ≤ 0.0001. 
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5.3 Histones Depolarize the Membrane and Disrupt the Proton Motive Force (PMF)  

     Given that the presence of pore-forming agents increased uptake of AF-H2A and the presence 

of H2A increased uptake of FAM-LL-37 in E. coli and S. aureus, I hypothesized that the formation 

of membrane pores by membrane-permeabilizing agents, and the stabilization or enhancement of 

these pores by H2A, could significantly impact ion gradients across the membrane, disrupting ATP 

production. To investigate this potential effect, I measured the proton motive force (PMF) using 

using pJMK001 in the E. coli strain XL1 Blue (Addagene, Watertown, MA), which expresses the 

proteorhodopsin optical proton sensor (PROPS) protein under the control of the arabinose 

promoter6. An increase in PROPS fluorescence is associated with a loss in PMF due to electrical 

depolarization6.  

     The E. coli strain containing the PROPS plasmid pJMK001 was grown in LB in a shaking 

incubator at 33° C, induced with arabinose and 5 μM retinal, and incubated in darkness for 3.5 

hours. The culture was spun down and resuspended in M9. E. coli were back-diluted into fresh 

MinA and cultured to an OD600 of 0.2. Exponential-phase E. coli containing the PROPS plasmid 

were diluted 1:20 into fresh MinA media, treated with 10 μg/mL H2A, 1 μM LL-37, both 10 μg/mL 

H2A and 1 μM LL-37, 1 μg/mL PMB, or both 10 μg/mL H2A and 1 μg/mL PMB, and incubated 

for 1 hour. Cells were immobilized on a 1% agarose pad and Cy5 fluorescence was analyzed using 

fluorescence microscopy. 

     Treatment of E. coli with 10 μg/mL H2A alone had no effect on the PMF compared to the 

untreated sample (Figure 5.12), consistent with the lack of membrane permeabilization by H2A 

(Figure 4.11). Bacteria treated with LL-37 or PMB alone showed moderate levels of PROPS 

fluorescence, indicating membrane depolarization and disruption of the PMF, consistent with 

membrane permeabilization seen in E. coli treated with 2 μM LL-37 (Figure 4.11A) or 1 μg/mL 
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PMB (Figure 4.14). However, E. coli treated with both H2A and LL-37 or PMB exhibited 

significantly higher PROPS fluorescence than cells treated with LL-37 or PMB alone (Figure 

5.12), indicating that H2A further depolarizes the membrane and disrupts the PMF, likely due to 

enhancement or stabilization of the pores formed by LL-37 or PMB.  
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Figure 5.12. Histones depolarize the bacterial membrane and disrupt the proton motive force 

(PMF).  E. coli containing the PROPS plasmid pJMK001 were treated with a combination of 10 

μg/mL H2A, 2 μM LL-37, or 1 μg/mL PMB. Intracellular Cy5 fluorescence intensity of the 

proteorhodopsin optical proton sensor (PROPS), which measures membrane potential, was 

measured after a 1-hour incubation. Bars indicate background-subtracted mean ± SEM for at least 

three independent experiments. *** p ≤ 0.001, ** p ≤ 0.01, * p ≤ 0.05. 
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5.4 Histones Impair Bacterial Recovery 

     Based on the findings that suggest the antimicrobial activity of histones requires membrane 

permeabilization and histone uptake, and the findings that suggest H2A stabilizes membrane pores 

and depolarizes the membrane, I hypothesized that these mechanisms would inhibit the ability of 

bacteria to recover from damage induced by histone assault. To investigate bacterial recovery from 

damage induced by H2A, I quantified the extent of membrane repair in a strain of E. coli that 

expresses CFP under the control of a constitutively active ompA promoter. Exponential phase E. 

coli were treated with 10 g/mL H2A, 1 M LL-37, or both and incubated for 1 hour. The bacterial 

solution was filtered through a 0.22 μm filter to remove excess LL-37 and H2A and cells were 

resuspended in fresh MinA medium. Bacterial cells were immobilized, and their recovery was 

analyzed over a 1-hour time period. During this recovery period, E. coli treated with H2A showed 

high levels of CFP fluorescence, increased in cellular size, and began division (Figure 5.13). 

Similarly, during the 1-hour recovery period, LL-37-treated cells resumed growth and division and 

retained expression of CFP. In contrast, cells treated with H2A and LL-37 formed membrane blebs 

at the mid-cell position. Within 10 minutes of the formation of membrane blebs, dual-treated cells 

lost CFP fluorescence, indicating the rapid leakage of cytoplasmic contents into the surrounding 

media. This CFP leakage is consistent with a dramatic decrease in cell size in the dual treatment 

of H2A and LL-37 (Figure 4.22). Furthermore, these results support a mechanism by which H2A-

stabilized pores enable the efflux of cytoplasmic components out of the cell, as observed with the 

debris in the dual-treated SEM images (Figure 4.18, 4.19). 
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Figure 5.13. Histone H2A inhibits membrane recovery by stabilizing LL-37-induced pore 

formation. Phase contrast and CFP fluorescence timelapse images of E. coli that constitutively 

express CFP that were initially treated with 10 g/mL H2A, 1 M LL-37, or the combination of 

10 g/mL H2A and 1 M LL-37 and then recovered without the treatments over a 1-hour time 

period. Arrows indicate the formation of membrane blebs.  
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     To quantify the time-course of membrane repair in bacteria treated with histones, the strain of 

E. coli that expresses CFP under the control of a constitutively active ompA promoter was grown 

to exponential phase and treated with 10 g/mL H2A, 1 M LL-37, or both. After a 1-hour 

incubation period, the bacterial solution was filtered through a 0.22 μm filter to remove excess LL-

37 and H2A and cells were resuspended in fresh MinA medium. Cells were allowed to recover for 

0, 30, 60 minutes before the addition of 30 M propidium iodide for 15 minutes prior to performing 

fluorescence microscopy to quantify CFP and mCherry fluorescence. The addition of PI was to 

ensure the membrane recovery analysis focused specifically on the ability to recover and did not 

include existing severe membrane damage. CFP fluorescence in cells treated with H2A alone was 

consistently high across the recovery period (Figure 5.14), consistent with the lack of membrane 

permeabilization in the presence of 10 μg/mL H2A alone (Figure 4.11).  

     CFP fluorescence for E. coli treated with LL-37 alone or the dual treatment of LL-37 and 

histones at 0 minutes was significantly lower than E. coli treated with histones alone, consistent 

with the reduction in cell size seen in these conditions (Figure 4.22) and the increase in PI 

fluorescence due to pore formation (Figure 4.11). There was no significant difference in CFP 

fluorescence between LL-37 alone at 0 minutes and the dual treatment at 0 minutes. However, 

CFP fluorescence increased during the 60-minute recovery period following treatment with LL-

37 alone, indicating the ability of cells to recover from LL-37-induced membrane pore formation. 

In contrast, E. coli treated with LL-37 and H2A did not recover over the 60-minute recovery 

period. CFP fluorescence in the dual-treated cells remained consistently low (Figure 5.14), 

indicating that the addition of H2A induces persistent cell damage from which the cell cannot 

recover. 
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Figure 5.14. H2A induces persistent cellular damage when combined with LL-37. E. coli that 

constitutively express CFP were initially treated with 10 g/mL H2A, 1 M LL-37, or the 

combination of 10 g/mL H2A and 1 M LL-37 and then recovered without the treatments over 

a 1-hour time period. Cells were allowed to recover for 0, 30, 60 minutes before the addition of 30 

M PI for 15 minutes. CFP and mCherry fluorescence intensities were measured after the 15-

minute PI treatment.  Propidium iodide positive cells were excluded from the analysis. Bars 

indicate mean ± SEM for three independent experiments. ** p ≤ 0.01, * p ≤ 0.05, ns > 0.05. 
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     Similar results were observed with the combinatorial treatment of H2A and magainin-2. E. coli 

treated with H2A or magainin-2 (MAG2) alone had consistently high CFP fluorescence across the 

recovery period (Figure 5.15). There was no significant difference in CFP fluorescence between 

H2A-treated E. coli and MAG2-treated E. coli at 0 or 60 minutes, consistent with the lack of 

membrane permeabilization in the presence of 10 μg/mL H2A alone or 10 μM MAG2 alone 

(Figure 4.17). In contrast, the addition of H2A to MAG2-treated cells decreased CFP levels. No 

recovery of CFP was seen across the 1-hour recovery period. CFP fluorescence in E. coli treated 

with both H2A and MAG2 remained consistently low (Figure 5.15). This low CFP fluorescence 

in cells treated with both MAG2 and H2A supports a mechanism by which the addition of H2A 

induces persistent cell damage from which the cell cannot recover. This persistent cell damage 

requires the addition of a pore-forming agent, such as MAG2, along with histones, since E. coli 

treated with H2A or MAG2 alone showed consistently high CFP fluorescence (Figure 5.15). 
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Figure 5.15. H2A induces persistent cellular damage when combined with magainin-2. E. coli 

that constitutively express CFP were initially treated with 10 g/mL H2A, 10 M MAG2, or the 

combination of 10 g/mL H2A and 10 M MAG2 and then recovered without the treatments over 

a 1-hour time period. Cells were allowed to recover for 0 or 60 minutes before the addition of 30 

M PI for 15 minutes. CFP and mCherry fluorescence intensities were measured after the 15-

minute PI treatment.  Propidium iodide positive cells were excluded from the analysis. Bars 

indicate mean ± SEM for three independent experiments. * p ≤ 0.05, ns > 0.05. 
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     The ability of bacteria to recover from histone treatment was further assessed by monitoring 

membrane permeabilization via PI fluorescence during the recovery period following treatment 

with histones and LL-37. The same population of E. coli used in the quantification of CFP 

fluorescence (Figure 5.14) was used to measure PI fluorescence. Across the 1-hour recovery 

period, there was little to no PI fluorescence for E. coli treated with H2A alone (Figure 5.16), 

consistent with a lack of membrane permeabilization at this concentration of histones in medium 

containing physiological magnesium (Figure 4.11). The addition of LL-37 alone and the 

combinatorial treatment of LL-37 and H2A induce similar levels of membrane permeabilization 

after a 1-hour treatment period (Figure 4.11, Figure 5.16). Additionally, after a 30-minute recovery 

period, PI fluorescence was similar for LL-37 treated E. coli and dual-treated E. coli. However, 

after 1 hour of recovery, PI fluorescence in LL-37-treated cells was significantly lower than cells 

that were treated with H2A and LL-37 (Figure 5.16), indicating AMP-treated cells can repair their 

bacterial membranes, whereas H2A induces persistent membrane damage.  
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Figure 5.16. H2A induces persistent membrane damage when combined with LL-37. 

Propidium iodide (PI) fluorescence of E. coli across a 1-hour recovery period following treatment 

with H2A, LL-37, or the combination of H2A and LL-37. E. coli that constitutively express CFP 

were initially treated with 10 g/mL H2A, 1 M LL-37, or the combination of 10 g/mL H2A and 

1 M LL-37 and then recovered without the treatments over a 1-hour time period. Cells were 

allowed to recover for 0, 30, or 60 minutes before the addition of 30 M PI for 15 minutes. 

mCherry fluorescence intensities were measured after the 15-minute PI treatment. Bars indicate 

mean ± SEM for three independent experiments. ** p ≤ 0.01, ns > 0.05. 
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     Similar trends in PI fluorescence during a recovery period were observed with the 

combinatorial treatment of H2A and magainin-2. Treatment of 10 g/mL H2A alone caused little 

to no membrane permeabilization, as supported by the low levels of PI fluorescence immediately 

after treatment and across the 1-hour recovery period (Figure 5.17). Similarly, treatment with 

magainin-2 caused minimal PI fluorescence. There was not a significant difference in PI 

fluorescence for E. coli treated with 10 g/mL H2A or 10 M magainin-2 after their respective 1-

hour treatments or across the 1-hour recovery period, consistent with the lack of membrane 

permeabilization previously seen for both individual treatments (Figure 4.17). In contrast, the 

addition of H2A to MAG-2 treated cells significantly increased PI fluorescence after the 1-hour 

combinatorial treatment, consistent with previous results (Figure 4.17). PI fluorescence for dual-

treated E. coli remained consistently higher than MAG2-treated cells and there was no decrease in 

PI fluorescence for dual-treated cells across the 1-hour recovery period, indicating persistent 

membrane damage in dual-treated cells (Figure 5.17).  
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Figure 5.17. H2A induces persistent membrane damage when combined with magainin-2. 

Propidium iodide (PI) fluorescence of E. coli across a 1-hour recovery period following treatment 

with H2A, MAG2, or the combination of H2A and MAG2. E. coli that constitutively express CFP 

were initially treated with 10 g/mL H2A, 10 M MAG2, or the combination of 10 g/mL H2A 

and 10 M MAG2 and then recovered without the treatments over a 1-hour time period. Cells were 

allowed to recover for 0, 30, or 60 minutes before the addition of 30 M PI for 15 minutes. 

mCherry fluorescence intensities were measured after the 15-minute PI treatment. Bars indicate 

mean ± SEM for three independent experiments. ** p ≤ 0.01, * p ≤ 0.05. 
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     Together, these time-course experiments measuring CFP fluorescence and PI fluorescence over 

a 1-hour recovery period help quantify membrane repair in bacteria treated with AMPs alone or 

the dual treatment of AMPs and histones. The results suggest that bacteria can recover from pore 

formation induced by LL-37 and that minimal recovery is needed in E. coli treated with magainin-

2 alone. However, the presence of H2A to AMP-treated cells inhibits membrane repair, which is 

consistent with H2A stabilizing the pores formed by LL-37 or magainin-2. Since E. coli treated 

with H2A alone showed consistently high CFP fluorescence levels and minimal PI fluorescence, 

consistent with an absence of membrane permeabilization and cell damage, this suggests the 

persistent cell damage requires the addition of pore-forming agents, such as the AMPs LL-37 and 

MAG2.  

     To identify if the mechanism by which histones impair membrane repair is dependent upon the 

presence of AMP-formed pores, membrane recovery was measured in bacteria diluted into a low 

magnesium environment. To quantify the effects of histones alone on membrane repair, in 

conditions where histones compromise membrane integrity, E. coli were treated with 10 g/mL 

H2A following dilution into a low ionic environment. Exponential phase E. coli were diluted 1:20 

into MinA media containing physiological concentrations or low concentrations of magnesium, 

with or without the addition of 10 μg/mL H2A. In previous experiments, the addition of H2A to 

this low ionic media decreased extended the lag phase and slowed exponential growth rates (Figure 

5.8), increased membrane permeabilization (Figure 5.9), and facilitated AF-H2A entry into the cell 

(Figure 5.10, 5.11). After a 3-hour incubation period, the bacterial solution was filtered through a 

0.22 μm filter to remove excess H2A and cells were resuspended in fresh MinA medium containing 

1 mM MgSO4. Cells were allowed to recover for up to 60 minutes before the addition of 30 M 
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propidium iodide for 15 minutes prior to performing fluorescence microscopy to quantify CFP and 

mCherry fluorescence.  

     CFP fluorescence in cells treated with H2A in physiological ionic environments were 

consistently high over the 1-hour recovery period, consistent with the lack of membrane 

permeabilization under these conditions (Figure 5.9). After a 3-hour treatment with 10 g/mL H2A 

in a low ionic environment, CFP fluorescence was significantly lower than E. coli treated with 10 

g/mL H2A in a physiological ionic environment (Figure 5.18). However, CFP fluorescence 

increased across the 60-minute recovery period following treatment with histones in the low ionic 

environment, indicating the ability of cells to recover from histone-induced membrane pore 

formation. There was no difference in CFP fluorescence after the 1-hour recovery period for E. 

coli treated with 10 g/mL H2A in a low or physiological ionic environment (Figure 5.18). These 

results suggest E. coli can recover from this concentration of histones alone and is consistent with 

the persistent cell damage requiring the addition of pore-forming agents, such as AMPs. 

Furthermore, this supports the proposed mechanism by which histones synergize with AMPs to 

kill bacteria by stabilizing pores formed by AMPs. Thus, the addition of H2A induces persistent 

cell damage only in conditions where a pore-forming agent, such as LL-37 or MAG2 is also 

present.  
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Figure 5.18. E. coli recover from cellular damage in the absence of AMPs. E. coli that 

constitutively express CFP were initially treated with 10 g/mL H2A in media containing low (1 

μM) magnesium or physiological (1 mM) magnesium. E. coli were cultured for three hours and 

then recovered without the treatments over a 1-hour time period. CFP and mCherry fluorescence 

intensities were measured after the 15-minute PI treatment.  Propidium iodide positive cells were 

excluded from the analysis. Bars indicate mean ± SEM for three independent experiments. ** p ≤ 

0.01, * p ≤ 0.05, ns > 0.05. 
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      Consistent with previous experiments (Figure 5.9), the addition of histones to E. coli in low 

ionic environments increased PI fluorescence after a 3-hour treatment (Figure 5.19). However, 

after 30 minutes of recovery, PI fluorescence of E. coli treated with histones in a low ionic 

environment decreased to levels comparable to E. coli recovering from a low ionic environment 

without histones or histone treatment in a physiological ionic environment. There was no 

significant difference in PI fluorescence across the three conditions after a 30-minute or 60-minute 

recovery period (Figure 5.15), indicating bacteria can recover when assaulted with histones alone, 

in the absence of AMPs. Since the synergistic treatments of AMPs and H2A show impaired 

membrane recovery (Figure 5.16, 5.17), these results are consistent with histones stabilizing pores 

formed by AMPs, contributing to reduced healing.  
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Figure 5.19. E. coli can recovery from H2A-induced membrane damage in the absence of 

AMPs. Propidium iodide (PI) fluorescence of E. coli across a 1-hour recovery period following 

treatment with H2A in media containing low (1 μM) magnesium or physiological (1 mM) 

magnesium.. E. coli that constitutively express CFP were diluted into low or physiological media, 

with or without 10 g/mL H2A for three hours and then recovered without the treatments over a 

1-hour time period. Cells were allowed to recover for 0, 30, or 60 minutes before the addition of 

30 M PI for 15 minutes. mCherry fluorescence intensities were measured after the 15-minute PI 

treatment. Bars indicate mean ± SEM for three independent experiments. ** p ≤ 0.01, ns > 0.05. 
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5.5 Histones Have an Intracellular Target 

 

     To identify if pore formation is required for histone-mediated killing of bacteria, I tested 

whether electroporation of E. coli was sufficient to facilitate histone-mediated killing. 

Electroporation, the application of a high-voltage electrical shocks to bacteria to transiently 

permeabilize the membrane, is commonly used to introduce DNA or small molecules into cells7. 

Given the increased uptake of histones into the cell in the presence of membrane-permeabilizing 

AMPs, I hypothesized that histones had an intracellular target. Thus, I predicted that the 

application of an electrical field would be sufficient to enable uptake of histones into the cell where 

histones could kill bacteria by acting on intracellular targets.  

     To prepare electrocompetent cells, E. coli was cultured in SOB to an OD600 of 0.5. The bacterial 

cultures were placed on ice for 30 minutes and spun down at 6000 rpm for 15 minutes at 4°C. 

Supernatant was removed and bacteria were resuspended in ice cold sterile 10% glycerol. Bacteria 

were centrifuged at 6000 rpm for 3.5 minutes at 4°C, supernatant was removed, and bacteria were 

resuspended in ice cold sterile 10% glycerol. Wash cycles were repeated four times. The pellet 

was resuspended to a final concentration of OD600 of 0.2 in ice cold 10% glycerol. 

     50 uL of OD600 0.2 electrocompetent E. coli were added to a 1 mm cuvette, in the presence or 

absence of 50 μg/mL H2A. Electroporation was performed using the “Ec1” setting on a Bio-Rad 

micropulser. Cold SOC media was added to a final volume of 1 mL. Electrocompetent cells were 

diluted 1:20 into cold SOC, with or without 50 μg/mL H2A as a control. These control cells were 

not electroporated. 

     This electroporation treatment did not affect bacterial growth, nor did the presence of 50 μg/mL 

H2A in the absence of electroporation, compared to untreated electrocompetent E. coli (Figure 
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5.15).  In contrast, electroporation in the presence of 50 μg/mL H2A significantly inhibited 

bacterial growth. Together, these results indicate that histones kill bacteria intracellularly, 

suggesting histones have an intracellular target. Furthermore, this finding is consistent with 

histones stabilizing pores formed by AMPs. In the absence of pores, E. coli can recover quickly. 

However, histones prevent bacterial recovery in pore-forming conditions (Figure 5.14-5.17).  
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Figure 5.20. Histones kills bacteria intracellularly. Growth profiles of electrocompetent E. coli 

treated with 0 or 50 μg/mL H2A in SOC media over a 24-hour growth period. This concentration 

of H2A had no effect on bacterial growth. Additionally, electroporation had no effect of 

electrocompetent E. coli. Application of an electric field to transiently permeabilize the membrane 

inhibited bacterial growth by allowing uptake of histones into the bacterial cell where histones 

have an intracellular target. Data points are the average of four independent experiments (n = 4) 

and error bars indicate SEM. 
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5.6 Conclusion 

 

     Histone H2A synergizes with low concentrations of the membrane-permeabilizing agents LL-

37, PMB, and MAG2 to kill bacteria. Since PI staining revealed increased membrane 

permeabilization accompanied the bacterial growth inhibition in synergistic treatments, I 

hypothesized that membrane disruption facilitated histone uptake into the bacterial cell. Indeed, 

membrane permeabilization by LL-37, PMB, MAG2 enhanced the uptake of fluorescent histones, 

whereas antimicrobial agents that do not permeabilize the membrane and do not synergize with 

histones, such as kanamycin and chloramphenicol, do not promote histone uptake. Although the 

histone concentrations used do not induce membrane permeabilization, H2A facilitated uptake of 

fluorescent LL-37 into the bacterial cytoplasm, supporting a mechanism by which histones 

stabilize LL-37-formed pores. This formation of membrane pores by membrane-permeabilizing 

agents, and the stabilization or enhancement of these pores by H2A, significantly impacted ion 

gradients across the bacterial membrane, depolarizing the membrane and likely disrupting ATP 

production. 

     AMPs are not required for histone uptake into the cell, as increased membrane permeabilization 

following histone treatment in low magnesium environments similarly facilitated histone entry 

into the bacterial cell. This suggests that histones are able to kill bacteria, through histone uptake 

into the cell, in the absence of AMPs. Furthermore, this indicates a primary role of AMPs in the 

innate immune system could be permeabilizing the membrane to enable histone uptake.  

     To further quantify the effects of histones on the bacterial membranes, I investigated bacterial 

recovery from damage induced by H2A. Persistent cellular and membrane damage were observed 

in dual treatments with histones and AMPs. In contrast, cells treated with AMPs alone or with 
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histones alone in conditions of low ionic strength showed significant recovery, suggesting the 

presence of both pore-forming AMPs and histones are a requirement of impaired membrane 

recovery. Whether pore stabilization by histones occurs internally or externally remains to be 

determined.  However, given that impaired membrane repair was observed in dual treatments with 

histones and two distinct AMPs, LL-37 and MAG2, the mechanism of pore stabilization is not due 

to a specific and direct interaction between histones and AMPs. Rather, AMPs and histones have 

separate functions, whereby histones impeded repair of pores formed by AMPs. 

     Given that histone uptake into the bacterial cytoplasm is concomitant with membrane-

permeabilization and growth inhibition, I hypothesized that the antimicrobial activity of histones 

was primarily from interactions with intracellular targets, such as DNA. However, since histones 

stabilize AMP-formed pores, it was plausible that the primary function of histones was pore 

stabilization from within the bacterial cell. Thus, electroporation was employed to identify if pore 

formation was required for histone-mediated killing of bacteria. The application of a high-voltage 

electrical shocks to transiently permeabilize the membrane in the presence of histones caused 

significantly inhibition of bacterial growth, indicating that histones have an intracellular target.  
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Chapter 6: Histone H2A Disrupts Bacterial Chromosomal DNA Organization and 

Suppresses Transcription 

 

     Given that pore-forming antimicrobial agents, including the AMPs LL-37 and magainin-2, and 

the antibiotic polymyxin B, synergize with histones to inhibit bacterial growth by facilitating the 

entry of Histone H2A into the bacterial cell, the role of Histone H2A subsequent to entry into the 

cytoplasm was explored. Furthermore, histone treatment in conditions of low magnesium similarly 

inhibited bacterial growth while enabling significant uptake of histones into the cell, indicating 

that the role of AMPs in histone-mediated killing is facilitating their uptake in physiological 

environments, where histones have an intracellular role. Additionally, electroporation of E. coli in 

the presence of H2A led to significant inhibition of bacterial growth, further supporting a 

mechanism where histones have an intracellular target.  

     Binding to intracellular moieties has been seen with other AMPs. Puroindoline-derived 

tryptophan-rich AMPs do not appear to disrupt membrane integrity in E. coli; instead, the potency 

of the AMP is correlated with DNA binding1. Pseudin-2, an AMP from the South American 

paradoxical frog Pseudis paradoxa, takes on an α-helical structure in the presence of bacterial 

membranes, forming pores to enter the cytoplasm2. Once intracellular, pseudin-2 is thought to 

binds to RNA, inhibiting protein synthesis. Cfb-14, a synthetic AMP derived from a cathelin-like 

domain, was shown to cause membrane permeation, in addition to binding DNA and inhibiting 

gene replication and protein expression3. Piscidin 1 and piscidin 3 have an α-helical structure when 

bound to model membranes, translocate across membranes, and colocalize with bacterial 

nucleoids. In addition to non-lethal permeabilization, piscidins bind DNA and have a condensing 

effect4. Because H2A is well-characterized as a component of the histone core, it is feasible that 
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the positively charged histone subunit may complex with negatively charged microbial DNA, 

thereby perturbing replication and transcription. 
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6.1 Histone H2A Interacts with Microbial DNA in vitro, Inhibiting DNA Migration 

 

     Although mammalian histones are well-known for their role in binding and condensing 

mammalian DNA, binding of mammalian histone subunits to bacterial DNA has not yet been 

explored.  E. coli DNA was purified using a Miniprep kit, with a three-second sonication step, to 

ensure bacterial lysis. To explore whether calf thymus histone H2A binds purified E. coli genomic 

DNA in vitro, 1 μg purified DNA from E. coli was incubated with a range of histone concentrations 

from 0-1.4 μg H2A for 25 minutes at 25oC. DNA products were separated by native nucleic acid 

polyacrylamide gel electrophoresis (PAGE) on a 5% TBE gel at 100 V for 60 minutes before 

staining with 1x SYBR Safe in TBE buffer5 for 30 minutes before visualization.  

     Since histone proteins have a strong positive charge (PI ~ 10.8), histones should not enter the 

gel under the native conditions used. Likewise, microbial DNA bound to H2A should not be able 

to enter the gel, resulting in lower amounts of bacterial DNA migrating through the gel. Indeed, 

increasing levels of Histone H2A inhibited DNA migration through the gel (Figure 6.1A, 6.1B), 

indicating significant interactions between histone H2A and E. coli DNA in vitro.  
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Figure 6.1. Histone H2A inhibits bacterial DNA migration. 1 μg purified E. coli DNA was 

incubated with a range of histone concentrations from 0-1.4 μg H2A for 25 minutes at 25oC. DNA 

products were separated by native nucleic acid polyacrylamide gel electrophoresis (PAGE) on a 

5% TBE gel at 100 V for 60 minutes before staining with 1x SYBR Safe in TBE buffer for 30 

minutes before visualization (A) Associated DNA band intensities were quantified used ImageJ 

(B). A representative gel is shown. Bars indicate mean ± SEM for three independent experiments. 
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     LL-37 has also been reported to interact with DNA6,7. To explore whether LL-37 binds purified 

E. coli genomic DNA in vitro, 1 μg purified DNA from E. coli was incubated with a range of LL-

37 concentrations from 0-1.4 μg H2A for 25 minutes at 25oC. DNA products were separated by 

native nucleic acid PAGE as described above (Figure 6.2A). While low levels of nucleic acid 

binding were evident when higher amounts of LL-37 were added, LL-37 exhibited less retention 

of bacterial DNA for a comparable range of concentrations (Figure 6.2A, 6.2B). Accounting for 

the higher molecular weight of histone H2A (14 kDa) compared to LL-37 (4.5 kDa), the addition 

of equal weights of proteins to microbial DNA resulted in over three times as many LL-37 

molecules present compared to Histone H2A molecules. These results help support a mechanism 

by which the primary role of AMPs in NETs and on lipid droplets is membrane permeabilization 

and facilitation of histone entry into the bacterial cell.   
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Figure 6.2. LL-37 weakly inhibits bacterial DNA migration. 1 μg purified DNA from E. coli 

was incubated with a range of LL-37 concentrations from 0-1.4 μg H2A for 25 minutes at 25oC. 

DNA products were separated by native nucleic acid polyacrylamide gel electrophoresis (PAGE) 

on a 5% TBE gel at 100 V for 60 minutes before staining with 1x SYBR Safe in TBE buffer for 

30 minutes before visualization (A) Associated DNA band intensities were quantified used ImageJ 

(B). A representative gel is shown. Bars indicate mean ± SEM for three independent experiments. 
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6.2 Histone H2A Disrupts Bacterial Chromosomal DNA Organization 

 

     To supplement the in vitro experiments, the effect of H2A on E. coli chromosomes was 

measured in live cells using SYTOX Green, a nucleic acid stain which exhibits green fluorescence 

upon binding nucleic acids. Mid-exponential E. coli were pre-treated for 30 minutes with 2 μM 

LL-37, with or without the addition of 10 μg/mL H2A. Since LL-37 showed low retention of 

bacterial DNA in vitro, minimal changes in chromosomal organization were expected with the 

addition of LL-37 alone. Instead, the addition of LL-37 served to increase entry of histone H2A to 

observe the effects of H2A on chromosomal organization.  

     After pre-treatment with H2A and LL-37, bacteria were stained with 3 μM SYTOX Green, a 

concentration which fluoresces upon binding to DNA in live cells but does not inhibit bacterial 

growth8, for ten minutes. E. coli were added to 1% agarose pads containing identical 

concentrations of H2A and LL-37, along with 5 μM SYTOX Green, and incubated at room 

temperature for three hours before imaging using fluorescence microscopy.  

     Fluorescence was uniform in E. coli treated with LL-37 alone, indicating a diffuse bacterial 

chromosome (Figure 6.3A). The addition of H2A to the LL-37-treated cells induced a webbed 

pattern in the chromosome, consistent with the induced reorganization of the chromosome by 

histones. Principal component analysis (PCA) was used analyze differences in the chromosomal 

structure in LL-37-treated cells and cells treated with both histones and LL-37. Raw images were 

analyzed using principal component analysis using image analysis tools developed previously9 and 

modified in Matlab (Version R2017b). Briefly, individual cells were identified in phase contrast 

images using canny edge detection. Images of LL-37-treated cells and of cells treated with both 

LL-37 and H2A were pooled together, rotated such that the major axis of the cell was parallel to 
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the x-axis and resized to 30x100 pixels. The covariances between corresponding pixels of different 

cells were computed using the 16-bit intensity values from the rotated and resized fluorescence 

images and for the same images rotated by an additional 180 degrees. The orientation that gave 

the lower covariance was used for the analysis. Principal components for the covariance matrix 

was computed using approximately 100 cells and the principal components that gave the two 

largest eigenvalues were identified. This analysis, which transforms the data into fewer dimensions 

while retaining general trends and patterns, identified that the chromosomal patterns induced by 

the combined treatment of H2A and LL-37 was distinct from that of LL-37 alone (Figure 6.3B). 
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Figure 6.3. Histone H2A induces a webbed pattern in the bacterial chromosome. Mid-

exponential E. coli were treated with 2 μM LL-37, with or without the addition of 10 μg/mL H2A, 

and stained with SYTOX Green, a nucleic acid stain which exhibits green fluorescence upon 

binding nucleic acids. (A) Merged images, containing phase contrast and SYTOX fluorescence, 

are shown for E. coli treated with LL-37 alone with LL-37 and H2A. (B) A principal component 

analysis (PCA) determined that the LL-37-treated cells and cells treated with both LL-37 and H2A 

form distinct chromosomal patterns. Each dot represents a single cell. Representative images are 

shown for both conditions. Scale bars represent 2 m. Imaging and analysis performed by Henry 

Amir.  
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6.3 Histone H2A Suppresses Bacterial Transcription  

 

     Given that histones bind to E. coli DNA in vitro and perturb the chromosomal organization in 

live E. coli, the effects of histones on bacterial transcription were explored. To investigate how 

histone entry into the bacterial cell impacts transcription, expression of mCherry in an E. coli strain 

containing a tetracycline promoter transcriptionally fused to a gene encoding mCherry was 

measured. This E. coli strain (MG1655 att::[cat tetR (tetA-mCherry)]) contains the tetR and tetA 

genes integrated at the phage lambda attachment site and a transcriptional fusion of mCherry to 

the 3′ end of tetA.  

     E. coli was cultured to mid-exponential phase and pre-treated with 10 μg/mL Histone H2A, 2 

μM LL-37, or a combinatorial treatment of both LL-37 and H2A. E. coli were incubated for one 

hour before the addition of 50 ng/mL of anhydrotetracycline (aTc) to induce transcription. tetA-

mCherry fluorescence was measured after one hour using single-cell fluorescence microscopy. 

Pre-treatment of E. coli with LL-37 had little effect on  tetA-mCherry fluorescence, indicating LL-

37 does not inhibit the induction of transcription upon aTc treatment (Figure 6.4). However, in E. 

coli treated with both LL-37 and H2A, mCherry fluorescence was significantly decreased 

compared to untreated E. coli and E. coli treated with LL-37 alone, indicating H2A specifically 

inhibits transcription. Since treatment with 10 μg/mL Histone H2A alone did not inhibit 

transcription, suppression of bacterial transcription is dependent upon membrane 

permeabilization.  
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Figure 6.4. Histone H2A suppresses bacterial transcription. E. coli, containing a tetracycline 

promoter transcriptionally fused to a gene encoding mCherry, were pre-treated with 10 μg/mL 

H2A, 2 μM LL-37, or both for one hour before the addition of 50 ng/mL of anhydrotetracycline to 

induce transcription. mCherry fluorescence was measured after a 1-hour incubation. Bars indicate 

mean ± SEM for three independent experiments. ** p ≤ 0.01, **** p ≤ 0.0001. 
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     Transcription of the mCherry reporter is controlled by the tetracycline promoter, which is 

activated by anhydrotetracycline. As such, this reporter measures the level of transcriptional 

activation. Similar constructs have been used to measure transcription in other studies10–13; 

however, inhibition of translation could also affect mCherry fluorescence. To further analyze 

whether H2A inhibits transcription, the effects of H2A on bacterial transcription were analyzed by 

quantifying RNA yields in E. coli treated with histones. E. coli were cultured to mid-exponential 

phase and treated with 10 μg/mL H2A, 1 μM LL-37, or 10 μg/mL H2A and 1 μM LL-37. An 

additional experiment was performed with increasing concentrations of H2A, from 0-100 μg/mL 

H2A. Bacterial cultures were harvested at 30 minutes, washed with H2O, and resuspended in 600 

μL Total Lysis Solution (TE 8.0 (10 mM Tris-HCl, 1 mM EDTA), 0.5 mg/mL lysozyme (Sigma), 

and 1% SDS). Nucleic acid extraction was performed with a hot phenol-chloroform extraction and 

ethanol precipitation14, and RNA yield was measured using a Nanodrop 2000.  

     The addition of 10 μg/mL H2A caused no difference in RNA yields compared to untreated E. 

coli (Figure 6.5). However, a decrease in total RNA yield was observed after 30 minutes of 

treatment with 10 μg/mL H2A and 1 μM LL-37. Additionally, the total RNA yield was 

dramatically decreased after 30 minutes of treatment with 50 or 100 μg/mL H2A alone, which are 

concentrations that inhibited growth (Figure 6.6). The addition of 50 and 100 μg/mL H2A caused 

extended the lag time and slowed the growth rate of E. coli (Figure 6.6). Furthermore, E. coli 

treated with 100 μg/mL H2A reached a lower OD600 after a 24-hour growth period. These histone-

mediated reductions in RNA yields are consistent with H2A inhibiting transcription across the 

population (Figure 6.4). 

     Although the majority of experiments thus far have included a dual-treatment with 10 μg/mL 

H2A histones and pore-forming antimicrobial agents, it is plausible that high concentrations of 
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histones, such as 50 and 100 μg/mL H2A, may occur locally in NETs or upon release from lipid 

droplets. Additionally, the goal of the transcriptional data was to understand the specific response 

of bacteria to H2A, which could only be achieved by using increasing concentrations of histones 

since transcriptional data for bacteria treated with H2A and AMPs would likely convolve the 

effects of H2A and interpretation would be unclear. Thus, increasing concentrations of H2A 

revealed general trends in upregulated genes without interference from LL-37 (see Section 6.4).  
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Figure 6.5. Histone H2A decreases RNA yields. Mid-exponential E. coli were treated with 10 

μg/mL H2A, 1 μM LL-37, 10 μg/mL H2A and 1 μM LL-37, 50 μg/mL H2A, or 100 μg/mL H2A.  

Bacterial cultures were harvested at 30 minutes, washed with H2O, and resuspended in 600 uL 

Total Lysis Solution (TE 8.0 (10 mM Tris-HCl, 1 mM EDTA), 0.5 mg/mL lysozyme (Sigma), and 

1% SDS). Nucleic acid extraction was performed with a hot phenol-chloroform extraction and 

ethanol precipitation, and RNA yield was measured using a Nanodrop 2000. Bars indicate mean ± 

SEM for three independent experiments. *** p ≤ 0.001, * p ≤ 0.05, ns > 0.05.  
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Figure 6.6. High concentrations of Histone H2A kill E. coli. Growth profiles of mid-exponential 

phase E. coli treated with increasing concentrations of H2A in media containing physiological (1 

mM) magnesium over a 24-hour growth period. In physiological magnesium, 50 μg/mL H2A was 

required to see an effect on E. coli growth. Data points are the average of at least four independent 

experiments (n = 4) and error bars indicate SEM. 
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6.4 Histone H2A Selectively Upregulates Membrane Biogenesis Components 

 

     Little work has been done exploring transcriptome responses of bacteria to histones. 

Microarray analyses of E. coli that were histone-selected showed two plasmid inserts belonging 

to the colonic acid (CA) cluster: wcaI/cpsB/cpsG/wcaJ and wzc/wcaA, a 19-gene cluster that 

encodes genes required for exopolysaccharide and O-antigen production (which results in semi-

smooth LPS)15–17. The gene cluster is tightly regulated by a signal transduction cascade governed 

by the rcs (regulator of capsule synthesis) phosphorelay system18. O-antigen and 

exopolysaccharide have been shown to provide histone resistance in E. coli, and O-antigen 

confers similar resistance against histones in other Gram-negative pathogens, including Shigella 

flexneri and Klebsiella pneumoniae15. 

     K. pneumoniae mutants for bacterial capsule polysaccharide (CPS) show decreased resistance 

to antimicrobial peptides, including defensin 1, β-defensin 1, lactoferrin, protamine sulfate, and 

polymyxin B, whereas O-antigen did not have an effect in antimicrobial peptide resistance19. 

There was a correlation seen between CPS amounts and polymyxin B resistance, due to 

decreased polymyxin B binding, indicating CPS may protect Gram-negative bacteria by 

minimizing interactions between antimicrobial peptides and the bacterial membrane. K. 

pneumoniae also increased CPS amounts and upregulated cps transcription when grown in the 

presence of polymyxin B and lactoferrin.  The CPS operon, present in both E. coli and K. 

pneumoniae contains the wza, wzb, wzc, wzx, and wzy genes and is regulated transcriptionally by 

the Rcs (regulation of capsule synthesis) proteins20. Wza is a lipoprotein thought to form 

channels in the outer membrane, Wzb is a cytoplasmic protein tyrosine phosphatase that 

dephosphorylates Wzx, Wzc is an inner membrane tyrosine kinase that polymerizes capsule 
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polysaccharides, Wzx is an inner membrane protein that transfers polysaccharide units across the 

inner membrane, and Wzy is an inner membrane protein that assembles longer polysaccharide 

chains from building blocks transported by Wzy. WzxC is a LPS biosynthesis protein.  

     To fully quantify the effects of histones on the transcriptome, an RNA sequencing pipeline was 

used. Following nucleic acid extraction with a hot phenol-chloroform extraction and ethanol 

precipitation, samples were DNase digested and treated with RiboZero to remove ribosomal RNA. 

A cDNA library was constructed from the RiboZero-treated samples and sequenced using the 

Princeton University Genomics Core Facility, with a depth of at least 10 M reads. Sequences were 

aligned to the MG1655 genome using Bowtie2. A heatmap of the top thirty upregulated genes was 

constructed using the R package pheatmap (Figure 6.7) and a table of the top 100 upregulated 

genes in shown in Table 6.1.  
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Figure 6.7. Histone H2A upregulates membrane biogenesis components. Mid-exponential E. 

coli were treated with 10, 50, or 100 μg/mL H2A and a cDNA library was constructed. The 

upregulation ratio for each condition was constructed by dividing the histone-treated value by the 

untreated value for each gene. The top 30 upregulated genes are shown. The majority of the genes 

(blue) are involved in the colonic acid/slime pathway, which synthesizes lipids and sugars that 

strengthen the outer membrane.  
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Table 6.1. Fold-change in mRNA transcripts in the top 100 genes upregulated in E. coli 

following a 30-minute treatment with H2A. The 10/0, 50/0, and 100/0 labels indicate 

comparison between 10, 50, or 100 μg/mL H2A and untreated cells. Values are the average of 

three independent experiments. 

Gene Function 10/0 50/0 100/0 

wza colanic acid export protein; outer membrane auxillary 

lipoprotein 

2.9 43.3 72.8 

wzb colanic acid production protein-tyrosine-phosphatase; Wzc-

P dephosphorylase 

3.9 40.2 70.2 

wcaE putative glycosyl transferase 2.5 34.6 55.7 

wcaG bifunctional GDP-fucose synthetase: GDP-4-dehydro-6-

deoxy-D-mannose epimerase/ GDP-4-dehydro-6-L-

deoxygalactose reductase 

3.1 29.8 49.8 

bdm biofilm-dependent modulation protein 4.0 35.3 49.6 

yjbE extracellular polysaccharide production threonine-rich 

protein 

2.8 29.5 47.5 

yjbF extracellular polysaccharide production lipoprotein 2.9 25.8 44.0 

wcaA putative glycosyl transferase 2.1 23.3 39.7 

rprA Null 3.4 23.1 39.5 

wcaD putative colanic acid polymerase 2.2 23.3 37.6 

gmd GDP-D-mannose dehydratase, NAD(P)-binding 2.4 22.3 36.6 

wzc colanic acid production tyrosine-protein kinase; autokinase; 

Ugd phosphorylase 

2.1 21.6 36.3 

yjbG extracellular polysaccharide export OMA protein 2.2 20.5 34.9 

wcaF putative acyl transferase 1.6 19.5 32.2 

ymgI uncharacterized protein 1.0 25.1 32.0 

osmB osmotically and stress inducible lipoprotein 4.2 24.5 30.6 

wcaI putative glycosyl transferase 2.3 18.5 30.2 

cpsG phosphomannomutase 1.9 19.4 30.2 

wcaH GDP-mannose mannosyl hydrolase 1.8 16.1 26.4 

wcaJ colanic biosynthesis UDP-glucose lipid carrier transferase 2.3 16.5 25.2 

cpsB mannose-1-phosphate guanyltransferase 2.1 15.2 24.7 

rcsA transcriptional regulator of colanic acid capsular 

biosynthesis 

1.9 14.7 21.6 

ymgG UPF0757 family protein 2.9 17.2 21.6 

wcaC putative glycosyl transferase 1.8 12.4 20.4 

wzxC putative colanic acid exporter 2.0 12.8 18.5 

ymgD periplasmic protein, HdeA structural homolog 2.5 14.8 18.2 

wcaB putative acyl transferase 1.4 9.7 16.9 

wcaK colanic acid biosynthesis protein 1.6 11.3 14.8 

ivy inhibitor of c-type lysozyme, periplasmic 1.8 10.6 14.7 

yjbH DUF940 family extracellular polysaccharide protein 1.4 8.9 14.3 

ygaC uncharacterized protein 2.1 10.1 14.1 
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mliC inhibitor of c-type lysozyme, membrane-bound; putative 

lipoprotein 

1.5 7.0 10.2 

osmY salt-inducible putative ABC transporter periplasmic binding 

protein 

1.6 6.6 9.4 

ugd UDP-glucose 6-dehydrogenase 1.2 6.6 8.9 

ygdI DUF903 family verified lipoprotein 1.6 6.0 8.2 

ypeC DUF2502 family putative periplasmic protein 1.5 5.3 8.2 

ytjA uncharacterized protein 1.4 5.5 8.1 

ycfJ uncharacterized protein 1.4 5.0 7.7 

ybgS putative periplasmic protein 1.2 5.2 7.2 

wcaL putative glycosyl transferase 1.3 5.4 7.1 

yaiY DUF2755 family inner membrane protein 1.4 4.8 7.0 

iraM RpoS stabilzer during Mg starvation, anti-RssB factor 1.1 5.1 6.8 

ydeI hydrogen peroxide resistance OB fold protein; putative 

periplasmic protein 

0.9 5.6 6.6 

ecpR putative transcriptional regulator for the ecp operon 1.2 4.8 6.2 

yghA putative oxidoreductase 1.1 4.1 6.0 

ycfT inner membrane protein 1.1 3.7 5.9 

katE catalase HPII, heme d-containing 1.2 4.2 5.8 

degP serine endoprotease (protease Do), membrane-associated 1.2 3.6 5.3 

osmC lipoyl-dependent Cys-based peroxidase, hydroperoxide 

resistance; salt-shock inducible membrane protein; 

peroxiredoxin 

1.4 3.9 5.1 

yiaD multicopy suppressor of bamB; outer membrane lipoprotein 1.5 4.3 5.1 

yegS phosphatidylglycerol kinase, metal-dependent 1.2 4.0 5.0 

sra stationary-phase-induced ribosome-associated protein 1.3 3.9 5.0 

ecpB ECP production pilus chaperone 1.2 2.9 4.8 

ypfG DUF1176 family protein 1.2 3.4 4.7 

yohP uncharacterized protein 2.0 3.1 4.7 

yiaB YiaAB family inner membrane protein 0.7 3.1 4.6 

hslJ heat-inducible lipoprotein involved in novobiocin resistance 1.3 3.9 4.6 

ecpA ECP pilin 1.1 3.3 4.6 

yjdP putative periplasmic protein 1.3 3.5 4.5 

bax putative glucosaminidase 1.5 3.9 4.5 

yajI putative lipoprotein 1.4 3.2 4.4 

loiP Phe-Phe periplasmic metalloprotease, OM lipoprotein; low 

salt-inducible; Era-binding heat shock protein 

1.2 3.3 4.3 

spy periplasmic ATP-independent protein refolding chaperone, 

stress-induced 

0.8 2.7 4.3 

osmE osmotically-inducible lipoprotein 1.4 3.3 4.2 

yjbT putative periplasmic protein 1.3 3.0 4.1 

ybjP lipoprotein 1.2 3.4 4.0 

ytfK DUF1107 family protein 1.1 2.8 3.9 

ysaB uncharacterized protein 1.3 3.6 3.9 

galP D-galactose transporter 1.2 3.0 3.8 
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rcnB periplasmic modulator of Ni and Co efflux 1.3 3.4 3.7 

ybaY outer membrane lipoprotein 1.1 2.7 3.7 

omrB Null 1.1 2.4 3.7 

omrA Null 1.0 2.5 3.6 

eco ecotin, a serine protease inhibitor 1.2 2.8 3.5 

stpA DNA binding protein, nucleoid-associated 1.6 3.8 3.4 

wcaM colanic acid biosynthesis protein 1.2 3.1 3.4 

ygdR DUF903 family verified lipoprotein 1.1 2.7 3.3 

ydeT' pseudogene 0.8 3.0 3.3 

ygaM putative membrane-anchored DUF883 family ribosome-

binding protein 

1.1 2.2 3.3 

glsA glutaminase 1 1.5 2.0 3.2 

yhbO stress-resistance protein 1.0 2.3 3.2 

yggE oxidative stress defense protein 1.2 2.6 3.1 

ybiH DUF1956 domain-containing tetR family putative 

transcriptional regulator 

1.3 2.0 3.1 

yodB cytochrome b561 homolog 1.2 2.6 3.1 

ygiM SH3 domain protein 1.1 2.4 3.0 

ydeQ putative fimbrial-like adhesin protein 1.3 2.1 3.0 

ybhG putative membrane fusion protein (MFP) component of 

efflux pump, membrane anchor 

1.4 1.8 3.0 

otsB trehalose-6-phosphate phosphatase, biosynthetic 1.3 2.2 2.9 

yjbJ stress-induced protein, UPF0337 family 1.4 2.4 2.9 

ybfA DUF2517 family protein 1.2 1.5 2.9 

ybdG mechanosensitive channel protein, miniconductance 1.2 2.3 2.9 

yehX putative ABC transporter ATPase 1.4 1.7 2.8 

fepA ferrienterobactin outer membrane transporter 1.0 2.2 2.8 

gmr cyclic-di-GMP phosphodiesterase; csgD regulator; 

modulator of RNase II stability 

1.0 2.2 2.8 

ybdZ stimulator of EntF adenylation activity, MbtH-like 1.0 2.2 2.7 

entE 2,3-dihydroxybenzoate-AMP ligase component of 

enterobactin synthase multienzyme complex 

1.0 2.0 2.7 

yfeY RpoE-regulated lipoprotein 1.1 2.0 2.7 

yceB lipoprotein, DUF1439 family 1.1 2.2 2.7 

ydeS putative fimbrial-like adhesin protein 1.2 1.8 2.6 

caiD carnitinyl-CoA dehydratase 1.4 2.3 2.6 
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   The E. coli genes that exhibited the greatest upregulation in response to H2A treatment were 

determined through the RNA sequencing pipeline using triplicate experiments. The RNA 

sequencing analysis revealed that a majority of the upregulated genes are involved in the colonic 

acid/slime pathway, a 19-gene cluster encoding genes for exopolysaccharide and O-antigen 

production16,17. This pathway synthesizes lipids and sugars that strengthen the outer membrane. 

Evidence suggests colonic acid allows bacterial survival outside of the mammalian host or in 

conditions of desiccation, osmotic stress, or acid stress21–23. Additionally, colonic acid may be 

involved in virulence and biofilm formation23,24.  

     In particular, the H2A-upregulated genes: wcaI/cpsB/cpsG/wcaJ and wzc/wcaA belong to the 

colonic acid (CA) cluster. These genes have been shown to be upregulated previously in a 

microarray analysis of a histone selected population of E. coli15. Overexpression of wcaI, cpsB, 

and cpsG in E. coli led to high resistance to histones, with cpsB as the main contributor to the 

phenotype15. The wca/wca cluster showed lower resistance to histones, corresponding to lower 

frequency of selection in the genetic screen. CpsB and CpsG are enzymes involved in the 

synthesis of sugar precursors, whereas WcaJ, WcaI, and WcaA are glycosyltransferases involved 

in the assembly of the sugar unit at the inner membrane16,25. Wzc is an inner membrane tyrosine 

kinase that polymerizes capsule polysaccharides and is involved in the export of the 

polysaccharide26. 

     Notably, wza was upregulated 73-fold in cultures treated with 100 μg/mL H2A for 30 minutes 

(Table 6.1). The CA gene cluster is tightly regulated by a signal transduction cascade governed 

by the rcs (regulator of capsule synthesis) phosphorelay system27. The regulation of capsular 

synthesis (Rcs) phosphorelay allows Enterobacteriaceae to respond to membrane perturbations 

and damage28. The outer membrane lipoprotein RcsF receives a signal and activates the kinase 
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activity of the sensor kinase RcsC. RcsC autophosphorylates and the phosphoryl group is passed 

to the response regulator RcsB. Phosphorylated RcsB interacts with DNA and affects expression 

of numerous genes, including those related to virulence, biofilm formation, motility, and 

extracellular polysaccharide production29. Both motility and extracellular polysaccharide 

production require the unstable auxiliary protein RcsA, which is negatively regulated by the 

histone-like protein H-NS30. In the RNA sequencing experiments, transcription of the H-NS-

regulated rcsA regulator increased 22-fold due to histone treatment (Figure 6.7, Table 6.1)  

     The Rcs proteins also transcriptionally regulate the capsule biosynthesis (CPS) operon, which 

regulates polysaccharide production20. RcsA has been found to form a heterodimer with 

phosphorylated RcsB, increasing affinity for Rcs-regulated promoters, including the cps 

operon29,31. This operon contains the wza, wzb, wzc, wzx, and wzy genes, most of which are 

upregulated following histone treatment20. Wza is a lipoprotein thought to form channels in the 

outer membrane, Wzb is a cytoplasmic protein tyrosine phosphatase that dephosphorylates Wzx, 

Wzc is an inner membrane tyrosine kinase that polymerizes capsule polysaccharides and is 

involved in the export of the polysaccharide, Wzx is an inner membrane protein that transfers 

polysaccharide units across the inner membrane, and Wzy is an inner membrane protein that 

assembles longer polysaccharide chains from building blocks transported by Wzy. These 

polysaccharides make up the bacterial capsule, which protects the bacteria. 

     Additional increases were seen for genes of the wca operon, including wcaE, wcaG, wcaD, 

wcaH, wcaC, wcaB, wcaL, and wcaK, which are associated with the slime biogenesis pathway25. 

WcaE is a putative glycosyl transferase, WcaG is a GDP-L-fucose synthase, WcaD is a colonic 

acid polymerase, WcaH hydrolyzes GDP-mannose, WcaC is a glycosyl transferase, WcaB is a 
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colonic acid acetyltransferase, WcaL is a glycosyltransferase, and WcaK is a colonic acid 

biosynthesis protein.  

     Furthermore, all the genes in the yjbEFGH operon are upregulated. This operon is involved in 

the production of extracellular polysaccharides distinct from colonic acid32. YjbE is is positively 

regulated by RcsC, which is also upregulated33. Additionally, Gmd, which catalyzes the 

conversion of GDP-D-mannose to GDP-4-dehydro-6-deoxy-D-mannose34, and Ugd, which 

synthesizes UDP-alpha-D-glucuronate from UDP-alpha-D-glucose, are upregulated following 

histone treatment16. Wzc regulates phosphorylation of Ugd35.  

     Apart from genes that upregulate membrane biogenesis components, there is a minor increase 

in DegP, a serine endoprotease that degrades transiently denatured/unfolded/misfolded proteins 

in the periplasm36,37. This serine protease has a preference for cleaving valine and isoleucine38, 

both of which are prevalent amino acids in histone H2A. SufA, a subtilisin-like extracellular 

serine protease of Finegoldia magna, a Gram-positive, anaerobic bacterial strain that colonizes 

skin and mucous membranes and acts as an opportunistic pathogen,has been shown to degrade 

histones and LL-3739,40. In addition to the increase in DegP, there was a slight increase in the 

eco, a serine protease inhibitor that is thought to protect bacteria against neutrophil elastase, a 

key component of NETs41,42. Additionally, the upregulated genes ivy and mliC inhibit the 

antimicrobial enzyme lysozyme. Ivy has lysozyme inhibitor43, and mliC specifically inhibits C-

type lysozymes44. The Rcs regulon in E. coli encodes for ivy and mliC45. 

     Rcs positively controls expression of ydeI, which encodes a 14 kDa periplasmic protein 

important for persistent infection of S. enterica serovar Typhimurium in mice46. Thus, activation 

of the Rcs phosphorlay may play a role in the regulation of virulence and drive a transition from 

localized to systemic bacterial infection. RprA, a sRNA that is highly upregulated, is positively 
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regulated by the Rcs phosphorelay in E. coli47. This sRNA base pairs with the 5’ end of the rpoS 

mRNA (which encodes the alternative sigma factor σS) and increases translatability of this 

mRNA48,49. The general stress-responsive alternative sigma factor σs transcribes genes for 

bacterial survival during stationary phase and in conditions of environmental stress, such as 

hyperosomolarity and oxidative damage50. There is some evidence that σS represses expression 

of cps operon and yjbEFGH operon51. The Rcs phosphorelay and σS may enable the bacterial cell 

to modulate genetic expression to appropriate levels. 

     Genes involved in flagella biosynthesis, including EcpB, EcpA, and EcpR, are slightly 

upregulated. EcpB is a fimbrial, periplasmic chaperone protein that assembles the E. coli common 

pilus (ECP) and is involved in cell adherence and biofilm formation52. ECP is composed of the 

highly-upregulated EcpA and EcpR is a transcriptional regulator of the ecp operon53. Additionally, 

Bdm, a biofilm-dependent modulation protein, regulates flagella assembly54. However, the Rcs 

phosphorelay pathway is a key regulator of motility and phosphorylated RcsB represses expression 

of flhDC, the master regulator of flagella production55. 

     The genes osmB, osmY, and osmC, which are involved in the osmotic stress response are 

upregulated following histone treatment. OsmB is an osmotically and stress inducible lipoprotein, 

responding either to σS or to the Rcs 56,57. OsmY encodes a periplasmic protein and is involved in 

the uptake of osmoprotectants across the membrane58,59. OsmC is involved in the hyperosmotic 

response and oxidative stress response by metabolizing organic hydroperoxides60. 

     Although PhoP and PhoQ are not upregulated in the RNA sequencing results, which were 

obtained in conditions of physiological magnesium, (see Chapter 3), a couple of genes involved in 

the PhoPQ magnesium starvation response are. The slightly upregulated IraM inhibits RpoS 

proteolysis by regulating RssB activity, thus increasing stability of the sigma stress factor RpoS 
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during magnesium starvation61. RcsC, part of the Rcs phosphorelay, is a sensor histidine kinase 

that has been linked to the PhoPQ system62. 

     Finally, a couple of uncharacterized genes, including YmgG and YmgD are highly upregulated. 

Although YmgG is uncharacterized, this protein has a glycine-zipper-containing OmpA-like 

membrane domain. Although not upregulated in the RNAseq data, OmpA is a major protein in the 

E. coli outer membrane and is important for stress survival63. YmgD is also uncharacterized; 

however, it has homology to HdeA64, an acid stress chaperone that is thought to cooperate with 

other periplasmic chaperones including the serine endoprotease DegP65. 

     RNA sequencing results were validated by confirming upregulation of rcsA, a H-NS-regulated 

gene implicated in the regulation of the CA gene cluster27. Upregulation of rcsA by increasing 

concentrations of H2A was performed using a transcriptional fusion of YFP to the rcsA promoter 

in E. coli co-expressing CFP under control of the ompA promoter. Similar to the RNA sequencing 

conditions, mid-exponential phase bacteria were diluted into warmed MinA media with increasing 

concentrations of H2A. In addition, PI was added to the culture to specifically measure 

fluorescence intensities in membrane-permeabilized cells. After a 30-minute incubation period, 

YFP, CFP, and PI fluorescence were measured. 

     Membrane-permeabilized E. coli showed a significant increase in rcsA-yfp expression and 

decrease in ompA-cfp expression (Figure 6.8), supported a mechanism by which H2A induces 

selective upregulation of membrane biogenesis components while globally decreasing 

transcription. Treatment of E. coli with 100 μg/mL induced bacterial aggregation, as previously 

seen (Figure 4.20). Within the bacterial clump, there was high variability in PI fluorescence, 

indicating differential degrees of membrane permeabilization. Bacteria with lower levels of 

membrane permeabilization has relatively consistent ompA-cfp transcription and little to no rcsA-
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yfp transcription (Figure 6.9). In contrast, membrane-permeabilized E. coli showed a prominent 

increase in rcsA-yfp transcription and a notable decrease in expression of ompA-cfp. 
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Figure 6.8. Histone H2A upregulates the Rcs phosphorelay pathway. A decrease in expression 

of ompA-cfp (A) and an increase in rcsA-yfp transcription (B) were observed in membrane-

permeabilized E. coli in response to treatment with increasing concentrations of H2A. Mid-

exponential E. coli, containing a transcriptional fusion of YFP to the rcsA promoter and a 

transcriptional fusion of CFP to the ompA promoter, were treated with 10, 50, or 100 μg/mL H2A 

for 30 minutes. 30 μM propidium iodide was added at the beginning of the incubation period to 

identify membrane permeabilization. Bars indicate mean ± SEM for three independent 

experiments. 
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Figure 6.9. Membrane-permeabilized E. coli upregulate the Rcs phosphorelay pathway. 

Membrane-permeabilized E. coli (PI positive) showed the highest rcsA-yfp transcription and a 

notable decrease in expression of ompA-cfp. Mid-exponential E. coli, containing a transcriptional 

fusion of YFP to the rcsA promoter and a transcriptional fusion of CFP to the ompA promoter, 

were treated with 10, 50, or 100 μg/mL H2A for 30 minutes. 30 μM propidium iodide was added 

at the beginning of the experiment. Scale bars represent 10 μm.  
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     To further understand the role that the rcsA gene plays in the E.  coli response to histone 

treatment, an rcsA (ΔrcsA) mutant strain was constructed by P1 transduction of the D(rcsA)::kan 

allele from the Keio collection 66 strain JW1935, yielding AT14A. Treatment of mid-exponential 

phase ΔrcsA with the synergistic combination of histones and LL-37 inhibited growth and 

significantly increased the lag time compared to wild-type E. coli treated with histones and LL-37 

(Figure 6.10). The rcsA mutant showed increased sensitivity to treatment with H2A and LL-37, 

indicating its key role in survival in response to H2A. 
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Figure 6.10. The Rcs phosphorelay pathway improves E. coli survival under dual treatment 

with H2A and LL-37. The absence of rcsA increases sensitivity of E. coli to the dual treatment of 

H2A and LL-37. Growth profiles of mid-exponential phase wild-type (WT) E. coli and ΔrcsA 

mutant E. coli treated with 10 μg/mL H2A, 2 μM LL-37, and the synergistic combination of both 

H2A and LL-37 in media containing physiological (1 mM) magnesium over a 48-hour growth 

period. There were few differences in growth between untreated WT and untreated ΔrcsA E. coli. 

Additionally, the addition of H2A alone had no effect on E. coli growth for either E. coli strain. 

The addition of LL-37 extended the lag phase for both E. coli strains; however, the delay in growth 

is more prominent for the ΔrcsA mutant E. coli. Treatment of ΔrcsA with LL-37 alone decreased 

the final OD600 over the 48-hour growth period. The synergistic combination of H2A and LL-37 

significantly decreasing growth rates and extending lag times of ΔrcsA compared to synergy-

treated WT E. coli. Data points are the average of four independent experiments (n = 4) and error 

bars indicate SEM. 
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6.5 Conclusion 

 

 

     Histone uptake into the bacterial cytoplasm is observed in histone treatment in low ionic 

conditions and in all cases of synergy between histones and pore-forming antimicrobial agents, 

including LL-37, MAG2, and PMB. This histone uptake supports an intracellular role for histones. 

Additionally, electroporation of E. coli in the presence of H2A led to significant inhibition of 

bacterial growth. Since electroporation does not lead to persistent membrane pores, this further 

supports a membrane-independent mechanism of histone killing. Since Histone H2A is well-

characterized as a component of the histone core, I hypothesized that the positively charged histone 

subunit may complex with negatively charged microbial DNA, thereby perturbing replication and 

transcription. 

     In vitro, increasing levels of Histone H2A inhibited bacterial DNA migration through a PAGE 

gel, indicating significant interactions occur between histone H2A and E. coli DNA. In contrast, 

low levels of binding were observed between LL-37 and microbial DNA, support a mechanism by 

which the primary role of AMPs in NETs and on lipid droplets is membrane permeabilization and 

facilitation of histone entry into the bacterial cell.  

     In vivo experiments measuring the effect of H2A on E. coli chromosomes, using the nucleic 

acid stain SYTOX Green, revealed a diffuse bacterial chromosome in LL-37-treated cells and a 

webbed pattern in dual treated cells, consistent with the induced reorganization of the chromosome 

by histones. In addition to rearranging the bacterial chromosome, histones specifically inhibit 

transcription, as measured by transcription on an mCherry reporter and RNA yields following 

nucleic acid extraction.        

     Although global transcription is repressed, the bacterial cells highly upregulate genes involved 

in membrane biogenesis, including genes in the colonic acid/slime pathway, a 19-gene cluster 
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encoding genes for exopolysaccharide and O-antigen pathway. As this pathway synthesizes lipids 

and sugars that strengthen the outer membrane, this supports selective upregulation of membrane 

biogenesis genes while globally decreasing transcription. This CA gene cluster is tightly regulated 

by a signal transduction cascade governed by the rcs (regulator of capsule synthesis) phosphorelay 

system which allows Enterobacteriaceae to respond to membrane perturbations and damage. 

Transcription of the rcsA regulator increased 22-fold due to histone treatment. The RNA 

sequencing results were independently validated using a strain of E. coli containing transcriptional 

fusions of YFP and CFP to rcsA and the constitutively expressed ompA, respectively. In 

membrane-permeabilized E. coli, there was a prominent increase in rcsA-yfp transcription and a 

notable decrease in expression of ompA-cfp. Thus, these results validate a mechanism of histones 

inducing selective upregulation of membrane biogenesis components while globally decreasing 

transcription. 
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Chapter 7: Conclusion and Future Directions 

 

7.1 Histone H2A Provides Multiple Modes of Assault Against Bacteria 

There is a pressing need to develop new therapeutic agents and approaches to combat the 

increasing issue of antibiotic resistance. Investigating natural host defense proteins and pathways 

may enable the development of effective, synthetic drugs, guided by the principles of nature. Of 

particular interest, histones proteins were shown to be antimicrobial in nature as early as 19421. 

The antimicrobial activity of histones were further characterized in 1958 using E. coli as a model 

organism2. However, these small, alkaline histone proteins were later shown to play a key role in 

packaging the DNA into nucleosomes that condense chromatin, and this was seen as their primary 

function for many years. As such, minimal research was conducted on the antimicrobial role of 

histones and the possible mechanisms by which histones kill bacteria. The 2004 discovery that 

histones have a central role in NET-mediated killing of bacteria, an innate immune response for 

combating bacterial infections3, shifted interest back towards histones as antimicrobial agents and 

has renewed interest into understanding the mechanism by which histones kill bacteria.  

Histones are positively-charged, stemming from the large proportion of positively-charged 

amino acids lysine and arginine, which facilitate their interactions with negatively-charged DNA. 

Similar to antimicrobial peptides (AMPs), histones also contain a high proportion of hydrophobic 

amino acids and possess the ability to form alpha helices4,5. Additionally, AMPs and individual 

histone proteins are comparable in size6,7 and both are present in NETs8,9. Given that AMPs and 

histones share key biochemical properties, their functions have been seen as redundant10; however, 

this has not been fully explored.  
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Histone-derived AMPs have been suggested to function via membrane permeabilization (See 

Chapter 1) and full-length histones show high affinities for LPS11, supporting a mechanism where 

histones interact with the bacterial membrane to kill bacteria. Other work has suggested histones 

have a cytoplasmic target12. Thus, despite being originally proposed to function as antimicrobial 

agents 13,14, and having an essential role in mammalian innate immune responses3, little was known 

about how histones function as antimicrobial agents. Additionally, the small body of work 

regarding the mechanism of histone-mediated killing was complicated by the usage of low-ionic 

solutions and buffers that are not physiologically relevant3,15–29 and the high, unphysiological 

concentrations of histones (120 μg/mL), well in excess of the MIC 18,28,30. Since histones are less 

effective at killing bacteria in physiologically relevant conditions5,18, this has raised questions 

regarding whether histones are truly antimicrobial agents.  

Although histones showed weak activity in vivo, I hypothesized that the antimicrobial activity 

of histones is dependent upon interactions with other immune system mechanisms or components, 

including AMPs. Synergy between antimicrobial peptides has been well-established and, within 

the immune system, histones are co-localized with antimicrobial peptides (AMPs). Thus, it seemed 

plausible that histones function as part of a larger antimicrobial mechanism in vivo. Within this 

particular work, the antimicrobial activity of histones has been characterized in the context of other 

aspects of the innate immune system, as opposed to a sole antimicrobial agent.  

     The work presented here reveals that, in physiological environments, the antimicrobial 

activity of histones are unmasked when histones combine with other pore-forming antimicrobial 

agents which cause bacterial membrane permeabilization. Membrane permeabilization can be 

achieved through electroporation, low ionic conditions, or the addition of membrane-

permeabilizing agents, including the antibiotic polymyxin B, the AMP LL-37, or the AMP 
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magainin-2. This membrane permeabilization facilitates histone uptake into the cytoplasm.  Given 

the colocalization of AMPs and histones in immune cells, it is plausible that a primary function of 

AMPs is the formation of pores in the bacterial membrane. This AMP-mediated pore formation 

enables histones to enter into the bacteria and stabilize the bacterial pores. Within the cytoplasm, 

H2A targets multiple processes in the cell and provides multiple modes of assault against bacteria. 

In particular, the ability of H2A to disrupt the protein motive force and block ATP production, 

combined with its rearrangement of the bacterial chromosome and inhibition of transcription, 

ensures that bacteria cannot mount a transcriptional response to repair membrane or cellular 

damage that is caused by antimicrobial peptides or histones. Interestingly, although the 

antimicrobial activity of histones appears partially dependent upon histone uptake into the cell, 

increasing concentrations of histones alone induced cellular aggregation. It is possible that this 

aggregation is beneficial from a host perspective, enabling the host to promote microbial 

clearance; however, future work will need to investigate the role of this aggregation in vivo. 

The limited antimicrobial activity of histones alone shown in this work agree with previous 

findings under physiological conditions3,15–29. This work demonstrates that the antimicrobial 

effects of histones are fully revealed when the bacterial membrane is permeabilized and histones 

are able to stabilize the pores and enter the bacterial cell. Thus, an additional mechanism is required 

to permeabilize the membrane and facilitate pore stabilization and the entry of histones into the 

bacterial cytoplasm.  

     Host innate immune responses, such as release of NETs from neutrophils to trap and kill 

bacteria, require concerted action among multiple components and mechanisms. The synergistic 

antimicrobial activity of AMPs and histones described in this work represent such a mechanism. 

The individual effects of pore-forming AMPs, such as LL-37 and magainin-2, on bacterial 
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physiology have been investigated for decades. These studies have revealed that these 

antimicrobial agents have moderate inhibitory effects on bacterial growth when considered 

individually, but prior studies have not considered the combined effects AMPs and histones. The 

body of work discussed here considers the effects of dual treatment with both AMPs and histones. 

Alone, LL-37 induces permeation of the outer and inner bacterial membrane, causing a decrease 

in cellular size, whereas Histone H2A alone induces bacterial clumping and increased transcription 

of membrane-strengthening genes. When considering the functions of AMPs and histones in an 

innate immune response, the role of AMPs would appear to be the formation of membrane pores 

that facilitate pore stabilization and the entry of other antimicrobial molecules, such as histones, 

into bacteria. Likely this mechanism enables the entry of molecules that may have weak pore-

forming ability into the cytoplasm of the bacteria. Once inside, such molecules may target different 

bacterial growth mechanisms, as seen in this work.  

     When supplied together, the AMP LL-37 and Histone H2A have a synergistic killing effect on 

Gram-negative and Gram-positive bacteria through a novel mechanism: AMPs enables the entry 

of histones into the cell, where histones can exert multiple modes of assault, including 

chromosome-altering effects, disruption of ion gradients, and inhibition of transcription and 

bacterial repair. Importantly, this work demonstrates that Histone H2A and the AMP LL-37 

employ a multi-step mechanism to kill bacteria.  
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7.2 Histones and AMPs Form a Positive Feedback Loop 

     Together, the human AMP LL-37 induces permeation of the outer and inner bacterial 

membranes, enabling the entry of histones into the cell, where histones can bind to the bacterial 

chromosome, decreasing transcription and inducing chromosomal reorganization. The two 

antimicrobial agents synergize to compromise membrane integrity and facilitate uptake of both 

molecules into bacteria, where H2A reorganizes bacterial chromosomal DNA and represses 

transcription. Thus, AMPs and histones represent two complementary components of a multi-step 

innate immunity antimicrobial mechanism. 

     Together, histones and AMPs constitute a positive feedback loop: the entry of histones into 

bacteria facilitates the uptake of AMPs, which further increases histone uptake (Figure 7.1). 

Feedback loops, such as this, provide exponential amplification of small signals.  
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Figure 7.1. Histones and AMPs form a positive feedback loop that facilitates the uptake of 

antimicrobials into the cell. The interactions between histones and AMPs constitute a positive 

feedback loop in which AMP-induced pore formation increases the uptake of histones, which in 

turn, stabilizes the pore to facilitate uptake of additional AMPs.  
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     A simple mathematical model can be derived to describe the dynamics of histone and AMP 

uptake into bacterial cells. Histones and AMPs enter passively using simple diffusion:  

 

  

where [Hisin] and [Hisout] represent the concentrations of histones inside and outside of the cell, 

respectively, [AMPin] and [AMPout] represent the concentrations of AMP inside and outside of the 

cell, respectively, and kHisentry and kAMPentry are the rate constants associated with the passive entry 

of histones and AMPs into the cell, respectively.  

     Molecules of histones and AMPs can leave the cell through a number of ways including cell 

division, shedding of cell components, and transport through drug efflux pumps. These combined 

effects on histones and AMPs are described using the rate constants kHisexit and kAMPexit, 

respectively. To encode the behaviors that histones increases the intracellular AMP concentration 

and that AMPs increase intracellular histone concentrations, potentially through pore-stabilization, 

the rate constants kHisstab and kAMPstab were defined, arriving at the equations: 

 

 

 

     In simulations, the initial histones and AMP concentrations inside the cell were set to 0. The 

concentration of histones and AMPs outside the cell remained constant, which describes an 

environment in which there is an excess of histones and AMPs. The permeation rates of kHisentry 

and kAMPentry were set to 0.004 s –1  based on permeation measurements of the charged antibiotic 

tetracycline into bacterial cells31. The rate constants kHisexit and kAMPexit were set to correspond to a 
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doubling time of 30 minutes, which is a conservative estimate of the rate of histone and AMP 

removal from the cell that does not require the existence of an export mechanism. The synergy 

condition was simulated by setting kHisstab and kAMPstab to 0.1 s –1 and the non-synergistic condition 

was simulated by setting these rate constants to 0 s –1.   

     To analyze uptake dynamics, the concentrations of histones and AMP outside of the cell were 

set to 1 and the total intracellular concentration of these molecules was computed as a function of 

time. Density plots were constructed by computing the total intracellular concentration of histones 

and AMPs following 60 minutes of exposure to a range of histones and AMPs concentrations 

outside of the cell. 

     In the histone-AMP positive feedback model described, the feedback between AMPs and 

histones exponentially amplifies the uptake of both molecules into the bacterial cell. Thus, the 

presence of low concentrations of both histones and AMPs, such as those concentrations used 

throughout this work, can trigger an exponential uptake of histone and AMP molecules into the 

bacterial cell (Figure 7.2, 7.3).  
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Figure 7.2. Low concentrations of AMPs and H2A trigger an exponential uptake of H2A and 

AMPs. Simulations indicating the total intracellular histone and AMP concentration for positive 

feedback and non-interacting relationships for a range of histone and AMP concentrations outside 

of the cell. Details of the simulations are described in the text. 
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Figure 7.3. A positive feedback loop results in the exponential uptake of H2A and AMPs. The 

positive feedback loop underlying the H2A and AMP synergy results in exponential uptake of 

H2A and AMPs (light blue). Removal of the feedback loop (dark blue) results in uptake at a 

significantly lower rate. Simulations indicate the total intracellular concentration of H2A and AMP 

for positive feedback (light blue) and non-interacting (dark blue) relationships over a 60-minute 

time period. 
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     This exponential uptake functions to effectively lower the MIC of these histones and AMPs, 

resulting in rapid bacterial killing. This is consistent with the all-or-none bimodal membrane 

permeabilization phenotype that is observed among dual-treated populations (Figure 7.4). If the 

interaction between the two molecules lacked positive feedback, cells would take up far less of 

each of these antimicrobial molecules and a continuous distribution of membrane permeabilization 

would be observed instead of a bimodal phenotype. In addition, while bacteria may respond to a 

dual histone/AMP attack by increasing the expression of outer membrane repairing machinery, as 

indicated in the RNA sequencing data, this response does not defeat the exponential nature of the 

positive feedback loop and only serves to elevate the threshold concentration required to activate 

it.  
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Figure 7.4. Dual-treated bacterial populations contain a bimodal distribution of uptake 

phenotypes. E. coli were treated with 10 μg/mL H2A and 1 μM LL-37 for a 1-hour period. 30 μM 

PI was added at the beginning of the treatment period to measure membrane permeability. A 

histogram of PI fluorescence intensities following treatment indicates a bimodal distribution of 

uptake phenotypes. 
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7.3 The Effect of Citrullination on the Antimicrobial Activity of Histones in NETs 

     The synergies observed between pore-forming agents and H2A are not exclusive to the H2A 

histone subunit. Although the different histone proteins share low levels of sequence similarity, 

each histone protein is composed of three helices, separated by loops. Since all histone subunits 

share a common fold, synergies were expected between pore-forming AMPs and any histone 

subunit32.  Indeed, a similar synergistic killing response was seen with E. coli treated with a 

combinatorial treatment of LL-37 and H3. Similar to Histone H2A, calf thymus Histone H3 

(Figure 7.5) or human H3 (Figure 7.6) alone had no effect on E. coli growth, and cultures treated 

with both H3 and LL-37 had decreased growth rates compared to untreated or LL-37-treated 

samples (Figure 7.5). Although identical concentrations of Histone H3 and LL-37 were used, as in 

previous synergy experiments with H2A, there was a decrease in the killing ability of H3 compared 

to H2A. However, the synergy is still apparent, suggesting synergy is a general property with pore-

forming AMPs and histones. 
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Figure 7.5. Histone H3 and LL-37 synergize to kill E. coli. Growth profiles of exponential phase 

E. coli treated with H3 and LL-37 in media containing physiological (1 mM) magnesium over a 

10-hour growth period. The addition of H3 alone has no effect on E. coli growth in the 

physiological concentration of magnesium. The addition of LL-37 extends the lag phase and slows 

exponential growth. Histone H3 and LL-37 synergize to kill E. coli, significantly decreasing 

growth rates and extending lag times compared to untreated or LL-37-treated samples. Growth 

curves are presented for the first ten hours of growth to better visualize the effect of the dual 

treatment.  Data points are the average of four independent experiments (n = 4) and error bars 

indicate SEM. 
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During the process of NETosis, histones are citrullinated by peptidylarginine deiminase 4 

(PAD4), an enzyme which converts positively-charged arginine residues to neutral citrulline 

residues, decondensing the chromatin33. Since arginine residues in histone-derived antimicrobial 

peptides are associated with increased antimicrobial activity34 and citrullination of histones during 

NETosis decreases histone potency35, there may be differential roles for the different histone 

subunits in natural host defense responses. Although calf thymus H3 and human H3 showed 

moderate levels of synergy with LL-37 (Figure 7.5, 7.6), citrullination of human H3 eliminated 

this synergistic killing effect (Figure 7.6).  
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Figure 7.6. Citrullination of Histone H3 eliminates synergy with LL-37. Growth profiles of 

mid-exponential phase E. coli treated with 10 μg/mL human H3 or 10 μg/mL citrullinated human 

H3, with and without 2 μM LL-37 in media containing physiological (1 mM) magnesium over a 

24-hour growth period. The addition of H3 or citrullinated H3 had no effect on E. coli growth. The 

addition of LL-37 extended the lag phase and slowed exponential growth. H3 and LL-37 

synergized to kill E. coli, significantly decreasing growth rates and extending lag times compared 

to untreated or LL-37-treated samples. Citrullination of H3 eliminated this synergistic killing 

effect.  Data points are the average of at least four independent experiments (n = 4) and error bars 

indicate SEM. 
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     The extent of histone H2A citrullination during NETosis has not been well-documented. 

However, H2A is found in much higher concentrations than H3, which is extensively citrullinated 

in NETs16. The process of NETosis may involve a balance between decondensing DNA and 

retaining histone killing ability. The frequency of lysine to arginine residues within histones may 

reflect this balance. Given the human sequences of H2A and H3, H2A has 14 lysine residues 

(making up 10.8% of the total sequence) and 13 arginine residues (10%). In contrast, H3 has 13 

lysine residues (11.5%) and 18 arginine residues (15.9%). Histone H3 is much more arginine rich 

compared to Histone H2A. It is possible that histone citrullination decreases histone potency of 

certain histones, such as H3, while leaving other histones, such as H2A, unaltered. In theory, this 

would provide a mechanism that balances antimicrobial activity and toxicity to the host, especially 

given that positively charged lysine residues are not converted to citrulline during citrullination. 

     On the other hand, the role of citrullination in NET formation is an area of active study and has 

recently come into question. Several reports indicate that NET formation can proceed through a 

citrullination-independent process, supporting the notion that histones may retain their full killing 

abilities within NETs36,37. Furthermore, histones localize to lipid droplets for targeted release to 

kill bacteria18. Lipid droplets are ubiquitous in the host and histones released from the lipid droplets 

do not undergo citrullination. Regardless, the impact of citrullination on histone killing is an 

interesting question. Future work will need to investigate the effects of citrullination on histone 

subunits, and the effects of this citrullination on the potency of histones within the context of the 

innate immune system.  
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7.4 The Usage of Histones and Histone-Derived Fragments as Future Therapeutic Agents 

     Although cleavage of histones is not known to occur in mammals, histone fragments have been 

extensively reported in non-mammalian species (Chapter 1). Most histone-derived fragments share 

homology with the N-terminal of the histone protein. These fragments are considered to be AMPs, 

with their antimicrobial activity stemming from their amphipathic secondary structure and cationic 

charge4. In certain environments, such as a lesion or NETs, proteases may cleave histones, 

producing histone-derived peptides38. Furthermore, as AMP antibacterial activity can be 

modulated, peptides may be designed in the future to increase membrane permeabilization, 

translocation, or synergy with other AMPs34,39. It is feasible that this self-amplifying mechanism 

described between AMPs and histones extends to histone fragments as well.  

The combination of histones, or histone fragments, with a pore-forming agent could provide a 

new strategy to kill bacteria. Notably, histones synergize with the cationic antibiotic polymyxin B 

(PMB), a pore-forming antibiotic that is used only after all other antibiotics have failed. PMB 

permeabilizes the bacterial membrane and enables uptake of the peptide itself 40,29, a mechanism 

similar to LL-37. Recent reports show that polymyxin-resistant strains of E. coli have emerged41. 

The continued emergence of antibiotic resistance against last-line defenses represents a significant 

challenge in healthcare. In this work, treatment with low levels of PMB slightly inhibited growth, 

whereas the combinatorial treatment of low levels of histones and PMB completely eradicated the 

growth of E. coli over a 24-hour growth period (Figure 4.16). This is consistent with the model 

discussed above, whereby supplementing PMB treatment with H2A results in positive feedback 

and constitutes a multi-functional killing mechanism, ultimately giving rise to synergistic killing. 

Thus, this model demonstrates that incorporating a natural defense strategy can have a potent 
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impact on antibiotic efficacy. Identifying other synergies in natural host defenses is likely to yield 

important insights that can be incorporated into future antimicrobial designs.  

With the exception of the dual treatment of H2A and PMB, E. coli treated with synergistic 

combination of AMPs and H2A recovered during the growth period measured. This is attributed 

to small fraction of resistant mutants or phenotypic variants that are persister cells, one possible 

mechanism of antibiotic tolerance and resistance42–45. Such recovery is typical following antibiotic 

treatments. This recovery was similarly observed upon treatment with the antibiotic 

chloramphenicol (Figure 4.6). Furthermore, recovery was observed with kanamycin treatment, 

both at concentrations near the MIC and concentrations well above (Figure 4.5, 4.8). This 

mechanism of resistance should be considered in the context of future antimicrobial designs 

involving histones.  

     The co-occurrence of histones and AMPs ubiquitously in the immune system suggests that this 

antimicrobial mechanism is present in a wide range of cell types. In addition to the formation of 

NETs by neutrophils, histone- and AMP-rich extracellular traps form in macrophages (METs) and 

in dendritic cells 46,47. Extracellular traps (ETs) have been observed in other immune cells, 

including mast cells and eosinophils, suggesting a role for histones and AMPs in antimicrobial 

activity in these cells 48. In addition, histones are recruited and bound to lipid droplets49, which are 

lipid-rich organelles found in all eukaryotic organisms, that dynamically regulate the storage and 

breakdown of lipids50. In the presence of bacterial lipopolysaccharide (LPS) or lipoteichoic acid 

(LTA), these lipid droplet-bound histones are released from the lipid droplets and kill bacteria in 

vivo51. Future work will need investigate the general co-occurrence of histones and pore-forming 

agents within and beyond the innate immunity system, where they may function effectively as a 

two-component antimicrobial mechanism. Given the simple mechanism of synergy described here 
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between histones and AMPs, the co-occurrence of these molecules in other cell types would 

suggest their role as antimicrobial agents, establishing a positive feedback loop that enables 

effective antimicrobial activity at low concentrations.  

     Future work should test the model suggested by these initial studies, whereby AMPs and 

histones form a multi-step mechanism. Additional experiments will need to be conducted to further 

characterize this mechanism of the innate immune system which protects the host from bacterial 

proliferation and to characterize novel mechanisms developed by bacteria to combat this host 

response. These future experiments may enable the identification of new antimicrobial targets for 

drug design and may provide a basis for synthetic antimicrobials based on natural principles.  
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Appendix A: Effect Size and Power Analyses for ANOVA Tests 

 

Figure  Eta Squared Power 

Figure 3.2 – E. coli 0.8696353 

 

0.8337105 

 

Figure 3.2 – S. aureus 0.9144234 

 

0.8718639 

 

Figure 3.5 0.8723718 

 

0.4932418 

 

Figure 3.7 0.8897267 

 

0.9999999 

 

Figure 4.4  0.9054198 

 

0.8647214 

 

Figure 4.11A 0.9891974 

 

0.741925 

 

Figure 4.11B 0.715802 

 

0.4356387 

 

Figure 4.14 0.9299618 

 

0.5490211 

 

Figure 4.17 0.9017738 

 

0.521746 

 

Figure 4.20 0.8381097 

 

0.5210979 

 

Figure 4.21 0.9861355 

 

0.6758675 

 

Figure 4.22 0.9402953 

 

0.5589799 

 

Figure 5.3A 0.9721602 

 

0.6619887 

 

Figure 5.9 0.9885205 0.6049317 

Figure 5.12 0.7906787 0.4150216 

Figure 5.14  0.9665282 

 

0.8546667 

 

Figure 5.15 0.8573485 

 

0.6003948 

 

Figure 5.16 0.9608449 0.8497897 

Figure 5.17  0.7461094 

 

0.4706037 

 

Figure 5.18  0.7998084 

 

0.4236251 

 

Figure 5.19 0.7236337 

 

0.5672634 
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Figure  Eta Squared Power 

Figure 6.4 0.9493115 0.5676435 

Figure 6.5 – Increasing H2A 0.9189575 

 

0.5383881 

 

Figure 6.5 – Synergy Conditions 0.4843935 

 

0.6213774 
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Appendix B: Effect Size and Power Analyses for Welsh t-tests 

 

Figure  Cohen’s d Power 

Figure 5.3B 9.348578 

 

1 

 

Figure 5.5 7.49286 0.9999951 

Figure 5.7 – E. coli 6.517468 

 

0.9998731 

 

Figure 5.7 – S. aureus 4.66885 

 

0.9852364 

 

Figure 5.11 24.83243 1 

 




