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CHAPTER 4

Human Memory and the Concept of Reinforcement

Richard C. Atkinson and Thomas D. Wickens
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HUMAN MEMORY AND THE CONCEPT OF REINFORC'E'.‘MENT1

RICHARD C. ATKINSON and THOMAS D, WICKENS2

Stanford University

The purpose of this paper is to offer a theory about the role of
reinforcement in human learning and to evaluate the theory against data
from several different types of experiments. It should be emphasized
that this analysis is restricted to human learning. Our discussion of
reinforcement will be based on a more general theory of memory
(Atkinson & Shiffrin, 1968a) that has been derived primarily from re-
sults of verbal-learning experiments. The remarks that we shall make
about reinforcement have not been applied outside of this context, and
accordingly we are unwilling at this time to extrapolate the analysis to

animal learning.

In his discussion of the law of effect, Thorndike (1931) proposed

two alternative views regarding the nature of reinforcement. One view,
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which he favored, assumed that the action of a reinforcement produced 5

a direct and automatic strengthening of stimulus-response associations.
The other view, which Thorndike considered and rejected, postulated
that reinforcement did not affect learning per se, but rather determined
the choice of a response once the subject recalled the relevant events
that had occurred on preceding trials of the experiment. These two alter-
native views have been maintained in the literature since that time, and
much research has been done in an attempt to determine which is the true
state of affairs (for an excellent review of this research see Postman, 1962),
‘ This distinction may be useful in a general way to categorize theories of

' reinforcement, but it is becoming increasingly clear that the set of theories

qualifying in each category is so large and variegated that it is not possible
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to formulate experimental tests which meaningfully differentiate between
them, With this reservation in mind, it still seems worth noting that we

regard our discussion of reinforcement as mest closely allied to the sec-

orizing of Tolman (1932) and with the more recent analyses offered by

Estes (1969) and by Buchwald (1909).

Our discussion of learning and memory is in terms of information
processing concepts (Broadbent, 1963; Simon & Newell, 1964)., Accord-
ingly, we view the processes involved in learning as an exchange and trans-
fer of information between a number of memory storage units. The nature
of these transfers and the properties of the storage units will be specified
in some detail, but we offer no speculations about their inner structure or
possible physiological representations. In our view, learning involves the
transfer of information generated by sources both external and internal to
the organism into some form of memory store that can hold it until it is
needed later. Reinforcement is a modulation of this information flow. A
reinforcing event, in this sense, serves two functions: first, to setin
motion the processes that cause the transfer to take place, and second,
to select what information is to be transferred, When the study of some
item occurs in an experiment, information associated with it is coded
and transferred to the subject's memory. In order to produce a response
at a later point in time, this information must be retrieved by a process
which involves a more or less active search of memory. Thus, the opera-
tions involved in a typical learning situation can be divided into two classes,
one associated with storage and the other with retrieval of information from
memory. In many experiments this distinction is reflected in the study and
test phases of a trial. The distinction between storage and retrieval is fun-

damental to the system and is reflected in our analysis of reinforcement,
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Reinforcement manipulations that affect the storage process are
the ones most commonly studied. Indeed, typically when the term rein-
forcement is used, it refers to operations that cause information about
events which have taken place (including, perhaps, the reinforcing event
itself) to be stored. To understand how transfer is effected, it is neces-
sary to realize that a reinforcing ¢ vent plays two separate and distinct
roles in determining the storage of information: an informational role

and an attentional role.

The first concerns the knowledge that is provided by giving feed-
back to the subject about whether or not his response to a particular
stimulus was correct, When a subject is told that his response was, for
example, correct, this provides the information that he must store to
assure correct performance on subsequent trials. The quality of this
feedback can be varied in a number of ways, most obviously by varying
the amount of information provided to the subject after an error. The use
of a correction procedure, in which the subject is told the response that
should have been made after an error, makes more information available
than does a partial correction or a noncorrection procedure in which the
correct response is not completely specified (Bower, 1962; Keller, Cole,
Burke, & Estes, 1965; Millward, 1964). The quality of information pro-
vided by the feedback also can be manipulated by introducing a delay be-
tween the subject's response and this feedback., Under these conditions,
some information about the situation may be lost or confused, so that the

feedback information, when presented, is of less value.

The attentional component of reinforcement in the storage process
is closely related to conventional ideas of reward. Reinforcement, in this
sense, acts to direct the subject's attention to one aspect of the situation
and not to others., Thus, when a reward is associated with certain items

presented for learning and not with others, more study may be given to
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the rewarded items and consequently they may be learned more rapidly
(Harley, 1965a). Indeed, we postulate that this is the principal role of
incentives when presented at the time of study: to cause the subject to
attend to certain items or aspects of the situation more intersely than

to others.

The storage aspects of reinforcement have received a good deal
of study. The same cannot be said about the role of reinforcement in
the retrieval of information and the production of a response. Again,
we believe that these effects can take at least two forms. On the one
hand, when the payoff value associated with a particular item is presented
at the time of study, it may become part of the information complex placed
in memory and may even determine where in memory it is stored, If this
is the case, storage for an item with a high payoff value, for example,
will be different in some way frora storage of an item with low payoff,
Knowledge given at the time of test regarding the payoff value assigned
to the item, therefore, can aid the subject by indicating where in memory
to look and hence cause him to set up a more effective search. The other
effect that reinforcement may have on retrieval is to dictate the effort and
time the subject is willing to spend in searching memory. It often happens
that the information necessary to produce a response may be available in
memory, but for various reasons cannot be recovered without an extended
search, Presumably, when items are presented for test which have been
assigned high payoff values, the subject will engage in a mcre extensive
search and hence will be more likely to retrieve the appropriate informa-
tion, Unfortunately, these two effects are largely speculative and have not
been carefully documented experimentally. We have. however, undertaken
some preliminary studies, which will be described later, on reinforcement

effects during retrieval,
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The main body of this paper is divided into two sections. The
fir st develops the theoretical system, and the second deals with appli-
cations of the theory to a number of experimental situations. The theo-
retical section begins with a fairly extensive discussion of the structure
of human memory. Although this discussion will not explicitly consider
the question of reinforcement, the nature of the reinforcing process is
so much determined by how the subject uses his memory that it cannot
be analyzed without first considering these more basic processes. As
we have noted above, the action of reinforcement may be thought of, in
part, as an attentional process., .Accordingly, the second step in our
analysis specifies more exactly the ways in which attention acts within
the framework of the theory. This consideration brings us in turn to a

discussion of reinforcement.

In the second section the theory is applied to a number of experi-
ments involving the manipulation of reinforcement variables. The first
of these demonstrates the workings of the memory system when items are
given varying numbers of reinforcements under different presentation
schedules. This example will also illustrate a number of the complexi-
ties that can plague an analysis of reinforcement: in particular, the ways
in which the short- and long-term properties of memory can lead to ap-
parently contradictory effects. The second application examines delay of
reinforcement and illustrates how this variable can have many different
effects depending on the precise conditions of learning. The role of feed-
back in learning will be examined in another way as part of a third experi-
ment, using a concept-identification paradigm, One of the primary pur-
poses of this discussion is to demonstrate that the actual responses made
by a subject frequently fail to provide an adequate indicator of the rein-
forcing processes involved. The experiment will also show how super-

ficially similar reinforcements can have markedly different effects,
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depending upon the strategy used by the subject, Finally, the last set
of experiments considers the ways in which reward magnitude can lead
to selective study of certain items and, in turn, affect both the storage

" and retrieval of information,

Before starting our discussion, a warning should be added. We
view reinforcement as a complex process and one which is derived from
other, more fundamental aspects of the learning situation. Because of
this fact, the effects of reinforcement are often quite varied, both in
their appearance and in the manner by which they are produced. Our
discussion, therefore, may well prove unsatisfactory to someone who
is looking for a single, unified law to explain all reinforcement phenomena.

Such a law, we feel, does not exist,

Theoretical System

The Memory System

Although the theory on which our discussion of reinforcement will
be based has been described in other papers (Atkinson & Shiffrin, 1965,
1968a,b; Shiffrin & Atkinson, 1969), a brief review will provide a starting
point for the work to be presented. This discussion will not present the
theory in its full detail, In particular, no attempt will be made to consider
all of the possible variants of the memory system, nor will explicit mathe-
matical predictions of the theory be derived, For these matters, and for
a description of the evidence which supports this formulation, the reader
is referred to the previously cited theoretical papers and to reports of
related experimental work (Atkinson, 1969; Atkinson, Brelsford, & Shiffrin,
1967; Brelsford & Atkinson, 1968; Brelsford, Shiffrin, & Atkinson, 1968;
Freund, Loftus, & Atkinson, 1969; Phillips, Shiffrin, & Atkinson, 1967;
Rundus, 1970; Rundus & Atkinson, 1970; Shiffrin, 1968; Thomson, 1967),
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In what follows, the memcry system will be assumed to be divided
into three components: a sensory register (SR), which receives informa-
tion from the sense organs; a short-term store (STS) which may temperar-
ily hold information that has been passed to it, either from the SR or from
the third component of ihe system, the long-term store (LTS). The LTS
represents permanent memory, and it is only here that informa.tion3 may
be retained for an extended period of time. All three of these stores are
capable of retaining information received from any of the sense modalities.
Since the experiments that will be discussed in this paper have used verbal
material exclusively, no attempt will be made to consider memory other
than of a linguistic nature. This restriction dces not represent a limita-
tion of the theory, since the system can accommodate other sorts of mate-

rial (see Atkinson & Shiffrin, 1968a, for a more complete discussion).

At the outset, it is important to make a distinction between two as-
pects of the proposed memory system., On the one hand, there are cer-
tain fixed structural features of the system that are invariant and cannot
be modified by the subject. On the other hand, the operation of the system
is determined by a set of control processes that may change from one point
in time to another., Thus, for example, information that is transferred
from the SR to LTS must pass through STS since the functional connections
between the three states are structural aspects of the system., The way in
which STS is used to make this transfer, however, is a control process
selected by the subject that can be quite different in nature from one task
to the next. In one task the subject may use STS tc relearse several items
simultaneously in order to maintain them over a short retention interval,
whereas in another task each item may be studied and coded individually
in an attempt to form a mental image for long-term storage. We shall
return to an example in which different uses of STS are illustrated after

a brief description of the components and control processes of the system,
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The interconnections between the three stores are illustrated in

Figure 1. New information can enter the system only via the SR. In
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order to be retained, it mustbe passed from there to STS. It is in this
store that most processing of infcrmation takes place. The STS, there-
fore, receives input not only from the SR but al-o from LTS. Informa-
tion may be transferred from LTS to STS, for example, during recall,
during the formation of associations while coding an item, or during the
comparisons of one event with the memory of another. Finally, informa-
tion which is to be permanently stored in LTS is '"copied" into it from
STS. Notice that the transfer of information from one store to another

is a non-destructive process; that is, the information in the original

store is not lost as a result of a transfer per se,

In the case of visual input4, the information entered into the SR
usually takes the form of a fairly complete image of the observed scene
which will decay in a matter of a few hundred milliseconds. The control
processes at this level are concerred primarily with the selection of
material for tranafer to STS. Much more information is present in the
SR than it is possible to transfer to STS. For example, partial report
studies of visual memory (Sperling, 1960) show that subjects are able to
recall correctly one line of a tachistoscopically presented 3 x 4 array of
letters if they are instructed which line to remember immediately after
presentation. If the recall instruction is deiayed by more than a tenth of
a second, the number of letters that are correctly recailed drops sharply,

indicating that information originally present in the SR was lost before it

could be transferred to STS.
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Information entered in STS will also decay, but at a slower rate
than in the SR, The measurement of this decay is complicated by the
fact that the subject is able to retain information in STS almost indefi-
nitely by rehearsal. Experiments (e.g., Peterson & Peterson, 1959)
which attempt to prevent rehearsal have generally indicated that, with-
out rehearsal, information in STS decays with a half-life on the order
of 10 to 15 seconds, the exact rate being highly dependent on the inter-
polated activity (Spring, 1968).

Control processes associated with STS may be grouped into three
classes. The first of these classes is associated with the search for in-
formation in STS and its retrieval. There is evidence that the storage of
information in STS is structured, hence that the use of a particular search
strategy may lead to more or less rapid recovery of certain aspects of
the data (Murdock, 1967; Sternberg, 1966), These search processes do
not play an important role in experiments of the type that we shall be con-

sidering in this paper, so will not concern us further,

The second class of control processes in STS is far more impor-
tant in the typical learning experiment. Processes of this type involve
the rehearsal of items in STS in order to circumvent their decay. As
long as information is rehearsed in STS it is preserved, but it begins to
decay as soon as rehearsal ceases, In order to formalize this rehearsal
process, it is assumed that the subject sets up a buffer in STS that can hold
a fixed number, r, of items (see Figure 1). This buffer is not a struc-
tural feature of the system, but is set up by the subject when required.
The size of this buffer, when it exists, will depend both on the nature of
the material that is being rehearsed and on the learning strategy that the
subject is currently employing. It is not necessary that every item which
enters STS be incorporated into the rehearsal buffer, The decision as to

whether an item is to be entered into the buffer is another control process
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and depends on, among other things, the nature of the item and on the
current contents of the buffer. Since the buffer is of fixed capacity,
when an item is entered another must be deleted. The probability that
a particular item in the buffer is {orced out depends on such factors as
the age of the item, the ease with which it can be rehearsed, etc,
(Brelsford & Atkinson, 1968). Orce an item has been deleted from

the buffer it undergoes rapid decay in STS.

The third important class of STS control processes are those as-
sociated with the transfer of information to LTS, In general, whenever
information is in STS, some of it will be transferred to LTS. What is
transferred, however, may vary greatly, both in the quantity and the
quality of the resultant representation in LTS, If the major portion of
the subject's effort is devoted to rehearsal in STS, relatively little in-
formation will be transferred to LTS, whereas if he attempts to develop
appropriate ways of organizing and encoding the material, a great deal
may be transferred. For example, in the learning of paired-associates,
long-term performance is greatly improved if the subject searches for
some word or phrase that will mediate between the stimulus and the re-
sponse rather than simply rehearsing the item (Montague, Adams, &
Kiess, 1966). Of course, the reduced rate of transfer to LTS as the re-
sult of the generation of a rehearsal buffer is frequently offset by the
greater length of time which the information will reside in STS and hence
be available for transfer to LTS, The size of the buffer can also affect
the rate at which information is transferred in another way. All of the
items in STS at any one time are, in a sense, competing for transfer to
LTS, Thus, when the buffer is large, the amount o|f information trans -

ferred to LTS about each item is proportionally smaller,

In the view of this theory, information that is stored in LTS is

not subject to decay. Information, once stored, remains in LTS
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indefinitely, This does not imply, however, that this information will
always be immediately avaiiable fcr recall. It is essential here to dis-
tinguish between the storage of information in LTS and its retrieval. In-
formalion which has bee~ stored al one time may fail to be retrieved at a
later time either because the strategy which the subject employed to locate
the informatiorn. is inadequate, or because later learning may have resulted
in the storage of additional information that was sufficiently similar to that
stored about the item in question as to render the original information,
when recovered, insufficient for the generation of a correct response. In
general, the control processes which are assoc iated with LTS are involved
with storage and with the determination of appropriate search routines,
These will not be important in the discussion of reinforcement to follow,
so the reader is again referred to the papers by Atkinson and Shiffrin

(1968a, b) and Shiffrin and Atkinson (1969).

In the remainder of this section, an unpublished study run by
Geoffrey Loftuls at Stanford University will be described., We have three
reasons ior presenting this experiment. First, it will illustrate the con-
tinuous paired-associate task that has teen used in much of the experi-
mental work to be considered later in this paper. Second, it will extend
o:r aiscussion of the memory system, in particular indicating how it can
~c fiven an explicit quantitative fo.-mulation. Finally, the experiment will
provide an illustration of the way in which control processes in TS are af-

/-cted by the nature of the task.

In this experiment, subjects were required to keep track of a ran-
damly changing response paired with each of nine different stimuli, To
be more specific, the task proceeded as follows: At the start of the ex-
periment each of the nine stimuli (which were the digits 1 through 9) was
paired with a randomly selected letter from the alphabet. After these

initial presentations the experim=nt proper began, At the start of each
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trial a randomly chosen stimulus was presented to the subject, and he

was required to make a response indicating which letter had last been

paired with it, As soon as the response had been made, the same stim-
ulus was presented for study paired with a new respoase chosen at ran-
dom from the 25 letters not just paired with the stimulus. The subject
had been instructed to forget the old stimulus-response pairing and to
remember only the new one. After a brief study period this pair disap-
peared and the next trial was started. In this manner 300 trials could

be presented during a session lasting about an hour,

The motivation for Loftus' experiment was to examine how the
type of test employed to measure retention would affect the strategy
used by the subject to store information. In particular, strategies were
to be examined when the subject knew that he was to be tested using a
recognition procedure, when he knew that a recall procedure was to be
used, and when he had no information about the type of test, There
were, thus, three experimental conditions, only one of whick was used
during a single session: (1) Items were tested Ly a recognition proce-
dure; that is, at test a stimulus was presented along with a letter that
was either the correct response or another randomly chosen irom the
remainder of the alphabet, The subject made his choice by striking
either a key marked "YES" or a key marked "NO' to indicate whether
or not he thought that the letter was indeed the one last paired with the

stimulus. This condition will be referred to as the recognition condi-

tion. (2)Items were tested by a recall procedure; that is, a stimulus
was presented alone for test and the subject was instructed to strike a
key indicating whi cii of the 26 letters of tiac alphabet he thought was cor-

rect. This condition will be referred to as the recall condition. (3) On

each trial the choice of whether to use a recognition or a recall test was

made randomly with equal probability. The data irom this mixed
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condition must, therefore, be analyzed in two parts, according to which
type of retention test was used. Ualike the other two conditions, when
subjects were serving in the mixed condition, they were unable to tell at

the time of study how that item would be tested.

Eight college students served in this experiment, each running for
a total of 16 daily sessions. In each session, one of the three conditions
was used. In order to allow subjects to become familiar with the appara-
tus and with the nature of the test procedures, the first session was run
in the mixed condition and the data collected were excluded from analysis.
During the remainder of the experiment each subject served in each con-
dition for a total of five sessions. To avoid warmup effects during the later
sessions, the first 25 trials of each session were also eliminated. The re-
sulting data consist of 1, 375 trials for each condition and each subject.
The experiment was controlled by a modified PDP-1 computer which was
operated on a time-sharing basis to drive eight KSR-33 teletypes, one for
each of the subjects. These teletypes were used to present the material
and to receive responses, The output from each teletype was masked so
that only a single line of typed material was visible to the subject. This
allowed control of the duration of the exposure and prevented the subject

from looking back to the results of earlier trials.

Since the stimulus that was presented on a trial was chosen ran-
domly, the number of trials that intervened between the study of a par-
ticular stimulus-response pair and its subsequent test was given by a geo-
metric distribution with parameter equal to the reciprocal of the number
of stimuli, in this case 1/9. The data which were collected, therefore,
can be summarized by plotting the proportion of correct responses as a
function of the number of trials that intervened berween study and test,

We shall refer to the number cf intervening trials as the lag of the test
g ag
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for that item. In Figure 2 the proportion of correct responses at a given
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lag is plotted for each of the conditions. There are over 1,000 observa-
tions at lag zero for the recall and recognition groups and about half that
many for the two curves from the mixed condition. The number of obser-
vations falls with increasing lag according to the geometric distribution
mentioned above; thus there were only about 200 observations for each
condition by lag 14. Beyond this lag, therefore, the lag curves begin to
show considerable instability and have not been plotted. The recognition
data may be separated into two subsets, depending upon whether the pair
presented to the subject for identification was actually correct or incor-

rect. In Figure 3 lag curves reflecting this distinction are plotted: the

- T e e o e e W e e wm G v G = = o =

upper curves show the probability of a hit (i.e., of a correct identifica-
tion of a true pair) while the lower curves show the false alarms (i. e.,
the incorrect designation of a falsz pair as correct), These two functions
were used in the analysis of the recognition data rather than the probabil-

ity of a correct response.

The lag curves of Figures 2 and 3 show a consistent difference
between the mixed condition and the two homogeneous conditions. When
serving in the recall condition, subjects were able to perform better
than in the mixed condition. On the other hand, a greater proportion of
the items were correctly recognized in the mixed condition than in the
recognition condition. This result ic also apparent in the proportion of

hits and, to a lesser extent, of false a’airms,
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In order to interpret these results in terms of the memory system

discussed above, the assumptions of the theory must be given in a more

explicit form (for a more detailed discus sion of these assumptions and

their implications, see Freund, Loiftus, and Atkinson, 1969). The first
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step is to clarify the conditions under which a new stimulus-response pair
will enter a rehearsal buffer in STS. Whenever a stimulus is presented
for study, there is a possibility that it will already be in the buffer,

although the response that is paired with it will now be incorrect. If this

happens, it is assumed that the new pairing invariably replaces the old
pairing in the buffer. In the case where the stimulus that is presented
for study is not represented in the buffer, we assume that entry is not
assured, but takes place with probability a. The value of the parameter

a is not known in advance and will need to be estimated from the data. If

the new item enters the buffer, another item must be removed so that the

As mentioned above, the choice

buffer size remains constant at r items.
of which itecn to delete from the buffer depends on many factors, but for

this analysis it is sufficient to assume that it is random, with each item

having the same probability of being knocked out.

The second set of assumptions that are required to make explicit

ahlt R L o el W2 LA LG Al § 8 L LNREC I T L Lo b e Ot B 1 I
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predictions from the theory involves the transfer of information from STS

ey W

to LTS, Since every item that is presented enters STS (although it does

not necessarily enter the buffer), there will be some minimum amount of

LC I N LA

information about it transferred tc LTS. This quantity of information §
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will be denoted by @', If the item is also included in the buffer, it will

reside in STS for a longer period of time, and hence more information

AT TR S T

about it will be transferred. In particular, it will be assumed that for each

SR TR TR T

trial that passes, an additional am.ount of information, 0, will be trans-

; 5 . : . o
s ferred.”~ Thus, for an item which enters the buffer and resides in it for
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j trials, the amount of information in LTS will be 0 ' + jo. For simplicity
wc identify the two transfer parameters 0 ' and 0 so that the information

transferred will be (j+1)0.

Information once stored in LTS is postulated to remain there in-
definitely. Nevertheless, with the passage of time, other information
may also be transferred to LTS which makes the original information less
easy fo retrieve or which renders it ambiguous once retrieved. To quan-

tify this decrement we assume that retrievable information decreases by a

proportion 1- t for every trial which passes after the item has left STS
(0< T< 1) In summary, the amount of information which will be re-
trievable from LTS for an item that remained in the buffer for j trials

and was tested at a lag of itrials (i > j) is (j+1)0T1-J°

The final class of assumptions specifies the relationship between
information in LTS and the production of an appropriate response. There
are three cases to consider here, depending on the disposition of the item
in STS., The first of these is the case where the test is at a lag of zero.
It is assumed here that the correct response is always available in STS
regardless of whether the item was entered into the rehearsal buffer or
not, No error is made. Similarly, when the lag is greater than zero but
the item has been entered into the buffer and is still resident in it, a cor-
rect response will be made with probability one. Only in the third case,

when the item is not in STS and must be retrieved from LTS, is an error

possible, The probability that a correct responsc is produced here will
depend upon the amount of information transferred to LTS, There are a
number of ways in which this correspondence can be made; in the analysis
of the experiment considered here, a postulate based on signal detection 4
theory was used. This equated the sensitivity parameter, d', with the

amount of retrievable information, i.e.,

1 = (3 . i-j
dij (j+1) ot .
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For the recall data, this value can be converted to the probability of an

incorrect response (Elliot, 1964) which we shall denote by nij' For the
recognition data, the results must be analyzed in terms of hits and false
alarms, requir.ng the introductioa of a bias parameter, c, associated

with the subject's tendency to resoond "YES, "

The final step in the analysis involves the calculation of tne actual
probabilities of correct or error responses. From the assumptions about
the probability that an item enters the buffer and that it is later forced
out, we can calculate the probability that an item resides in the buffer for
exactly j trials given that it is tested at a lag greater than j. This prob-
ability will be denoted as Bj. Since errors may occur only when the item
is not in the buffer (i.e., only when it has resided in the buffer for a num-
ber of trials less than the lag), the net probability of an error is enval to
the probability that an item remains in the buffer j trials multiplied by the
probability of an error given this number of trials in the buffer, these
terms summed over values of j less than or equal to i. Hence, the prob-

ability of an error at lag i is

1
P(Ei) = I B.n.. ,

where the case of j=0 is used to ir.dicate that the item did not enter the

buffer. The derivation of the hit and false alarm functions follow very

much the same pattern.

The predictions of the theory, therefore, depend on the integer-
valued parameter r and on the four real-valued parameters ¢, 0, T,and c.
In order to estimate these parameters, a minimum chi-square procedure
was used. For the recall condition, the observed frequencies of correct
responses and of errors were compared to their predicted values with a

standard Pearson chi-square, Because the probabilities of correct

115




T¥Ey ST

VE WA

RTINS Y

N T A TR TR

I
rcsponses are not independent at different lags, the result of this
calculation is not assured of being distributed as a true chi-square,
Nevertheless, it should be approximately correct and in any case

should be nearly monotone in goocdness of fit. The set of parameters

that minimize the chi-square will. therefore, be a good estimate of

the true parameter values. In order to evaluate approximately how

well & particular parameter set fits the data, the resultant ''chi-squarc"

can be compared with a true chi-square distribution. For this compari-

son, each of the 14 points on the lag curve will contribute a single degree

of freedom to the chi-square. Subtracting one degree of freedom for

each of the four parameters estimated (performance in the recall con-

ditions does not depend upon c) the total number of degrees of freedom

is 14-4 = 10. In the case of the recognition condition, the data consist -
of two functions, the hits and the ialse alarms. By fitting both of these

functions simultaneously, the number of degrees of freedom in the ini- 1
tial sum is doubled. Since in this case five parameters are to be esti-

mated, a total of 2 x 14 - 5 = 23 degrees of freedom are available. Fi-

nally, for the mixed condition minimization must be carried out simul-

taneously over the hits and false alarms for the recognition data and the

number of correct responses for the recall data. There are, then, 37

degrees of freedom in this chi-square,

The results of these estimations are shown in Table 1. It is
first worth noting that the chi-squares are roughly on the same order

as the number of degrees of freedom, and so in every case the fit is
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satisfactory. However, because the assumptions of the Pearson
chi-square are not satisfied here, a comparison of the relative goodness

of fit between the groups may not be made.

The values taken by the five parameters indicate the nature of
the differences between conditions. The changes in all of the parameters
are monotonic across the three conditions, with the mixed condition show-
ing estimated parameters between those of the two unmixed conditions.
The parameter c is not too useful here since it was estimated for only
two of the conditions and since it does not differ much between them.
The parameter that changes most dramatically is the size of the buffer,
r. This parameter is estimated at 1 for the recognition condition, at 2
for the mixed condition, and at 3 for the recall condition. At the same
time the probability that a new item enters the buffer, a , drops from
0.79 in the recognition condition to 0.53 in the recall condition. This
difference in parameters implies that in the recognition condition sub-
jects enter most items into the buffer, but hold them there for little morve
than a single trial, whereas in the recall condition almost half of the items

fail to enter the buffer at all, although when they do enter, they tend to stay

for a fairly long time. The mean number of trials that an item stays in the
buffer, given that it is entered,is r/2, which is 1.3 trials for the reccgni-
tion condition and 5. 7 trials for the recall condition. At the same time,
the amount of information about each item that is transferred into LTS on
each trial, indicated by the value uvi 0, is much larger for the recognition

condition than for the recall condition.

These results may be interpreted as characterizing two alternative
strategies that the subject can adopt to deal with the two testing procedures,
When the recognition test is used, the quality of the information required to
produce a correct response is fairly low. It would, for example, frequently

be sufficient to code the response letter E simply as an early letter in the
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alphabet or as a vowel. In this condition the parameter estimates

suggest that the subject chose to ¢ oncentrate on each item when it

was presented and to transfer as much information about it as possible

to LTS. Althcugh the guality of this representation was probably poor

. and became largely unavailable at long lags (1 = 0. 95, but, e.g., T8 =
0.66), it was frequently sufficient to deterinine a correct response. On
the other hand, the recall condition reguired much more complete informa-
tion. Apparently, in this condition the subjects tried to maintain some
itemms ° STS for a longer time, at the expense of other items. A strategy
similar to that used for the recognition condition apparently transferred
so little information to LTS as to be unable to support recall. The ‘strat-
egy employed, therefoi , seems to be to use STS as much as possible for
infornation storage (remember that more short lags are present than
longer lags), even though this allowed information about eac’ item to ac-
curmulate in LTS only slowly ( © = 0,30 compared to C. 79 for the recogni-
tion group). In order to do this, some incoming items had to be skipped
almost entirely, In the mixed condition, subjects apparently were forced
into an intermediate strategy, retaining items in STS for longer than they
had in the recognition condition, but not for as long as in the recall condi-
tion, It is interesting to note that fewer errors were made on the recogni-
tion task in the mixed condition than in the recognition condition. Appar-
er tly, the strategy selected for the mixed condition actually was better on
recognition tests than the strategy selected when the recognition task only

was present, It seems that subjects do not always choose the set of con-

trol processes which produce the best performance.

Attention

It is difficult to consider the concept of reinforcement without at
least attempting to relate it to attention, 8 The extent to which a partic-

wlar event modifies a subject's later behavior is influenced by the attention
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he gives tc that event as much as by any reward or punishment associated
with it. Accordingly, before reinforcement is considered, we shall exam-
ine the ways in which attentional variables can be incorporated into the
framework of our memory system. We assume that attentional variables
affect this system in three different ways, associated with the input of in-
formation into the SR, STS, and LTS, In the next section, when consider-
ing reinforcement, our interpretalion of it will be very similar to the third

of these attentional processes: that associated with entry of information to

LTS,

The first place where attention can affect information transfer is
at the very outset, by selecting information for entry into the SR, The
processes which determine this selection are, in general, gross behavioral
ones, primarily involving the orientation of the subject toward sources of
stimulation so that the appropriate sense organs are stimulated., Once the
sense organs have been activated, however, we assume that the incident

information will be transferred to the SIN,

The attentional processes involved in the transfer of this informa -
tion to STS are more complex, This transfer results ina great reduction
in the amount of information that is processed, since only information of
importance to the subject is entered into STS, Such information may rough-
ly be grouped into three classes which we associate with three different
types of transfer control processes. The first class of information trans-
ferred to STS relates directly to the task with which the subjectis current-
ly involved. Thus, for example, in reading this text, one more or less
automatically transfers information about the next words into STS (note,
however, that the eye-movements involved in scanning the page are an
attentional process of the first type). To account for this transfer, it
shall be assumed that the presence of information of a particular sort in

STS will induce transfer of any similar information in the SR to take place,
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It is immaterial whether the control processes involved here are thought
of as comparing the contents of the SR to STS, or as reaching out from
STS and tracking a particular part of the SR. In any case, these control
processes allow the system to track activity in the environment as long as
information about it is maintained in STS, The second class of information
transferred requires 2 somewhat niore elaborate set of control processes.
It is postulated that all information entered into the SR is rapidly analyzed
and, as part of this analysis, a reference is made to LTS. At this stage,

the primary result of this reference is the retrieval of a quantity, the per-

tinence associated with the information (Norman, 1968). For the purposes

of this discussion, the pertinence may be thought of as a scalar quantity,
with the property that information which has a high pertinence is likely to
be selected for transfer to STS and information which has a low pertinence
is likely to be allowed to decay without attention, The value that is taken
by the pertinence function wiil depend on many different variables, The
recency of a reference to the information in LTS and the frequency with
which the information has been referenced, for example, are two such
variables, The reference to LLTS and the transfer to STS take plece only
after the information in the SR has been analyzed at a fairly high level,

If anything is entered into STS as a result of these attentional processes,

it will be far niore complicated than a sensory image and will include

some of the information recovered from LTS, for example, its context
and several associations to it. The last class of information which may

be transferred from the SR to STS concerns sudden changes in the environ-
ment, It is postulated that whenever there is a sharp discontinuity in the
contents of the SR that is not correlated with an observing response or
other subject-induced activity, there is a tendency for the new material in
the SR to be transferred to STS. It is worth noting that these three classes
of processes are competing with each other for the limited processing

capacity available in STS, as well as with information that is being
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transferred from LTS and information that is beirg maintained in STS.
What actually will be entered depends on the relative demands of all

these sources of input, rather than on the magnitude oi any one request.

The third place where attention influences the transfer of informa-

tion is in the link between STS and LTS, It is clear that we remember a
great deal about some aspects of the environment and very little about
others, even when we have 'attended' to all of them. In interpreting
such effects it is not necessary to add anything to the collection of con-
trol processes that have already been introduced., In the previous sec-
tion we noted that the transfer to LTS was influenced by any of a number
of control processes acting on ST!3. The number of items in STS, the
formation of a rehearsail buffer, or the retrieval of information fiorn
LTS to form mnenionics are examples of these processes, We shall
not dwell on these attentional processes here, since they will be dis-

cussed in the next section.

The Concept of Reinforcement

In the preceding two sections a theory of memory and attention
has been outlined that we believe can account for most of the results
from simple verbal-learning experiments. In this section an attempt
will be made to discuss reinforcement in the framework of this system.,
We do not think that a single formulation can explain the variety of rein-
forcement effects that have been demonstrated with human subjects.
Rather, it appears that the major determinants of learning are the
memory and attention processes, and that the concept of reinforcement
may best be understood in terms of their action. In several of the appli-
cations to be discussed in the second part of this report, results will be
presented where the reinforcement effects appear at first glance to be

quite complicated. When these effects are analyzed in terms of the
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theory, however, their basis will be seen to be relatively simple. The
memory and attentional pcocesses avsilable to the subject provide bounds,
often quite strict, that limit the set of control processes that can be used,

and thereby constrain the action of reinfcccement,

In many ways our interpretation of reinforcement is quite similar
to the ideas of attention that were discussed in the preceding section,
Transfer of information to LTS takes place only while that information
is resident in STS. Thus, if learring is to take place, the appropriate
information must be maintained in STS for some period of time. As indi-
cated before, however, STS is a svstem of limited capacity, and many
notential sources of information are competing for access to it, At the
same time that an item is being studied for later recall, processing space
in STS is also demanded by incoming stimuli and by other iteris already
in STS. The extent to which inforraation about the item is successfully
processed depends on the limitations imposed by the task and on the strat-

egy selected by the subject.

The data collected in an experiment may appear to be unduly com-
plicated for another reason. The system of memory has two distinct ways
in which information about an item may be stored., An improvement in
performance as a result of a study trial may be brought about either be-
cause information is temporarily niaintained in STS or because it is per-
manently stored in LTS, The relative importance of these two stores
will depend on many factors, such as the nature of the task, the presence
or absence of competing stimiulation, and the length of time between study
and test. The operation of reinforcement will have an effect on both of
these processes, that is, feedback or payoff may lead the subject both to
retain information in STS and to try to transfer it efficiently to LTS,
Although the term reinforcement typically is used to reier to processes

that have an effect on the permanent storage of information, in many
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experiments these long-term effects can become confused with these

due to STS. The long-term and short-term effects may be very differ-
ent from each other. In the next section, for exampie, we shall consider
an experiment in which the effects of a series of similar stimuli on the
storage of information in LTS agree with predictions from classical
interferernce theory, whereas the effect on the contents of ST'S is exactly
the opposite. The overall behavior is, of course, a mixture of long- and
short-term effects and thus, at first analysis, appears to show inconsis-
tencies. In short, we do not feel thart it is possible to study reinforcement
variables without first making a careful analysis of the role of the two

types of memory in the learning situation.

There are actually at least three sets of control processes by
which information can be maintained in memory for later use. If the in-
formation is to be used irnmediately and then can be discarded, the sub-
ject may choose to simply maintain as much of it as possible in STS via
rehearsal without any attempt to transfer it to LTS. With such a strategy
the subject will be highly accurate at short lags, but performance will
drop rapidly to chance thereafter. The secoad type of strategy also in-
volves maintenance of information in S7'S via rehearsal, but this time in
lesser quantity so that an attempt can be made to transfer it to LTS,
Again, performance will be good at short lags, but now items tested at
long delays will nct experience as large a drop in performarnce. Finally,
the subject may attempt to code the information and store it in LTS as it
comes along without maintaining it in ST'S for any length of time. This
set of control prucesses usually involves the retrieval of information from
LTS to help generate a more robust image for permanent storage, usually
by forming associations or by the use of mnemonic devices., The choice
of which of these control processes to use is usually not freely available

to the subject. The nature of the material that is presented frequently
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restricts the possibilitics or even dictates exactly the method that must
be uscd. The dynamics of the information processing that goes on in
the threce cases is different, however, and so the effect of an external
nanipolation will depend or the particular contrel processes that are
used. In a later section on reinforcement magnitude, a case will be
seen where a seemingly minor change in the stimuli led to a change in
study procedure, which in turn resulted in vastly different reinforce-

ment effects. An analysis of the information transfer aspects of the

situation is necessary before the role of reinforcement can be under- o

stood,

In spite of the restrictions that have been set forth in the previous
paragraphs, we shall now consider a general description of the reinforce-
ment process. This formulation should not be thought of as an exact state-
ment of the action of reinforcement, but as an outline which is frequently
modified in its specifics, This description is, basically, an expectancy
interpretation of reinforcement, aad as such is in the tradition of the ideas
set forth by Tolman (1932) and by Brunswik (Tolman & Brunswik, 1935).
Essentially, it consists of two components: first, the formation of a pre-
diction {and possibly the nroduction of a response) based on the stimulius
input and on correlated information retrieved from memory, and second,

the comparison of this prediction with subsequent events, It is the result

of this comparison that determines whether information about the episode

will or will not be transferred to LTS,

As noted in the section on zttention, the transfer of information
about an external event to STS involves more than simply a transfer from
the SR to STS, In particular, a reference to LTS is required in order to
generate a pertinence measure, and some of the recovered information
will be entered into STS along with information from the SR, This informa-

tion, along with other information that may be retrieved later from LTS,
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is used by the subject to select a response if one is necessary. In
addition, this information allows the subject to generate an expectation
or prediction about the events that will follow the stimulus. Any re-
sponse that is required is based on this prediction, but the prediction
usually is more elaborate than may be inferred from the observable
response. When the outcome event in question occurs, it is compared
with this prediction. The extent to which the outcome fails to agree
with the prediction determines the degree and nature of the study the
item receives, Usually, large discrepancies between the prediction
and the outcome dispose the subject to apply control processes that
maintain the relevant information in STS and induce the transfer of in-
formation to LTS, The information which is transferred is nrimarily
associated with those components of the prediction that were most de-
viant from the actual outcome. The result is to reduce the disparity
between the outcome and informartion now stored in LTS so that if the
same stimulus and outcome were to be presented again, the discrepancy

would be smaller than the original one.

This special analysis simplifies considerably the factors that
are involved in causing information to be maintained in STS, It is im-
portant to realize that STS is a system of limited capacity and that many
potential sources of information are competing for access to it, At the
same time that a comparison between a prediction and an outcome indi-
cates a discrepancy, the processing capabilities of STS will also be de-
manded by external inputs and by other information that is already
residen: in STS., Whether the item in question will actually receive suf-

ficient processing in STS to have an effect on later performance will de-

pend upon the task in progress, the nature of the competing items, and

any control processes which may predispose the system to treat informa-

tion of one type and not of another, This dynamic aspect of short-term

125

PRAPRN

TR T T A R




processing is responsible for many of the effects of reinforcement, and
we shall return to it in several of the applications that will be considered

in the remainder of this paper.

Experimental Resuits

In this section the results of a number of experiments are con-
sidered. Hopefully, these erperiments will help to clarify the role of
the various stores and control prucesses and illustrate how reinforce-
ment variables (e.g., the magnitude of reinforcement, the schedule of
reinforcement, or the delay of its presentation) may be interpreted. In
the original reports where these experiments were first described, they
were given some form of quantitative analysis in terms of the theory.
The details of these analyses can be found in the reference articles, so
our discussion will be of a more qualitative nature. We hope that this
simplification will allow us to consider the problems of reinforcement

without becoming involved in questions of mathematical notation and proof.

Number of Reinforcements and Their Presentation Schedule

The first experiment is a fairly direct application of the theory

to paired-associate learning (see Brelsford, Shiffrin, & Atkinson, 1968,
for a more complete treatment). It illustrates the way in which a series
of reinforcements can act to build up the strength of a representaticn in
LTS through the successive storage of information., Basically, i1he same
continuous paired-associate task that has already been described :n con-
nection with the Loftus experiment above is employed, although witl sev-
eral modifications., A new set of eight stimuli (random two-digit numbers)

were chosen at the start of each session and were used throughout the ses-

sion. As in the Loftus experiment, the responses were letters oi the
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alphabet. Each trial of the experiment began with the preseatation of

a stimulus to which the subject had been instructed to respond with the
most recently paired letter. This stimulus was chosen randomly from
the set of eight stimuli so the lags between study and test were again
distributed geometrically with parameter 1/8, Following his rezponse,
the subject was given three seconds to study the stimulus paired with a
response. This ended the trial. Unlike the Loftus experiment, the
study phase of the trial did not always involve pairing a new response
with the stimulus, A stimulus-response pair might be given one, twe,
three, or four reinforcements, the probabilities of these frequencies
being 0.3, 0.2, 0.4, and 0.1 respectively. Thus, a stimulus selected
for two reinforceme:'ts would be studied with the same response follow-
ing the first test, but after the second test a new response would be intro-
duced, This procedure continued for 220 trials per session. Each sub-

ject was run for at least 10 sessions.
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As in the previous experiment, the principal finding can bhe ex-
pressed in the form of lag curves (Figure 4). Separate curves are pre-
sented showing the probability of a correct response, depending upon the
number of prior reinforcements, Hence, there is a lag curve for stimulus-
rcsponse pairs tested after one, two, and three reinforcements, By the
nature of the presentation schedule, the number of observations at each
coint declines wiith increasing lag, and also with increasing numbert of
reinforcements, Since st the time a subject was tested on an item, he
had no way of knowing whether that item would be studied again, the
fizst test of every item could be used in plotting the lag curve for one

veinforcement. Similarly 70 perceunt of the items received two or more
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reinforcements and therefore contributed to the second lag cur-re, Only

in the case of the fourth reinforcements (which occurred for only 10 percent
of the items) were the frequencies too small to permit stable curves to

be plotted. The ihree curves in Figure 4 show a resembilance in form

to the lag curves obtained in Loftus' experiment, In particular, the curve
for one reinforcement is quite similar to the comparable curve for the
Loftus recall group. The curves in Figure 4 also indicate that the propor-

tion cf errors 2t a given lag decreased as more reinforcements were given.

In order to account for the effects of multiple reinforcements, only
a few minor changes need be made in the model used to analyze L.oftus'
data, As before, it is assumed that if a stimulus is presented for study
paired with a new response and the stimulus is one of the r items curre /'y :
in the rehearsal buffer, then the subject will simply replace the old re-
-sponse with the new one. Otherwise, no change is made in the contents
of the buifer. The case of an iteni1 which is not in the buffer at the time
of presentation is somewhat mere complicated.lo Whenever the stimulus
for such an item is present.:d for test, the subject must retrieve informa-
tion from LTS in order to make a response. Again we assume that the
amount of available information can be represented as a 4! measure for
that item. On the basis of this information, the subject generates a re-
sponse, in this cas. his prediction about the outcome of the trial., Ac-
cordingly, we postulate that whenever the response is correct (indicating
a good correspondence between the prediction and the outcome), the item
will not receive additional study and hence will not be placed in the bhuifer.
Whenever the correspondence is small (an error is made), the item will
enter the buffer with probability ¢ . The probability of failing to enter
the buffer, 1-2, represents the combined effects of the many sources of
competition in STS that may take precedence over entry of an item; for

example, the presence of a naturally compatible stimulus-response pair
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or of an easily rchearsable combination of items in the bufter. Omnce

the item has entered the buffer, however, we assume that traasfer to
LTS takes place in the same manner as discnssed before: For cvery

tr al in the buffer an amount of information © is transierred to LTS,
Every trial in which the item is absent from STS results in a proportion
1-t of the information in LTS becoming unavailable for recovery and re-
sponse production., Like the recall condition in the previous experiment,
the predictions of the theory depend on the four parameters: r, 0, 0,
and T. To make these estimations, the same type of ps.cudo-chi square
procedure employed in the Loftus stady was used here, this time simul -
taneously on all three lag curves and also on the double lag curves pre-
sented in Figure 5. From this minimization, a set of parameters was
found which generated the predicted curves shown in Figures 4 and 5 and

in the subsequent figures. The estimated buffer size was r = 3.
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The lag curves of Figure 4 give a good idea of the general rate of
learning, but they 2re not the besv way to look at the effects of reinforce-
ment, These effects are beiter examined by looking at sequential proper-
ties of the data, that is, at the cffects of one reinforcement on a later one,
Accordiugly, in the next few paragraphs we consider a number of different

summaries of the data, and show how they are predicted by the theory.

The first set of results to be examined relates the lag between the
first study and test of an item to the performance on the second test. In
particular, the presentation of ar item with two or more reinforcements

can be represented as follows:
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This describes a new pair that is studied, then first tested at lag a, is
studied again, and next tested at lag b. We wish to look at the way in
which the results of the second test depend on lag a, with lag b held
roughly coastant. Plots of this relation are shown in Figure 5, For
lag b > 0 these curves are bow shaped, with fewer correct responses
when lag a is either small or large. As would be expected from the
curves in Figure 4, morc errors are made when lag b is large than
when it is small. It is relatively easy to see how these curves are pre-
dicted by the model. For small values of lag a, little information will

be transferred to LTS during the interval between trials, so the primary

PR )

effect of the first reinforcement is to increase the likelihood that the
pair is in STS when the second reinforcement occurs, This will slightly
increase the probability of a correct response, particularly at short

lag b. For somewhat longer values of lag a, this effect is coupled with
the transfer of a considerable amount of information into LTS before the
second study, Thus a facilitative effect of the first reinforcement is ex-
pected even when the item has been deleted from the buffer before the
second test. Finally, when lag a is very large, the itern will almost
certainly have departed from the buffer and much of the information that
had been deposited in LTS will have become unavailable (in this experi-
ment the estimate of t was 0,82, so the retrievable information in LTS

had a half-life of only about three trials).

In the preceding paragraph the effect of the lag between the first
and second reinforcement of a stimulus-response pair was examined, In

this paragraph we shall again consider the effects of the lay between two
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successive reinforcements involving the same stimulus; however, in
this case the two presentations represent the last occurrence of one

pairing and the first occurrence of a new pairing:

—-- -

First test .

Some test Final test . | :
and ' lag a . and { lag b i of new item i

final study . first study | Ii and

of an item , of new item i { some study

J
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Here a stimulus-response pair is given its last study and tested at lag a.

A new response is then paired with the stimulus and is given its first

test at lag b. The predictions for this case are somewhat surprising

and are worth examining closely. If the item is not in the buffer at the

end of lag a, it should have no effect on whether the new pairing is studied
or not. If the previous stimulus-response pair is in the buffer, however,

it should have a facilitative effect on the new learning, since the new item
is now guaranteed to enter the buffer, In this case, the probab‘lity of a
correct response on the new item should be relatively large. Unfortunately,
the presence of the pair in the rehearsal buffer is not an observable event,
but it is probabilistically related to the occurrence of an"error and to lag a.
In particular, if an error was made on the final test of the old item, we
know that it was not in the buifer, and therefore predict that the probability
of a correct response on the new item, whe ~ tested later, will be indepen-
dent of lag a. When a correct response is made on the old item, it may

be in the buffer, and furthermore, it is more likely to be in the butfer if
lag a is small. In this case, small values of lag a should be associated
with fairly large probabilities of 2 correct response, and these probabil-
ities should fall with increasing lag a. Note that this prediction is quite

different from what would be predicted by interference theory, since it

associates good performance on a transfer task with good performance on

original learning.
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This ‘prediction, however, seems to be well-supported by the data
as indicated by the functions plotted in Figure 6. In this figure, unlike
Figure 5, the results have been averaged over all values of lag b, Three
sets of curves have been plotted, cepending upon whether the item given
on trial nta+l received its first, second, or third test. It is interesting
to note that the magnitude of the difference between the correct and the
error data Jdeclines as the numbszr of prior reinforcements increases.
This may be attributed to the fact that the facilitation is purely a result
of study in STS, and that this study takes place only when the subject's
prediction kased on LTS information is incorrect. When several rein-
forcements have been given, there is a greater likelihood that the item
will be correctly recovered from I.TS, and hence that no rehearsal in
STS will take place. Accordingly, the proportion of correct responses
that occur because the item was maintained in STS decreases, and with
it the size of the facilitation effect. It should also be noted that the prob-
ability of a correct response to the new item, conditional on a correct
response to the old one, appears to fall systematically below the prediction
when a long lag intervenes between the two study trials, This effect,
which is exactly the opposite of the one observed at short lags, is evi-
dence for the activity of more conventional interference processes in LTS,
Items that are correctly recalled at long lags are likely to have been re-
covered from a good representation in LTS, Apparently this strong trace
interferes with the establishment cf a new trace based on the same stimu-
lus. Additional evidence for these interference effects will be presented

in Figure 8,
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The last two results to be considered involve the effects of a
sequence of similar or dissimilar stimuli and provide further evidence
for some of our postulates about study effects in STS. Consider a series
of consecutive trials all involving the same stimulus, but in which the re-
sponse paired with the stimulus on the final study trial is differert from
that on the immediately preceding trial. The theory predicts that the
longer the string of presentations, the more likely it is that the final
item when eventually tested will be correctly recalled. This is so be-
cause the probability that a pair containing the stimulus is in the re-
hearsal buffer increases with the sequence of zero-lag presentations.
On each successive trial of this sequence a pair containing the stimulus
may be entered into the buffer if it is not already there, and if there are

no cornpeting items to force it out, The resulting effect is shown in
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Figure 7. In this figure the prcbability of correctly recalling the last
item of a series of trials all involving the same stirnulus (averaged over
all test lags) is plotted as a functicn of the length of the series. As ex-
pected, this is an increasing function, and falls quite close to the pre-
dicted function. Note that again this effect is quite the opposite of pre-
dictions from a traditional interference theory, Such a theory would
predict that the repeated presentations would interfere proactively with
the new pair and that this would decrease the probability of responding
correctly to the transfer item. It is important to realize that these ef-
fects are the result of activity in STS and say nothing about the nature
of interference in LTS, Indeed, the long-term effects appear to be the

opposite of the short-term effects, Figure 8 shows the probability that
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on the first trial of a new item, the response that had been correct on
vhe previous occurrence of the stimulus is given instead of the current
correct respcnse. The probability of these intrusion errors is plotted
as a function of the lag at which the new item is tested (the three curves
depend on the number cf times that the previous pairing had been rein-
forced). Intrusion errors were nwore frequent when the previous item
had been given several reinforcemnents than when it had received only

a single reinforcement. The fact that the response is actually an error
indicates that the item was not in the buffer at the time of test, hence
that this more typical proactive effect is associated with long-term stor-

age.

A series of consecutive trials using the same stimulus, as indi-
cated in the preceding paragraph, tends ‘o cause that stimulus to be
entered into the rehearsal buffer, but will not create any further disrup-
tion of other items in the buffer, On the other hand, a series of items
with different stimnuli produces maxiinum disruption, since each of them
will have some probability of being entered into the buffer, This effect
is illustrated by the way that the items which intervene between study and
test of a given item affect the probability of a correct response. In par-
ticular, suppose that the test of an item following its kth study occurs at
lag x. The case where all of the ¥ intervening items involve the same
stimulus and the case where they involve all different stimuli will be
examined, with the prediction that the all-same condition will produce
better performance than the all-different condition., For each of the

three values of k, this prediction is supported (Figure 9).
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This experiment has illustrated the way in which the theory can
be applied to show increases in LTS strength ac a result of a series of
reinforcements. It has also shown a simple way in which the corres-
pondence between the subject's prediction and the outcome of a trial can
determine rehearsal patterns. Finally, by considering the sequential
properties presented in the last five figures, evidence has been given

which supports our particular two-process formulation of memory.

Delay of Reinforcement

The second experiment to be considered examines one of the most
confusing issues in the area of human reinforcement: that of its delay.
It appears that a delay in the feedback of information about a response
can have many different effects. Some studies (Greenspoon & Foreman,
1956; Saltzman, 1951) have indicated that a delay will impair learning,
others show no effect {Bilodeau & Ryan, 1960; Bourne, 1966; Hochman
& Lipsitt, 1961), and still others appear to show a facilitative effect of
delay {(Buchwald, 1967, 1969; Kintsch & McCoy, 1964). We shall attempt
to show that any of these effects can be accommodated by our analysis
and will discuss ar experiment (Atkinson, 1969) in which all of these ef-

fects were obtained as the result of several fairly simple manipulations.

The basis of this experiment was a continuous paired-associate
task similar to the one just described. The stimuli were randomly gen-
erated consonant trigrams and were paired with single-digit responscs
from 2 to 9. Every stimulus-response pair received between 3 and 7
reinforcements, with each pair being equally likely to receive any num-

ber of reinforcements within this range. A stimulus was used only once
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during the course of the experiment, thatis, a stimulus trigram would
receive several study and test trials with a particular response number,
and then would never be used again. Thc major difference between the
presentation schedule in this experiment and those discussed earlier con-
cerned the lag structure. Sixteen different stimuli were active at any
time. The stimulus that was presented, however, was not chosen at
random from this sect, but only from the six stimuli that had not been
presented on the previous 10 trials, Thus, the minimum pos sible test

lag was 10 and the mean lag was 15 items,

The manipulation in this experiment involved assigning each
stimulus-response pair to one of 14 conditions, This assignment was
made randomly for each pair, but was the same for all reinforcements
of that pair. All conditions were run simultaneously; that is, the set of
items that were active at any time included ones assigned to many differ-
ent conditions. The 14 conditions resulted fr(;m combinations of threce
independent variables affecting reinforcement: {1) The first of these vari-
ables was the delay itself. The presentation of the stimulus was terminated
by the response, then the feedback (reinforcement) appeared, either im-
mediately or following a delay of 3, 6, or 12 seconds. (2) During this de-
lay, the subject was either allowed to do as he pleased or was instructed
to count backwards from a randomly selected 3-digit number. These con-
ditions will be referred to as the ao-count and the count conditions,

(3) The feedback consisted either of the correct digit response presented
alone or of both the stimulus trigram and the correct response. These

conditions will be referred to as the feedback-only and the stimulus-plus-

feedback conditions, In either case the duration of the reinforcement was
four seconds. When the delay is zero, the count and no-count conditions
are the same, hence only 14 conditions are possible, instead of the

4 x 2 x 2 =16 conditions which might be expected.
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The primary dependent variable considered in the experiment
was the proportion of correct responses averaged over trials 2 through
7 (the initial trial, of course, was a random guess and has not been in-
cluded in the average). In Figure 10 this proportion is plotted as a func-
tion of the delay for the various reinforcement conditions, This figure
shows all three of the trends which were mentioned above: the count,
feedback-only condition shows a drop in the mean proportion correct
as a function of delay; the count, stimnlus-plus-feedback condition shows
no effect of delay; while both of the no-count conditions show an improve-

ment with delay,

In interpreting the effects of reinforcement delay here it is im-
portant to realize that the roles of rehearsal and of LLTS are quite dii-
ferent in this task than they were in the two previous experiments. The
presentation schedule was constructed so that there was always a sub-
stantial lag between successive appearances of an item., Because of
this it was not practical for the subject to use a rehearsal buffer to main-
tain information until a response was required - too many of the items
which intervened between study and test would have to be ignored alto-
gether., Instead, subjects were forced to rely primarily on LTS as a
source of information storzage. In such a case, subjects usually do not
form a rehearsal buffer, but instead try to code each item as it is pre-
sented, and then turn their attention to the next item when it appears.
The use of unique and relatively unfamiliar stimuli for each pair also

increased the likelihood that this coding scheme was used,
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The results of the count conditions are now fairly simple to
interpret. The counting procedure had the effect of preventing re-
hearsal of information in STS; in particular, the subject could not
readily remember the stimulas that was presented throughout the

of th

ie de feedback-only condition, the

(!

cours
subject would frequently be unable to remember the stimulus by the

time feedback was pressnted and would, therefore, be unable to as-
sociate the stimulus-response pair. In such a case, the probability of

a correct response would drop toward chance as the likelihood inc¢reased
that the stimulus could not be remembered, that is, as the delay inter-
val increased. In the stimulus-plus-ifeedback condition forgetting the
stimulus during the delay period should have no effect since both mem-
bers of the pair would always be availablie at the time of study. The
counting task would, however, prevent any other processing from occur-
ring during this interval, so the delay would be expected to have no ef-

fect at all.

In the no-count conditions the subject should have no probler: in
retaining the stimulus in STS during the delay interval; conszquemntly,
there should be no differences between the stimulus-plus -feedback and
the feedback-only conditions. In fact, the delay interval can be spent
in processing information in such a way as to make later LTS storage
easier and more efficient, There are several ways in which this can be
done; for example, the subject may engage in sone sort of pre-process-
ing of the stimulus, such as generating images or mnemonic codes which
will aid in efficient storage once feedback is provided. Furtherinore,
after several reinforcements have been presented, the subject may be
able to recover the response from LTS and recognize it as the correct
one before the feedback is presented. He can then use the delay interval
to further study the item, Either of these two processes can generate the

increasing delay function w.at was observed,
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Atkinson {1969) has described the amount of information which
was transmitted to LTS by sach reinforcement by an increasing expo-
nential function for the no-count conditions and by a decreasing expc-
rential fu tions have been
used to generate the predictions shown in Figure 10, Although the sort
of sequential investigations illustrated by Figures 6 through 9 have not

been made, the overall accuracy of these predictions support the inter-

pretation.

The above analysis was able to accommodate effects that at
first appeared to be inconsistent into a fairly simple framework by
focusing attention on the infc rmative value of the reinforcement, rather
than treating it as a simple event. A similar, if not identical, analysis,
we feel, will be able to reconcile the discrepant resulis that have been
found for the effects of delay of rzinforcement by other workers., It is
experimental results of this sort that make a particularly strong case
for our contention that factors involved in learning and memory are fun-
damental in determining the phenomena of reinforcement rather than the

cther way around,

Concept Identification

In the following section, the theory will be applied to a concept-
identification paradigm in which the effects of reinforcing events are
quite different from those that have been discussed so far. The concept-
identification task requires the svbject to observe a series of stimuli and
to classify them, one by one, into a fixed set of categories. Following
each response, the subjectis tolq the correct classification of the stim-
ulus, and it is this feedback that gives rise to learning. The concept-
identification procedure differs from the paired-associate procedure in

that the classification depends systematically on some property (or
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properties) of the stimuli. This means that once the subj~ct has solved

the problem and has learned the rule by which stimuli are classified, he

will be able to classify a novel stimulus correctly. There are, of course,

rgc number of possible stimulus properties and rules

that can be used to partition the stimuli. In the experiment to be discussed -
below, we shall treat only a very few of these possibilities, those where

the stimuli are composed of orthogonal binary dimensions and where the -
classification rule depends on only one of these dimensions, The pro- .
cedure for the experiment that will be discussed (for a complete treat- -

ment see Wickens, 1969) will show these restrictions more clearly. T

Subjects were seated before a teletype keyboard and saw stimuli
projected on a screen in f. ont of them. These stimuli were pictures 1

which were constructed to vary along 12 different dimensions. Each

&
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of these dimensions, or attributes, of the pictures, could take on either
of two different values, only one value in each picture. One set of stim-
uli, for example, consisted of line drawings of houses in which the dimen-
sions were represented by one or two windows, by a chimney on the left
or on the right, and by ten other distin:tions. From the 12 attributes

a total of 212 =4, 096 distinct stimuli cculd be constructed. The rules
used to determine the correct classifications were based on exactly one

of these attributes; all stimuli for which that attribute took one value falling
into one of two categories, all stimuli for which it took the other value
falling into the other categcry. As each stimulus was presented, the sub-
ject indicated his choice of category by pressing the zero or the one key
on the keyboard and was informed of the correct alternative by indicator
lights mounted above the keyboard. A series of such trials was present-
ed to the subject, the series continuing without inter ruption for the dura-

+ion of a session. Whenever the subject had correctly identified the rele-

vant attribute, as indicated by a siring of 12 consecutive correct
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responses, he was signaled that the current problem was complete and
was immedjately started on a new problem, using a rule based on one of
the 11 attributes that had not just been used. Subjects were run for two
hours per day for five days, The number of problems solved by a sub-
ject during the experiment ranged from 53 to 115. During the first 25
problems or so, subjects showed :mprovement. After this point, how-
ever, the number of trials to solution remained approximately constant.
The analysis to be discussed below is based on this stable, asymptotic

data only.

The analysis that will be made of concept-identification is based
upon the general idea of hypothesis testing (Bower & Trabasso, 1964;
Restle, 1962), We assume that the subject solves concept problems by
formulating hypotheses about the rule that determines the classification,
then observing the sequence of classified stimuli to see whether the hy-
pothesized rule is supported or not, A rule which is consistent with the
true classification will enable the subject to respond correctly and there-
by to solve the problem, whereas a rule that is inconsistent will cause
errors to be made. When an inconsistency appears, the subject will
abandon the rule under test and select a new one, It is apparent that
this sort of solution is composed of two different processes: the selec-
tion of rules and their test. This dichotomy will represent an impor-
tant part of our analysis of the role of reinforcement in conc ept-identifi-

cation.

We assume that initially there is a set of hypotheses which the
subject considers to be potential solutions to the problem and which he
wishes to test. The size of this pool depends on the nature of the task
and on the subject's familiarity with it, In his first attempt to solve a
concept-identification problem, a subject may have a large set of hy-

potheses which he views as possible, many of which are quite complicated
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and cannot be the true solution to the problem. Inthe case of the
experiment mentioned above, in which considerable practice was
given and the subject was adapted to the task, the set of hypotheses
may reasonably be identified with the set of attributes of the stimuli.

In the following discussion, we shall speak of sampling attributes, in-

dicating the specific nature of this experiment. One may, however,

think of this as sampling from a pool of much more general hypotheses.

When solving a concept-identification problem, it is assumed
that the subject starts by choosing a sample of r attributes from the
total set and maintains them in STS by rehearsal. The matching of the
values taken by these attributes to the two response alternatives is as-
sumed to show local consistency (Gregg & Simon, 19(7), that is, the
assignment is made in such a way as to be consistent with the outcome
of the last trial that has taken place. By comparing this assignment to
the values that these attributes take in a new stimulus, the subject
makes several predictions regarding the outcome of the new trial,
Each of these predictions is based on one attribute in the sample: If
the value of this attribute is the same as the value it took in the pre-
vious stimulus, then the same classification is predicted; if the value
js different, then the classification is predicted to change. If more
than two attributes are sampled, it is possible that the set of predic-
tions may have internal inconsistencies, since each attribute may be
varied independenily of the others. The subject's classification re-
sponse is generated from these predictions in soine manner or other,
The actual method of generation is not crucial to our analysis: He
may choose a prediction at random, may select the response indicated
by the largest number of nredictions, or may use any of several other

strategies.
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The outcome of the trial provides confirmation of some of these
predictions and disconfirmation of others, implying that those attributes
on which incorrect predictions were based are no longer tenable candi-
dates for the solution. Accordingly, these attributes are dropped from
the rehearsal buffer., On the following trials, this process is continued,
either until the buffer is emptied or until the problem is solved, in the
sense that only one attribute is being considered and this is the correct
one, If the buffer is emptied, the subject is forced to draw a new sample
of attributes for testing., Here, for the first time, LTS becomes impor-
tant., While the first set of attributes was being tested, information about
them was being transferred to LTS, Now when resampling is taking place,
this information in LTS may allow the subject to avoid resampling those
attributes which have already been tested and rejected. Resampling of
a: attribute that has already been tested may take place, but only when
inf ormation about that attribute cannot be recovered from LTS, either
because only a small amount of information was originally transferred
or because of a failure of the search process. As more and more sam-
ples are drawn, there will be a greater and greater likelihood that the

~

correct attribute will be selected and the problem solved.

The formulaticn of concept-identification learning given here is
similar to a number of thcse that have been discussed in the literature,
although it is not identical to any of them. In addition to the reference
mentioned above, Trabasso and Bower have presented models in which
questions of the delay of resampling (Trabasso & Bower, 1966) and the
size of the test sample (Trabasso & Bower, 1968) have been discussed,
while Gregg and Simon (1967) have considered a series of models which
make a number of different assumptions about the selection of new hy-
potheses for test, All of these models, however, are different from

our model in one critical respect, for they assume that the occurrence
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of an incorrect response causes the whole sample to be eliminated and
redrawn. In contrast to this assumption, our theory makes a clear dis-
tinction between the effects of information feedback and the effects of
reward., The important variable in determining what learning takes place
is not whether the overt response was correct or in errcr, but rather the -
way n which the various predictions about the attributes were confirmed

or disconfirmed. Since the subject can make a response that is not con- -
sistent with some of his predictions, it is possible for these predictions
to be disconfirmed, and therefore rejected, at the same time that the re-
sponse is correct. Only in the case where the buffer size is one (i.e.,
only a single attribute is under test) will the reward and information

feedback aspects of the reinfcrcement be equivalent,

The fact that resampling does not take place on every error is
central to our analysis cf the role of reinforcement in this situation. It
is relatively easy tc demonstrate that this cannot occur as frequently as
do errors. If resampling is postvlated to take place after every error,
the rate of learning for problems based cn a particular attribute is in-
dependent of the value of r and can be represented by the probability that
no more errors follow a given error, that is, by the probability that the
correct attribute is both selected for rehearsal and is used as the basis
for response generation. This solution probability can be estimated
from the nurmber of errors required to solve the problem. If m, is the
mean number of errors to solve problems based on the ith attribute, then

the solution probability for that attribute, c., can be estimated as follows

{Restle, 1962):

b= —
i m.+1 °
1

The ci's should forr: a probabiiity distribution over the set of attributes.

Using data from repeated problems for a typical subject, Wickens (1969)
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was able to determine c:1 for all 12 attributes in the stimulus. These
estimates summed to 1.8, which was significantly larger than the maxi-
mum value of 1.0 that would be permitted for a true probability distribu-
tion. The conclusion must be thaw the subject was learning more rapidly
than could be accounted for by a process that depended only on whether
the response was correct or not. Subjects must have uscd rehearsal
buffers with sizes that were greater than one and must have depended on

outcome infurmation to adjust the contents of STS.

In his treatment of the data from this experiment Wickens used a
somewhat simplified version of the LTS postulate put forward in the pre-
ceding paragraphs; indeed, he did not separate his analysis into short-
and long-term components as we have done. He assumed that all items
contained in a particular sample were unavailable to the next & samples,
where & =0, 1, 2, ..., and that this value of % was constant for all
a.ttribu.tes.11 Using these assumptions, he was able to derive the distribu-
tion of the trial of last error and of the total number of errors, parame-

trized by combinations of r and &, Figure 11 presents predictions for
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the mean trial of last error and compares them with the observed mean
trial of last error for each of the 45 subjects who served in the experi-
ment. The observed means are plotted as a histogram at the bcttom of
the figure, while the predictions are plotted along four chort axes; a sep-
arate axis for r =1, 2, 3, or 4. Points along these axes indicate values
of #. For example, there were three subjects whose mean trial of last
error over all problems fell between 9.5 ~nd 10.0. Mean trials of last

error in this range are predicted by strategies in whichr =4 and 2 =0,
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in whichr = 3 and £ = 1, or, to reasonable accuracy, in which r = 2

and ¢ =4, None of the strategies with r = 1 would be satisfactory for

these subjects since, even with perfect long-term retenticn (2 = 11), -.
a

12an trial of last er
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or smaller than about 12 would be extremely un- .
iikely., It is apparent from Figure 11 that there is a very large spread -~
in the observed data and that no single set of parameters can adequately -

account for all of the subjects. It is clear, however, that subjects with --

low values for the mean trial of last error were using strategies which -
required an r of at least 3 or 4 and which made significant use of LTS, --
The presence of these sunjects who used rehearsal buffers of larger than se
a single attribute is again evidence for our contention that it is the con- T
firmation of predictions about the attributes rather than the reward of a -
response that dictates the course of learning, -

Magnitude of Reward

The amount of reward associated with a correct response or the
punishment associated with an error are variables that have not received
a great deal of systematic consideration in human learning. In general,
the studies that have examined amount of reinforcement have varied the
degree of information feedback made available to the subject after his
response (e.g., Keller, Cole, Burke, & Estes, 1965) or the amount of
time that he is given to study the item (e.g., Keller, Thomson, Tweedy,
&' Atkinson, 1967). When reward magnitude has been considered, how-
ever, the extent of its effects seem to depend upon whether reward con-
ditions have been ccmpared between or within sukjects, Several experi-
ments by Harley (1965a, b) illustrate this clearly. He ran subjects in a
paired-asscciate experiment using an anticipation procedure to learn
CVC pairs. Incentive was provided for some pairs by telling the subject

that he would receive 25¢ for each one that he correctly anticipated on a
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later trial. In one experiment (1965b), Harley tested for the effects of
this reward in an absolute manner by comparing two groups of subjects:
Cne group received 25¢ for every correct anticipation, whereas the other
group received no rewards at all, The rate of learning for these two

groups was virtually identical (see Figure 12). When both reward values
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were used simultaneously with the same subject, half of the pairs receiv-
ing a reward and half noi, the rewarded items were correct significantly
more often (Harley, 1965a). As Figure 12 indicates, this effect appears
to take the form of an improvement in performance on the rewarded items
and a decrement in performance on the unrewarded items when compared
to either of the absolute groups. This interpretation is placed in scme
doubt by a later experiment (Harley, 1968) which suggests that the reward
effect should be attributed primarily to poorer performance on the low
incentive items rather than to an improvement on the high incentive items.
In any case, these experiments indicate that the relative reward was the

important variable, not the absolute magnitude of the reward,

In the system of reinforcement considered here, the reward as-
sociated with an item can influence performance only by altering the way
in which information about the item is processed in STS. With this view,
it is relatively easy to see why absolute rewards may not be important,
The subject in a typical verbai-learning experiment is usually motivated
to perform well, even in the absence of monetary incentive. The way in
which information is processed in STS will be determined primarily by
the nature of the test material and by the structure of the experiment. A
difference in the absolute reward level will not make very much change

in this scheme. When items with different reward values are presentad,
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however, they may receive differeat treatments within the same general
scheme. In particular, for tasks in which a rehearsal buffer is set up,
the effects of differential rewards will be reflected in the relative prob-
abilities of entering an item into the bufier or of deleting it once entered.
Thus, high reward items would be rnore iikely to receive study than low
reward items, and so would be learned better, When only a single level
of reinforcement is present, however, all items are equally likely to
receive study, regardless of the level of reinforcement. The overall
rate of learning in either case will be determined by the nature of the

material to be learned and will not depend on the reward.

We have said that the effects of reward are determined by differ-
ences in the processing of high and low value items in STS, If this is
the case, the nature of the reward effect should be influenced by the
presence or absence of a rehearsal buffer. When a buffer is used, dif-
ferential processing of high and low value items can occur easily, since
high point items may be entered into the buffer with a higher probability
than low point items, while low point items (if recalled as such) may be
more likely to be deleted from the buffer. On the other hand, if a cod-
irg strategy (similar to the one induced in the delay of reinforcement
study) is used, each item will be studied as it is presented and there will
be relatively little opportunity for an effect of reward magnitude to appear.
Fortunately, it is possible to predispose the subject to use either a re-
hearsal or a coding strategy by a fairly simple experimental manipula-
tion. This effect has been demonstrated clearly in an experiment by
Atkinson, Brelsford, and Shiffrin (1967) using two groups of subjects in
a continuous paired-associate task in which number-letter pairs were
given single reinforcements. in one group a fixed set of stimuli was used,
pairing new responses with each stimulus throughout the course of a ses-

sion. In the second group each stimulus was used only for a single pair,
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then retired (these two presentation procedures will be discussed more
fully in the nex: paragraph). For the first group, clearly separate lag
curves were obtained by varying the number of pairs that the subject
was required to keep track of at any point in time; for the second group
there was no effect of this manipulation on the lag curves. This differ-
ence is readily explained by assuming that subjects in the first group set

up a rehearsal buffer, while subjects in the second group attempted to

code each item during the interval before the presentation of the next

.12 |
pair.

An experiment which looks at reward effects while manipulating
the stimuli in this way has been conducted by Kirk Gibson at Stanfcrc
University, The paradigm of this experiment was, in general, similar
to those that we have already analyzed. Subjects were seated at tele-
types and were presented with a series of pairs to be learned. The stim-
uli were CVC trigrams and the responses were the letters of the alphabet.
Each pair received only a single study and a single test., Two groups of

subjects were run: In the fixed-stimulus condition a set of nine stimuli

were selected at random at the start of each session and were used
throughout that session. After each test in this condition, the same
stimulus was presented for study paired with a new response., The sec-

ond group of subjects was run in a variable-stimulus condition, In this

condition, the item just tested was permanently discarded and a new stim-
ulus-response pair was presented during the study phase of the trial. As
in the fixed group, however, the subject was trying to keep track of only
nine stimulus-response pairs at any given point in time. The same ran-
dom presentation schedule employed in most of the other experiments

was used, so that the test lags were distributed geometrically beginning

with lag zero.
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The second aspect of the experiment concerned the reward
values assigned to the pairs., As each new item was presented for
study, a value of eithe.,: 11, 22, or 9% points was randomly assigned
to it (i. e., each of these three values was equally likely to appear).
The values were assigned independently for each item; in particular,
a stimulus in the fixed group could receive different reward values
when paired with different responses. The subject was told that if he
correctly recailed an item, its points would ke credited to his score
for the session. At the time of test, the subject was not shown the
point value associated with the item., Indeed, subjects were given no
immediate feedbzick on their accumulation of points, although at the
start of each session they were informed what percentage of the total

possible points had be«

0

n obtained during the previous session, The sub-
jects were paid for participation it the experiment in proportion to this

percentage,
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The results of this experiment are shown in the form of lag curves
in Figures 13 and 14. For the fixed-stimulus group {Figure 13) there was
a marked difference between performance on the 99 point items and on the
other two types of items, although there was not a statistically significant
difference between the 22 and the 11 point items. In contrast to these re-
sults there were no differences among the payoff conditions for che vari-
able-stimulus procedure (Figure 14), Apparently, varying the stimuli

was sufficient to eliminate the basis for any reward zsffect.

The results of this experiment are in accord with our view of learn-

ing and reward. As indicated by subject reports at the conclusion of the
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experiment, the variable-stimulus pairs (a unique stimulus trigram

and response letter) were fairly easy to code on an item-by-item basis.

£s|

or this material, however, the subject experienced difficulty if he

tems simultaneously in STS via rehearsal.

pode

-~ el & . 2 s
ried to maintain scveral

ot

Since it was much easier for the subject to code the items than to main-
taip a rehearsal buffer, he tended to study each item when it was pre-
sented and then turn his attention to the next item. Using this strategy,
every item will be studied and the point values will not play an impor-
tant role in the amount of informartion transferred to LTS. Consequently,
little or no effect of reward value should be observed, as indeed was the

case for the variable-stimulus procedure,

On the other hand, for the fixed-stimulus procedure, the set of
stimuli quickly became very familiar, and subjects reported that it was
easy to set up a rehearsal buffer of three to five items. Coding, how-
ever, was much more difficult for this procedure, since it is almost im-
possible to generate non-competing codes for the same trigram paired
with many different letters during the course of a session. For this
group, then, several items will be maiatainad in STS at any given time,
and it will be easy to give preferential study to an item in the buffer by
ignoring auother item just presented. Similarly, a high point item will
almost always be entered into the buffer at the expense of some item
that is already there, Thus the reward values will determine which
stems are studied and for how long they are maintained, Accordingly,

a reward effect is predicted for the tixed-stimulus procedure, as was

observed.

We o not want to argue from these results that a reinforcement
effect cannot be cbtained using the variable-stimulus procedure, If suf-
ficiently large rewards arc offered for correct responses to certain

items, then there is ao doubt that they wiil receive additional study,
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probably both by rehearsal and by coding. The point that we feel is
important here is that with the particular payoff levels used in the
study, a marked difference in reinforcing effects appeared between
the fixed- and variable-stimulus procedures, two procedures which
in a logical sense place identical demands on a subject. Although both
procedures require the subject to keep track of the same number of
stimulus -response pairs at any given point in time, the particular nature
of the stimuius material caused different methods of study to be used,
and in turn made reinforcement effects evident in one case and not in
the other. This is another example where a given reinforcing opera-
tion can lead to markedly different effects depending on the particular

information-processing requirements of the learning task.

One interesting feature of the experiment is the high accuracy

of recall obtained for the variable-stimulus condition. Although there

was no effect of the reward, the overall proportion of correct responses
is approximately at the same level as the 99 point items for the fixed-
stimnlus group. This presumably refiects the fact that stimulus-response
pairs in the variable-stimulus condition are less subject to intei1ference
from other pairs than in the fixed-stimulus condition., F¥urther studies
are currently in progress to investigate the exact form of the STS struc-

ture that is set up for the two conditions,

It s not possible to make a direct comparison of rewarded and
unrewarded performance within this study. Some sort of comparison
can be r:ade, however, hetween another of Gibson's groups and a group
from the expezimment by Loftus reported in the first part of this paper.
The group in guestion used a fixed-stimulus procedure, but with the
digits 1 5. -ogh 9 as stimuli instead of trigrams, This procedure is
exactly the same as the recall-alone condition of the Loitus stvdy, ex-
cept fnr the presence of rewards. If these rewards are neglected,

performance in the two experiments is almost exactly the sarae; if the
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thrce reward values are combined, the mean lag curve is indistinguishable

ik S by e

from that observed by Loftus., The unrewarded responses of the recall-

alone condition fall roughly between the items which had been given high ;H
and low incentives (see Figure 15). In this figure the 11 and the 22 point

items have been combined, hence each data point in this curve includes
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approximately twice the number of observations as the corresponding ,
point in the high reward curve (this means that the average of the two

curves does not lie midway between them; in fact it falls almost exactly

on the curve for the recall-alone group). While hardly conclusive, this

comparison again suggests that the 99 point items have been given addi-

tional study at the expense of the low-point items, ;

Effects of Reinforcement on Retrieval

Thrcughout this paper, a distinction has been made between
storage and retrieval processes in learning, As noted in the introduc-
tion, this distinction is also relevant to an analysis of reinforcement,
The applications considered so far have been primarily concerned with
how reinforcement influences the study of items, hence the storage of
information, The reason for not turning sooner to retrieval aspects of
reinforcement is that there are few experiments dealing specifically with

this topic (Wasserrnan, Weiner, and Houston, 1968; Weiner, 1966).

In an attempt to remedy this state of affairs, we have initiated
sorne experiments in which the reward associated with paired-associates

has beer manipulated beth at the time the item is first studied and later

at test, None of these experiments is yet complete, but we waat to
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present some pilot data from an experiment by Geoffrey Loftus which
illustrate some effects of interest, This experiment employed a con-
tinuous memory task that was almost identical to the fixed-stimulus
procedure described in the section on reward magnitude. The stimuli
were the digits from 1 to 9, and tne responses were letters of the alpha-
bet. Each new stimulus-response item was assigned a value of either
11, 22, or 99 points., When an item was presented for study, however,
its point value was not always displayed. For about half of the items,

no information about the reward was given at this time; the subject was
instructed that the items for which no point values appeared had, never-
theless, been assigned one of the three values at random by the computer
controlling the experiment and that these values would count in his total
score for the session, Similarly, when the items were tested, their re-
ward value might or might not be displayed. Again, the reward value
was presented on about half of the tests, The presentation of the reward
value at test was independent of whether the reward had been presented
during study; thus the subjects might receive information about the re-
wards assigned to a particular item at the time of study, at the time of
test, at both times, or at neither time, If a reward value was presented

at study and test, then the same value appeared both times.
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Some preliminary results from this study are presented in Figure 16.
The graph gives the proportion of items correctly recalled, averaged cver
all test lags, as a function of the presentation schedule and reward value.
The mean latencies of correct and error responses are also shcwn. As in
Gibson's experiment, there was very little difference between the 11 and

22 point items, so these have been grouped together as low-value items.
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The two points on the left of the g-aph are for the conditions in which
the subject was informed during study that he was being shown a high
(i.e., 99) point item. One of the observations (HH) shows the results
when the reward information was also presented at test, the other (H-)
when it was not. Similarly, the three middle points (-H, --, -L) are
associated with conditiors in which no reward was presented at the
time of study, while the two right-most points (L-, LL) give results
for items studied with a low point value (11 or 22). Although all test
lags have been combined in this figure, the general form of the results

appears ic be the same at both short and iong lags.

The major effects in Figure 16 are due to the reward values
displayed during study. Items that were assigned 99 points at study
had a higher probability of being recalled tharn items for which no re-
ward value was assigned. These items were, in turn, better remembered
than the low point items. The explanation that we offered for Gibson's
data in the previous s=ction is consistent with these findings if items
with an unspecified reward are assumed to receive a level of study in-

termediate between that given to high and low point items.

In the introduction, two ways were mentic~ :d by which reinforce-
ment could aid retrieval, The first of these suggested that the reward
value associated with an item might act as a cue to facilitate the retrieval
of information from LTS. These preliminary data provide little support
for this hypothesis:, for there is no indication that items for which the
reward value was presented on both study and test are better recovered
than those that received reward only at the time of study., This result
indicates that in this experiment the reward had negligible cue value.

The second potential effect of reward on retrieval receives more support;
namely, that a subject would be willing to spend more time in attempting

to retrieve items that had been assigned a high value than items that had
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been assigned low values. This effect is quite clearly shown in the
latency of incorrect responses, particularly for the conditions in which
the reward value had not been ideatified during study (i.e., conditions
-H, --, and -L). The latency of errors shows the same effect for the
two conditions where point values were presented during study, although
not to as marked an extent. Curiously, this effect is totally lacking in
both the latency and probability of a correct response. These results
suggest that either the subject was able to retrieve an item without
much difficulty (with a latency of about three seconds), or else no re-
covery was possible. When an item could not be recovered, the addi-
tional search time spent on items with large reward values was not of
much help. There was nc limit on the time that was available to make

a response, so the failure to retrieve cannot be attribated o a premature

termination cf the trial.

These results must be regarded with some caution. The amount
of data represented is not great, and it is likely that the specific charac-
teristics of the task are not cptimum for demonstrating retrieval effects,
The fixed-number procedure thai was used is one whicn almost invariably
leads the subjcct to set up a rehearsal buffer. Indeed, several of the sub-
jects reported being able to successfully set up a nine-item buffer by visu-
alizing the responses array=d in a 3 x 3 matrix! The process of reiriev-
ing items from the buffer is a fairly simple one and invariably will lead
to a correct response. Items that arc recovered in this manner will not
contribute to any effects cf reinforcement on the recovery of the item.

We would expect that more substantial effects will be observed in a task
in which the subject is forced to put greater reliance on LTS, Neverthe-
less, an effectof reinforcement on retrieval time was clearly evident in
this study, showing, as expected, an incentive effect. This effect would

not be predicted from a theory that assigned to reinforcement only the
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role of sirengthening connections; it is, however, consistent with the view

13

that reinforcement acts to direct attentiorn and to control information flow,

Conclusion

- e e s

In this paper we have attempied to present a theoretical framework
within which to view the phenomena of reinforcement. Basically, the
framework involves an account of learning 2nd attention in terms of the
storage of information in memory and its subsequent retrieval, Rein-
force-nent is the modulation of this information flow as it infiuences both
storage and retrieval nrocesses. It is our belief that a given reinforcing
operation can have many differeat and often seerningly contradictory ef-
fects dependiug on the particular study and test procedures that are used.
In order to illustrate some of these eifects, the theory was applied to
results from several different experimental paradigms. These applica-
tions, we hope, have demonstrated the general principles by which the
transfer of information in men:ory is controlled and shaped by reinforce-

ment.

It is unfortunate that our discussion of reinforcement cannot be
summed up in the form of a sst of simple statements. Statements of this
type, such as that of the law of effect, do not provide a ccnsistent and
nnambiguous explanation of the range of reinforcement phenomena that
have been observed. If the effects of reinforcement are analyzed in the
context of an information processing theory of the type outlined in this

paper, we believe that they will appear relatively orderly and consistent.
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1P]:epa.ra,tion of this paper was supported by the National -
Aeronautics and Space Administration, Grant No. NGR-05-020-036,

and by a fellowship from the National Institutes of Health to the second .
author. Tkhre authors would like to thank several of their co-workers

whe carried out experiments reported here; each will be acknowledged -
at the appropriate point in the paper. Thanks are also due to William

Cook, Geoffrey Loftus, and John Schnorr for a ~ritical reading of an -

earlier draft of this paper, .
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3. .. . . .

In this paper the term "information" is used to refer to codes,
mnerronics, inlages, or other material that the subject places in mem-
ory and that can help kim to generate a response; we will not use the

term in its formal information-theoretic sense.

The properties of the SR are best known for visual input; for

some information on other modalities, however, see Crowder & Morton,

1969; Hill & Bliss, 1968,

The model that is represented by this assumption may be con-

trasted with a ''single pulse' model in which rehearsal in STS does not

induce additional information to be transferred to LTS, that is, in which
9 =0but 9' » 0 (Atkinson, Brelsford, & Shiffrin, 1967, Appendix).
Evidence for the continual transfer assumption that we have used is
provided by a free-recall experiment run by Dewey Rundus at Stanford
University (Rundus & Atkinson, 1969). In learning the list of items to
be recalled, subjects were instructed to rehearse out loud as the study

list was being presented by the experimenter. This rehearsal was

tape-recorded, and the set under rehearsal after the presentation of
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cach new item could be precisely determined. Under these conditions
the probability of correctly recalling an item when te sted was a sharply
increasing function of the number of times that it was in the rehearsal
buffer: Items that were in the buffer for a single time period were cor-
rectly recalled only 12 percent of the time, while items that were re-

hearsed for nine or more times were almost always given correctly.

In a more precise model of memory the decay of information
in STS woulsi be represen’ed by the same sort of exponential process
that we have used here to descr.be the deterioration of information in
LTS. This loss of information would be through actual decay, however,
rather than through problems of retrieval that have been postulated for
LTS. Formally, parameters @ " and 1" would be required, the first
representing the amount of information available in STS at the time
when an item is knocked out of the buffer, the second representing the
rate of decay of this information in STS, The amount of information
retrievable from both STS and LTS would, therefore, be (®'+j®)ri-j+
0 ”T”i-j. The original amount of information in STS would be greater
than that in LTS (0" > 0 or 0'), but its rate of decay would be more
rapid (1" >1) so that the short-term contribution would become n=2g-
ligible while the contribution of LTS was still large. For the purposes
of the analysis at hand, however, we can assume that information in
LTS becomes unavailable so much more slowly than in STS, that the
short-term decay factors may be ignored without changing the quality

of the predictions.

The interpretation given to the above experiment is based in
part on the parameter estimates presented in Table 1. It should be
noted that the interpretation also depends on a detailed analysis of the

sequen‘’al properties of the data that have not been described here.
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The reason is that such analyses are complex and require a lengthy

description; further, analyses of this sort will be considered later

in treating a similar experiment (p. 126-135).

8See Guthrie (1959) for an interesting discussion of this point,

9

The above hypothesis is similar to several other theories that
Lhave been propcsed. The notion that the condition under which learn-
ing takes place involves 2 discrepancy between a prediction and an out-
come is quite close to the expectancy hypothesis developed by Kamin
(1969) and by Rescorla (1969). In the restriction of the stored informa-
tion to that necessary to eliminate an observed discrepancy, our theory
is similar to the discrimination net models of Feigenbaum and Simon
(Feigenbaum, 1963) and Hintzman (1968). Inthis respect it also bears
a resemblance to dissonance theory {Festinger, 1957; Lawrence &

Festinger, 1962),

O'I‘he analysis used here is not quite identical to that used by
Brelsford, et al, (1968, p. 6), the principal change being in the math-
ematical form of the response generation pcstulate. The quantitative
predictions of the two formulations are virtually identical; tire one
that is presented here is more in line with our current thinking re-
grading reinforcement, In the version of the thecry used by Brelsford,
et al,, the parametcrs have slightly different meanings, and hence
their values cannot be directly compared with those estimated for the
Loftus experiment.

1 | S
: The model that we have proposed above would predict that items

from the same sample could remain unavailable for difference lengths
of time, and that these periods should depend upon the number of trials

that the attributes resided in the rehearsal buffer, ;
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2
1 In their original paper Atkinson, et al., (1967, p, 295)

interpreted the difference in the two conditions by assuming that for
the second group items were maintained in the buifer even after they
hac been tested. I. light of later evidence; it now appears that this
explanation is unrealistic and that the results may be mwore reason-
ably explained, as we have doune, by the failure to form a buffer,

13’A replication of this experiment (Loftus & Wickens, 1970),

using a slightly modified procedure, domonstrated effects of study
and test cueing of incentive on both the probability of a correct response
and on response latency., These results are in complete agreement

with the analysis presented here,




Table 1

Estimates of model parameters for paired-associate items
tested by a recognition, a recall, or a mixed procedure

Experimental Condition

Recognition Mixed Recall
r 1 2 3
o 0.79 0.73 0.53
6 0.79 0. 52 0.30
T 0.95 0.97 0.99
C 0.71 0. 62 %
x* 22,3 29.3 11.3
df 23 37 10

#*The parameter ¢ was not required for this group.
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Figure

Figure

Figure

Figure

Figure

Figure

Figure

Figure

Jigure

Figure

FIGURE CAPTICIKS

1, Structure of the memory system.

2. Probability of a correct response as a function of the lag
between study and test for different retention-test conditions.

3. Probability of a hit ard false alarm as a function of the lag
between study and test.

4, Observed and predicted probabilities of a correct response
as a furction of lag for items tested following their first, second,
or third reinforcement,

5. Observed and predicted probabilities of a correct response
as a function of the spacing between the first and second rein-
forcement (lag a) and the lag between the second reinforcement
and the final test (lag b).

6, Observed and predicted probabilities of a correct response
on the first test of an item as a function of the iag for the last
item using that stimulus (lag a).

7. Observed and predicted probabilities of a correct response
as a function of the number of consecutive preceding items using
th=: same stimulus,

8. Probability that the correct response for the preceding item
us‘ing a given stimulus will be made as an intrusion error to the
present item,

9., Observed and predicted probabilities of a correct response
as a function of lag for the cases where the intervening stimuli
are all identical or are all different.

10, Observed and predicted probabilities of correct responses
as a function of delay for two types of feedback and two types of

delay activity.
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Figure 1l. Frequency distribution of the mean trial of last error for
individual subjects on a simple 12 dimensional concept-identifi-
cation problem. Upper axes show theoretical predictions for

-
!

four buffer sizes (r = 1, %, 3, 4) and an appropriate range o

i~y

delays in sampling replacement.

Figure 12. Learning curves for high and low rewarded paired-associate
items tested with both reward values present at the same time
(differential procedure) or with values presented alone (absolute
procedure) Data is replotted from 4-second groups in Harley
(1965a, b).

Figure 13. Probability of a correct response as a function of lag for
items receiving different amounts of reward., The stimuli were
a fixed set of trigrams,

Figure 14. Probability of a correct response as a function of lag for
items receiving different amounts of reward. A unique stimulus
trigram was used for each item.

Figure 15. Probability of a correct response as a function of lag for
items receiving different ainounts of reward. The stimuli were
a fixed set of numbers. The recall-alone condition, which re-
ceived no reward, has teen replotted from Figure 2,

Figure 16. Probakility of a correct response and latency of correct
and error responses as a function of reward information given
at study and test. The first letter in the condition label desig-
nates reward at study, the second designates reward at test;

H indicates 99 point reward, L indicates 11 or 22 point reward, -

indicates that no reward information was given.
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Structure of the memory system.
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Figure 10, Observed and predicted probabilities of cor cect responses
as a function of delay for two types of feedback and two types of delay
activity,
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Figure 16.

H- ~H - -L L— LL
REINFORCEMENT CONDITION

Probability of a correct response and latency of correct and

error responses as a function of reward information given at study and
test. The first letter in the condition label designates reward at study,
the second designates reward at test; H indicates 99 point reward, L

indirates il or 22 point reward, - indicates that no reward information

was given,
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