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Abstract A} uur’h hour’, h o’clock

Performance in relative clock time naming (e.g., pronouncing H: 60-m voor h+1
3:50 as “ten to four”) has been described as depending on three "60-m before h+1’
factors: reference hour determination, minute transformation,

and an additional distance component (Meeuwissen, Roelofs  iuvoor it G
& Levelt, 2003). However, this model does not specify the ‘quarter to h+1
cognitive operations that are responsible for the distance

effect. We present three hypotheses about the factors that E: mo30 half il
determine clock time latencies: physical distance, arithmetics, "31,130;;‘;{;,1{»
and frequency of the expression. Three experiments and
a corpus analysis that test these hypotheses are presented.
Regression models of speech onset latencies for an extended
set of clock times show clear contributions of all three factors
and explain most of the variance associated with this task.

B: m over h
‘m past i’

C kwart over h
‘quarter past 2’

D: 30-m voor half h+1
30-m before half h+1’

E halfh+1 (Chalf h+1°)

Figure 1: Preferred utterance formats for relative clock times
in Dutch.

Keywords: clock time naming, language production, phrases.

. . the distance (in minutes) between the minutes and their ref-
Clock time naming erence point. Utterances referring to the full hour (Figure 1,

In a series of recent papers (Bock, Irwin, Davidson & Lev-Format B) were faster than utterances referring to the next
elt, 2003; Meeuwissen, Roelofs & Levelt, 2003, 2004) clockfull hour (H), which in turn were faster than utterances re-
time naming has been established as a new paradigm to stuf§/ing to the half hour (D,F). The longer the distance (0, 5,
the production of multi-word utterances. It can be seen as 8 10 minutes) between the minutes on the display and their
special variant of the picture naming paradigm that allows td€ference point, the longer it took to initiate the utterance. In
elicit complex spoken responses without additional training@ddition, Meeuwissen et al. found an interaction between dis-
due to the universal familiarity of clock faces and the task oft@nce and reference point, indicating that the distance effect is
telling the time. stronger for clock time naming latencies around the half hour
Bock et al. (2003) showed that while the stimulus is uni-2nd the nextfullhour.
versal, the format of the utterance that is used to express time The authors explain their findings by means of a procedu-
varies both between and within languages. Most importantlyr@l semantics for clock time naming, in which there are sep-
languages like English and Dutch (among many others) offefrate semantic procedures for determining the full hégir (
two alternative ways of telling the time: either using an abso-2nd the next full hourl{+1). Since clock times that refer to
lute systemthree fifteepor using a relative systengarter the next full hour always require the dete_rmlnatlon of bioth
past threg. Testing five-minute intervals, Bock et al. showed andh+1, speech onset latencies are predicted to be longer for
that native speakers of Dutch prefer a relative system that usédese times.
the full and the half hour as reference points. Thus, Dutch Furthermore, Meeuwissen et al. explain the interaction be-
speakers satien over h'ten past h’ when the clock shows tween reference point and distance as an effect of the numer-
h:10 andVvijf voor half h+1 ‘five before half h+1’ when the ical transformation that is required for minutes relative to the
clock showsh:25. According to Bock et al., the reference half hour and the next full hour, but not relative to the full
point (half hour or hour) changes at twenty and forty minuteshour (e.g.,h:20 becomeden before half h+]1whereash:10
past the full hourI§:20 andh:40), respectively. In addition, remainsten past .
the reference hour that is named in the utteramoer h+1) To summarize, Meeuwissen et al’s model explains the
changes at twenty minutes past the full hour. Figure 1 showspeech onset latencies for clock time naming by means of
how the different utterance formats relate to the clock times.three factors: (1) numerical transformation of the hour, (2)
Meeuwissen et al. (2003) measured Dutch clock time namrumerical transformation of the minutes, and (3) distance be-
ing latencies for five-minute intervals on the digital clock tween the minutes to be transformed and their reference point.
(hour:minutesh:mm), using the relative system. They found  While (1) and (2) seem rather straightforward explanations
effects of the type of reference poitit, (half h+1, h+1) and for anincrease in reaction times, the third factor remains puz-
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zling. Why should it take longer to sagn before half two ferent factors that influence reaction times we will develop a
thanfive before half tw® Meeuwissen et al. do not specify more fine-grained model of clock time naming.

the cognitive processes responsible for this effect. In fact, itis

unclear what the cognitive equivalent to “distance in minutes” Experiment 1

should be, weakening the viability of the model. If clock time i . )

naming is to be applied as a paradigm for testing phenomenBhe first experiment tested the hypothesis that speech on-
in, for examp|e’ Speech production’ the underlying Cognitiveset |aten_CIeS f_OI’ d|g|ta| CIOCk times a_re a I|near fUnC-tlon Of
principles need to be specified in more detail. We will dis-the physical distance between the minute hand and its refer-
cuss three possible explanations that each specify a differeRNCe point on an imaginary analog clock. Therefore we ex-
aspect of transformation and distance. tended Meeuwissen et al.,S (2003) d|g|tal CIOCk time nam|ng

To begin, one might think of thehysicaldistance between paradigm: not only the standard five minute intervals were

the hands of an imaginary analog clock, where the small han{fSted. buell minutes of the hour. The distance hypothesis
points to the hour and the big hand points to the minute. I1pred|cts a linear increase of speech onset latencies with dis-
one were to turn the big hand to its reference point (eitheFance to reference point.

the full hour or the half hour), it would take longer, the IargerM thod

the distance in degrees. Most importantly, one would pre- etho
dict the effect of distance to be a linear function, for exampleparticipants  All participants in the present study were stu-
rt = degrees * x ms. Such a linear effect is included im- dents of the University of Nijmegen and native speakers of

plicitly in Meeuwissen et al’s data plots, where the reactionDutch who were paid for their participation. Twelve partici-
times for the five-minute intervals that were tested in their expants were tested in Experiment 1.

periment are connected by straight lines. The linear distanc
hypothesis implies that speech onset latenciealfaninutes

within an utterance format should show a linear increase i X . . ! .
P L 9:59), including the subset of five-minute intervadtafhdard
reaction time with distance. . . X X
. . : .timesin the following) tested by Meeuwissen et al. (2003).
Another possible explanation of the distance effect, that ISrhe set was chosen such that all time points could be dis-

, . . ; : eplayed with three-digit Arabic numerals (hijms). The com-
influence of mental arithmetics. Naming the clock times fromﬁlete set of stimuli consisted of 480 unique items.

a digital clock requires speakers to transform the number o
the display. In order to generate the correct expression in thBrocedure Participants were tested individually. ~They
Dutch relative system, arithmetic problem solving is required were instructed to produce spoken clock times in response to
The required operations depend on the reference poiat:  a digital clock display on a computer monitor, using the rela-
m for utterance format B30-m(D), m-30(F), and60-m(H). tive clock time format, and introducing each response with an
The arithmetic hypothesis implies that the mental arithmetidnitial om’at’. They were explicitly instructed to use the near-
required for transforming digital clock times can explain theest full or half hour as reference point for the formats B, D, F
pattern of speech onset latencies. and H (the maximum distance being 14 minutes). Response

Another source of influence on the speech latencies folateéncies were measured by voice key.
clock time naming might be found in the frequencies of the Atthe beginning of each trial a fixation cross was presented
time expressions. Bock et al. (2003, p.683) suggest that timtor 500ms, followed by 150ms blank screen. Then the clock
expressions are “a kind of non-figurative idiom, construction time stimulus was presented for 1000ms. Speech onset la-
or formula” (e.g., Kuiper, 1996), but show that neverthelesgencies were measured from clock presentation onset, with a
their linguistic formulation proceeds compositionally and in deadline of 2500ms. A new trial was initiated 1500ms af-
an incremental fashion. Accordingly, the general format ofter voice-key triggering. Following a training session with
an idiom for relative clock times in Dutch is[prep] [half] 15 items, all stimuli were presented in random order in six
Y, with x as the minute tern{prep] as an ob|igat0ry variable individual blocks that were Separated by a short pause.

that can either beoor or over (before or past)lhalf] as an  Apalyses and Results All utterances were checked for er-
optional element, angt as the hour term. We assume that ;oneous or missing responses and disfluencies. Data from
this abstract structure is not computed online, but rather agwg participants were removed from the data set, because of
cessed as a whole, and that its open slots are filled dependefibre than ten percent errors. The results of Experiment 1 are
on the actual time mformatlon: On the othgr hand, one mighthown in Figure 2. The dots in the top panel show the speech
assume that frequently used time expressions are representggset latencies per minute. The dashed lines connecting the
separately, for example by means of their own lexical enthyminytes from 0 to 15 and from 45 to 59 show the latencies
whose minute slot has already been filled (e.g, “ten past y").or filler times, which were included in order to increase the

This suggests that the frequency of a time expression is reexternal validity of the task. The dashed line connecting all
lated to its speech onset latency. Thus, the frequency hypothegtandard times accentuates the subset of five minute intervals
sis implies that the frequency distribution of time expressionsested by Meeuwissen et al. (2003). The plotted latencies are
can explain part of the variance in the speech onset latencielsased on 94.75% of all data (6.25% being rejected because of
and thus serves as a relevant factor in a model of clock timerrors, disfluencies, or latencies shorter than 350ms).
naming. Given the continuous character of thenutevariable, we

The goal of our present study is to assess the validity ofinalyzed these data using multilevel multiple regression mod-
these hypotheses for clock time naming. By identifying dif- els (Pinheiro & Bates, 2000), with the logarithm of the speech

ﬁ/laterials and Design The set of stimuli comprised all dig-
ital clock times from two o’clock (2:00) to nine fifty-nine
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. ooa permental Tl I hour: 5=-.064, t=-3.478, g..001), and the distance to ref-
3 Sovsco sandaraumes | 3 L erence point (for 5 minute§=-.465, t=-7.739, p.001, for
/i : / 3 10 minutes: 5=-.469, t=-7.795, g.001). Note that in con-
: /) :

i ;

trast to the estimates in Meeuwissen et al's work, 3hesti-
N N o mated for the morpheme frequency effect is negative, indicat-
va '\ // el ing faster responses for utterances starting with high frequent
> S morphemes.
R comonaie - Gom petnaten comoten To test the distance hypothesis, we selected the data rang-
A ing from 16 to 29 and 31 to 44 minutes. Two models were
fitted to these data. The simpler model contained, apart from
the standard set of variables, a continuous variable expressing
the absolute distance in minutes to the half hour and a categor-
ical variable indicating whether the time was past (31-44) or
to (16-29) the half hour. This variable was included to allow
separate effects for clockwise and anti-clockwise distance,
and was therefore entered both as a main effect and as an in-
1 teraction with distance. If the distance hypothesis is correct,
§ § this model should explain a reasonable amount of variance.
e A However, as the top panel of Figure 2 shows, the response la-
tencies for the standard times seems to be shorter than those
for the non-standard times. Therefore, we tested an addi-
Figure 2: Speech onset latencies and fits of two different reggzjz 'inssl,lgzﬂgdrgi?iroenzci?rt?iﬁfr); Tzﬁ?zaekllteoi:%?cgztnz Vmg’tg?(tjﬁé
gression models for Experiment 1. item is one of the standard times. Whether the addition of
this parameter resulted in a significant improvement of fit of

onset latencies as the dependent variable and participant g4& rr(ljogel, compa;edlltl? }.T]e l%SS of degrees of freedom, was
the error stratumm. ested by means of a likelihood ratio statistic.

Following Meeuwissen et al. (2003), we entered three . | N€ bestfitting simple model (all df=2022) contains a non-
types of predictor variables into the analyses: (1) magnitud&'dnificant parameter for the logarithm of the morpheme fre-
information (the minutes), (2) length information (number of 4UeNcy; & significant parameter for the number of phonemes
morphemes and number of phonemes of the minute term if?=-025, 1=3.109, p=.002) and a set of non-significant pa-
the utterance), and (3) frequency (logarithm of the morpheméameters for the factorial hour va_rlable. Apart from these_
frequency for the minute term). In contrast to MeeuwisserParameters, the model also contains a parameter expressing
etal., we preferred minute-term related variables over whole@" effect of distanced = .027, t=8.980, p..001, indicating
term variables, as Dutch relative clock time expressions staffiat €ach increase in distance is associated with an increase of
with expressing the minute term. Moreover, combining the'027 in 10g(RT)), @ variable expressing a main effedefore
values for minutes and hours into one factor excludes the pog€rsuspastthe half hour ¢=.101, t=4.349, p..001, indicat-
sibility of assessing separate and possibly independent cof}d increased latencies before the half hour), and a variable
tributions of hour and minute terms. To account for possibleEXPressing the interaction between distance and before/past
hour related effects, we included hour as a categorical varitJ=--011, t=-3.999, p.001, indicating a reduced increase in
able in the analyses. Note that this standard set of variabld@€ncy for distance past the half hour).
does not include whole form frequency, as testing the con- Starting from this simpler model, we added a binary vari-
tribution of frequency was a specific focus of Experiment 3.able representing standard times, which we allowed to inter-
The standard set of predictor variables was used in the anact with before/past and distance. The best-fitting complex
yses of both Experiment 1 and 2, in addition to the sets omodel is very similar to the simpler model; the main differ-
experiment-specific variables. In all analyses, we first entere@nce is a significant parameter for the interaction between dis-
the total set of variables as fixed effects and trial number atance and standard times<-.016, t(2020)=-2.686, p=.007).
random effect, and constructed the best-fitting model basedhis indicates that the standard times are faster than the in-
on stepwise model selection by exact AIC (Pinheiro & Batesterjacent time points, and that latencies are shorter for the
2000). 10 than for the 5 minute distance. This second model fitted

As a test of replication, we first analyzed the subset of stanthe data significantly better than the first model (LR=64.68,
dard times. In addition to the variables mentioned aboveP<-0001).
we included a categorical variable representing the reference The fit of both models is depicted in the lower two pan-
point (i.e., hour, half hour or next hour) and a categorical variels of Figure 2. The bottom-left panel shows the fit of
able representing the distance to reference point (i.e., 0/1he simple model, completely missing the effect of standard
for the cardinal times and either 5 or 10 for the remainingtimes. The bottom-right panel shows the significantly better
time points). The best-fitting model (all df=899) contains fit of the more complex model. The analyses show that, al-
three predictors: the logarithm of the minute morpheme frethough distance explains subsets of the data reasonably well,
quency (3=.179, t=7.923, g.001), the reference hour (for a model relying solely on distance can easily be augmented
the full hour 5=-.174, t=-10.632, £.001, for the next full with additional variables. This suggests that the standard

RT (in ms)
700 800 900 1000 1100 1200 1300
L L L L L L L

700 800 900 1000 1100 1200 1300
L L L L L L

RT (in ms)
700 800 900 1000 1100 1200 1300
L L L L L
U // .v
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clock times are processed differently from non-standard cloclkariables entered in the regression are (1) a numerical repre-
times. This might be caused by differences in arithmetic prosentation of the solution (similar to distance in Experiment 1),
cessing (which will be tested in Experiment 2), or by differ- (2) a categorical representation of the reference point, and (3)
ences in the underlying representation of the expression.Bock binary variable that distinguishes the eight standard times
et al., 2003). (depicted with an additional grey circle in Figure 3) from the
remaining time points. All interactions of these factors were
Experiment 2 included. This initial model also proved to be the best fitting

The second Experiment was designed to test the hypothes(in%o-Ol el. However, for the sal_<e of s_im_plicity, and because the
that the difficulty of the mental arithmetics required during timated parameters are highly similar to the full model, we

clock time naming influences the naming latencies. We me will discuss a more simple model in which the type of arith-
0 9 es 9 : Fhetic problem is represented as a two level factor, either sim-

sured speech onset latencies for arithmetic problems that r%]e (“0+”) or complex (“30-", “-30", or “60-"). The signifi-
semble the assumed operations durm_g clock time naming. .ot estimated parameters (all df=3168) are the magnitude of
In order to allow a comparison with the reaction timesq sl tion (=006, t=4.426, p.001), a parameter for prob-
found for clock time naming in Experiment 1, problems were, type (simble v's. co.mplt’aﬁ:.zszl t=14.595, £.001)
constructed such that all time points of the hour were reyq gl as interactions between magnitude and problem type

ﬂected.. In adgition, the time intervals from16 to h:19 and (8=.015, t=8.331, p..001) and between standard time, mag-
from h:41to h:44 were represented by two different formats .+ ,4e and problem typeJE-.037, t(3168)=-3.423,4.001).

(B/D, and H/F, respectively), reflecting the fact that Dutch These results show that both a larger difference between

offers two alternat|ve. referencc_e points for the;e time pointSy, o 9 operants in the arithmetic problem and the complex-
Consequently, two different arithmetic operations could po-

. ; o X ity of the problem lead to an increase in latencies. However,
tentially explain the reaction time data for these variable sets,/ia in the more complex conditions the default effect is an

Method increase of Iatencit_as with s_olution mag_nitude, the effgct for
the problems that involve five and tenrsversed That is,

64 different arithmetic problems were constructed, in foursolving 40-30 or 30-20 is significantly faster than solving 35-

different conditions. The design reflected the distribution 0f30 or 30-25. Thus, the effect of mental arithmetics is diamet-

alternative formats for clock times in Dutch, as depicted inrically opposed to the effect for standard times as reported in

Figure 1, excluding the cardinal times. The time poimts Experiment 1 and Meeuwissen et al's (2003) study. In other

of the Formats B, D, F, and H were represente@-a®, 30-  words, mental arithmetics can explain the distance effect as

m, m-3Q or 60-m respectively. Participants were instructed an effect of magnitude of solution. However, this explanation

to solve the arithmetic problem as fast as possible, introducdoes not hold for the subset of time points that were originally

ing each answer with an initiéd, as in(thirty minus seven) is tested by Meeuwissen et al. (2003).

twenty-three There were 18 items each for the Formats B and

H, and 14 items each for the Formats D and F. Each item was Frequency estimates

repeated four times, resulting in a total of 256 trials. All stim- Experiment 2 has shown that the time required for calcula-

uli were presented in random order in three individual blockﬁ. P d t explain the full patt fq lts in Experi-

that were separated by a short pause. The experimental procéQns 0€s not explain the Tull pattern o results in Exper

dure was identical to the one applied in Experiment 1. Fiftee clgc?li tllm g‘zxwfessg;gﬁgsnsﬂedhﬁgv'Ic;lijsl}{/r’];h dﬁ;é?g#gg%ég;gﬁ
participants were tested. P 9 P

standard times and non-standard clock times.

Analyses and Results The speech onset latencies of Exper-  Following our reasoning in the introduction, we consider
iment 2 are shown in Figure 3. We fitted a model to these datglock time expressions as compositional idioms or formulas.
As frequency estimates for idioms are not simply a function
of the frequency of their component parts (Sprenger, 2003),
R we assessed the frequencies of the initial clusters of Dutch
./“\./ \, relative clock time expressions (averaging across hours).

\/ _ i .7 Method

1000 1100 1200
I I I
w
S
3

RT (in ms)
900
L

V| We determined the frequencies of 103 clock time clusters of
\ the format[x (alphabetic) [prep] [half]] by subjecting them

to aGooglesearch of Dutch webpages. The number of unique

webpages returned lyooglewas adjusted using the propor-

800
I

& . / tion of queries actually referring to clock times in a sample

I LA « moms 60-m= of 100 hits. If the number of pages was smaller than 100, all

B Ry Rl Ry R R R pages were inspected. The range of queries covered all clock
PR R e R times in the Formats A-D, as shown in Figure 1). However,

the range of the Formats B and H was extended: Format B
) ) ) was used for queries from 1 to 25 minutes past the hour, For-
Figure 3: Speech onset latencies of Experiment 2. mat H for queries from 25 to 1 minute before the next hour.
This procedure allowed to compare the frequencies of possi-
using similar procedures as described for Experiment 1. Thele alternative utterance formats for the variable sets.
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Figure 4: Frequencies of Dutch clock time expressions. Figure 5: Speech onset latencies (continuous line) and model
predictions (dashed line) for Experiment 3

Results and Discussion

The results of the frequency counts are shown in Figure 4from 16 to 19, and format H (instead of F) if they ranged from
The cardinal times (represented by circles with an additional6 to 44 (variable sets). Thirteen participants were tested.

ring) are more frequent than the other times. Within the set Oj\n5jyses and Results The speech onset latencies of Ex-
non-cardinal times, the standard times are in turn more fregoiment 3 are shown in Figure 5. Figure 4 shows the data
quent than the non-standard times. For gach of the fprmg Experiment 3 in continuous lines with circle markers, and

it can be observed that the frequency first increases with digpe regression model fit in dashed lines with square mark-
tance to reference point, and then decreases again. ers. Compared with Experiment 1, the main differences are

A more specific effect can be observed for the minutes thag,e speedup in overall response latency and the faster speech

have two alternative reference points (16-25, 35-44). Withingnget |atencies for the 16-19 and 41-44 minute times, both
:_hese re_mtgesl, the Iretqhueﬂcy faVO(er fthe Bt aDnd ';j' &):cmatt_s fAhdicating that this experiment tested a more natural setup.
iMme PoInts closer 1o the our, and tformat 1 an Or M€~ 15 test the hypotheses discussed in the introduction of

points closer to the half hour. However, this preference isth' ; -

X . : this paper, we entered sets of factors representing distance,
not absolute. For the 20 and 40 minute time points, the frez i, evic difficulty and cluster frequencies in the regression
guencies of theelative to the half houformats (D, F) are

only slightly higher than the frequencies of thelative to equation and assessed the optimal model. For distance, we

I . . entered minutes in the equation both as a main effect and
the (next) full hourformats (B, H). This is most evident in as interaction with utterance format (in which we collapsed

the relative proportions of the preferred formats. The only, :
time points for which this proportion is below .75 are 20 j[he formats for 0, 15, 30 and 45 minutes). By means of the

interaction, distance effects per utterance format can be as-
P(D)=.52), 21 (P(D)=.70), 39 (P(F)=.61) and 40 (P(F)=.54, o e .
Sill(pr)oport)ions z(ire( c)alculz)ated f(rogn)the I())garithm E)f(th)e fre_sessed. For arithmetic difficulty, we entered four factors into

. ) . : he equation, each representing a different type of arithmetic
glrJ:In;v)\//)e.r R‘g: ttrtl?stetr:; I;qrﬁr?ﬂgzggxgeg"(ggti dj’;%g?%_roblem. This is similar to the interaction used in the analyses
P f Experiment 2, but as some arithmetic problems have not be

ized in Experiment 1). Assuming a negative correlation be- . : g L . i
tween frequency and speech onset latencies, this frequeng)e(Sted in Experiment 2 (e.g80-30Q we had to divide this pre

difference is the opposite of what would be necessary to e)ﬂ;\,ctor into four separate factors. For the cluster frequencies,
plain the distance effect. However, given that there are twq e included (1) the logarithm of the cluster frequency in in-

. . ) , eraction with a binary factor representing cardinal times, (2)
alternative high frequent formats for the ten minute distance factor representing the probability of preferred representa-

the increase in speech onset latencies that was observed b &1 : ; :
X . : : - ~1on and (3) the interaction between the logarithm of the fre-
by Meeuwissen et al. and in Experiment 1 might be explaine uency efn()d the probability for the minutesg in the 16:25 and

in terms of competition between these two formats. ThiS asz5.14" . an0e - Apart from these factors, we also included the
sumption will be tested in Experiment 3.

standard factors as discussed earlier. We again assessed the
Experiment 3 best fitting mpdel using stepW|s_;e model selec_tlon.
) ) ~ The resulting model (see Figure 5) contains terms from

In the third experiment we measured speech onset latencigg three hypotheses. The distance hypothesis is repre-
for clock times, using the preferred clock time format for eachsented by a significant interaction between minute and ut-
time point (as determined by the frequency estimates). terance format /{g=.006, fp=-.015, 3g=-.003, fy=-.015,
Method F(4,4504)=11.05, £1.0001). The positive parameter for for-

etho mat B and the negative parameters for the other formats indi-
Materials, Design and Procedure were identical to Expericate a significant distance effect (which is not due to the stan-
ment 1, except for the instruction. Participants were asked tdard times, as including the standard times in the equation
use clock time format B (instead of D) if the minutes rangeddoes not significantly change the fit). The arithmetic hypoth-
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esis is represented by parameters for arithmetic latencies iem, as well as on the magnitude of its result. The latter result
the four main utterance formatsg=2.289, t=-1.733, p=.083, resembles the distance factor in clock time naming. How-
Bp=-2.098, t=-1.590, p=.1123=3.174, t=6.928, {.001, ever, closer inspection of the data revealed that the magnitude
BH=3.223, t=7.080, £.001! The frequency hypothediss  effect doesnot hold for the arithmetic problems that corre-
represented in the final model by parameters for probabilityspond to the standard times. In other words, while mental
of utterance format, the logarithm of the frequency, as wellarithmetics is a significant factor in clock time naming that
as interactions between frequency and cardinal times and béan serve as a probable explanation for the distance effect, it
tween frequency and probability. The parameters are estilso demonstrates that a complete model has to contain addi-
mated at -.172 (t=-3.944,<p001) for probability of utter- tional factors.

ance, at -.013 (t=-3.492 <p001) for the logarithm of the ut- Following Bock et al.'s assumption that clock time names
terance frequency, at .016 (t=3.30%01) for interaction are idioms, and assuming with Sprenger (2003) that idiom
between logarithm of the utterance and cardinal times, and dtequency is not a simple function of its component parts,
-.009 (t=-2.022, p=.043) for the interaction between probabilwe conducted a corpus study on clock time expression fre-
ity and frequency for the range of minutes between 16 and 2§uencies. The results indicated that some time expressions
and 35 and 44. The most interesting of these parameters @€ used much more often than others, which is intuitive
the probability, indicating that clock times for which multiple for cardinal times, but also holds for the standard times.
formats compete have longer speech onset latencies. The bddtus, frequency of usage can partly explain the difference
fitting model contained, apart from these hypothesis-relate§etween standard times and non-standard times. In addi-

parameters, only non-significant parameters. tion, the frequency counts revealed that for some time points
there are preferred and dispreferred formats. While for most
Discussion time points the preference is relatively unambiguous, the time

Clock time naming is a new paradigm in the speech produC;;)ointsh:ZOandh:4Os.how high frequencies for both utterance
tion literature that employs a relatively simple task to inves_formats. The resulting competition of utterance formats can

tigate the production of complex utterances. However thé':'xIOIain the longer reactio_n times for the?‘* time points that
. v were observed by Meeuwissen et al. and in Experiment 1.

complexity of the utterances and the nature of the task de- | third : : d clock ti .
mand a precise model of the cognitive factors involved. n our third éxperiment weé measured clock ime naming
é_atenues, using only the preferred clock time formats. The

In the present study we sought to test and further spe ; del for th data showing the best fit includ
ify Meeuwissen et al.'s (2003) model of clock time naming. regression mode for these data showing the best it Includes
rithmetics, frequency and distance as a factor. However, Ex-

As discussed in the introduction, we tried to determine the? ! t15h d that dist thout f d arith
cognitive factors underlying the distance effect. Thereford?€'MenNt 1 snowed that distance without irequency and arit-
we extended the paradigm to all minutes of the hour. Thrednetics does not yield a good fit. Moreover, the significant

hypotheses were tested: (1) the distance hypothesis, whidpntribution of preference in this model supports the idea of
’ eparate idiom representations for high frequent time points.

predicted an increase of speech onset latencies with increa§—T th its of this stud t that let
ing distance to reference point, (2) the arithmetic hypothesis 0 sum up, the results of this study suggest tnat a compiete

which predicted that the pattern of speech onset latencies camOdel of clock time naming needs to take into account the
be explained by the difficulty of the underlying arithmetic op- YP€ Of the mental operations that underly numerical trans-
erations, and (3) the frequency hypothesis, which predicted {rmation, as well as the frequency and possible idiomaticity
significant influence of the frequency of clock time expres-Of the expressions involved.

sion on speech latencies.

The results of Experiment 1 show that the extended clock References
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