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ABSTRACT OF THE DISSERTATION

Investigating density fluctuations and rotation in tokamak plasmas with Doppler

back-scattering

by

Quinn Thomas Pratt

Doctor of Philosophy in Physics

University of California, Los Angeles, 2024

Professor Troy A. Carter, Chair

This dissertation reports advancements in measuring density fluctuations and flow veloc-

ity in tokamak plasmas using the Doppler back-scattering (DBS) diagnostic. Two sepa-

rate investigations are presented: measurements of the back-scattered power perpendicular

wavenumber spectrum, and a thorough cross-diagnostic comparison of E ×B rotation mea-

surements. To measure the perpendicular wavenumber spectrum using DBS, the launch-

angle(s) of the probing beam were scanned to probe different values of k⊥ at the cutoff layer.

Measurements were made in RF-heated H-mode plasmas with low collisionality and domi-

nant electron-heating – a regime expected to be relevant for future burning plasmas. The

back-scattered power spectrum, Ps(k⊥), is found to exhibit exponential decay. In normalized

wavenumbers, the exponential decay factor (Ps(k⊥) ∝ e−ζ(k⊥ρs)) was found to be ζ ≈ 1.7

over the majority of the spectrum and ζ ≈ 3.9 at high-k⊥ρs. Novel synthetic diagnostic

modeling was performed to test models of plasma turbulence against the measured Ps(k⊥).

DBS instrumental effects and the plasma density fluctuations, δn, were each modeled with

varying levels of physics-fidelity. Reduced model beam-tracing and quasi-linear gyro-fluid

results are compared with higher-fidelity full-wave and nonlinear gyrokinetics simulations.

Ultimately, mixed-agreement between measurements and simulations across the wavenum-

ber spectrum is found. At the lowest measured wavenumbers k⊥ρs ≤ 0.4 and for k⊥ρs ≥ 1.2
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simulations and measurements agree as to the shape of the wavenumber spectrum. Over the

range 0.4 < k⊥ρs < 1.2, simulations and measurements disagree as to the rate of spectral

decay. Transport modeling found that while the reduced quasi-linear model can match the

experimental fluxes, it does not reproduce the higher-fidelity nonlinear gyrokinetic behavior

in the electron energy channel. In a separate investigation, rigorous cross-diagnostic compar-

isons were made between DBS and the charge-exchange recombination spectroscopy (CER)

diagnostics. Measurements were made in an L-mode plasma where neutral beam injection

(NBI) applied a variable external torque. In analyzing the DBS measurements, novel spectral

fitting methods and uncertainty propagation were used to construct the DBS-CER compari-

son dataset. Statistical analysis suggests a tendency for DBS and CER to agree within their

respective uncertainties. Across the comparison dataset, the average difference in ωE×B was

found to be |d̄| = 0.1 kRad/s. The 95% confidence interval for their agreement was found

to be approximately 5 kRad/s in terms of ωE×B. The phase velocity of δn fluctuations was

estimated using linear gyro-fluid analysis and found to be negligible relative to vE×B. The

results of the rotation investigation provide a certain level of mutual-validation for DBS and

CER in measuring E ×B rotation.
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CHAPTER 1

Introduction

1.1 Nuclear fusion energy

Nuclear fusion is the synthesis of heavier nuclei from lighter subatomic components. En-

ergy is released when the fusion product is in a more energetically favorable configuration.

Harnessing the energy released during fusion reactions is the ultimate goal of fusion energy

research. Since the 1950s, when research began, the field has made enormous progress toward

achieving net energy production. However, no fusion experiment to date has achieved this

goal. Although the challenges of fusion are daunting, the promise of near limitless energy

continues to push the field forward.

For fusion to take place, nuclei must overcome (or tunnel through) the repulsive Coulomb

barrier to allow strong nuclear interactions to occur. This necessitates that a significant

population of the nuclei have substantial kinetic energy. The energy required is well beyond

the ionization threshold of lighter elements. Thus, an environment supporting nuclear fusion

will be a fully-ionized plasma. The task of achieving fusion on earth is directly linked with

the confinement and heating of a plasma.

There are two leading strategies for plasma confinement: Inertial Confinement Fusion

(ICF) and Magnetic Confinement Fusion (MCF). In each case, lighter nuclei are driven to

extreme temperatures/densities such that the probability of fusion reactions is appreciable.

Then, importantly, the plasma must be confined for a long enough time to release significant

energy to the environment (e.g. to heat steam and spin a turbine). Ideally, a fraction of

the fusion energy remains in the plasma to provide self-heating, alleviating some external

heating requirements. In this thesis we focus on MCF confinement, specifically the tokamak
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Figure 1.1: Record Lawson triple-product values for various MFE configurations. Contours

of Qsci. are also shown in the upper right of the axis. The maximum projected nTτE for

planned tokamaks (ITER, SPARC) is also shown. This figure was adapted from [1].

configuration (see Section 2.1).

Balancing the power from external heating and plasma self-heating against losses due

to bremsstrahlung radiation and loss of thermal energy over τE (the energy confinement

time) results in a criterion for ‘scientific breakeven’ [1]. The scientific breakeven milestone is

defined as Qsci. = 1, where Qsci. = Pfus./Pext. is the ratio of the fusion power and the external

heating power. In theory, if plasma self-heating is sufficient to exceed all losses, the external

power can be removed leading to Qsci. → ∞. The Qsci. → ∞ limit is refereed to as ‘ignition’.

The preceding power balance analysis can be re-cast in terms a required plasma density (n),

ion temperature (T ) and τE to achieve a certain value of Qsci.. The Lawson ‘triple-product’,

L = nTτE, combines all three parameters into a single figure of merit for nuclear fusion.
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In terms of L, specifying a target value for Qsci. implies a critical nTτE ≥ Lcrit.. Generally

speaking, for a given fusion reaction, there exists a minimum Lcrit. as a function of ion

temperature. Therefore, we seek the confinement scheme, auxiliary heating methods, and

fuel with the minimum required Lcrit. to produce fusion energy at a fixed (scientific) gain of

Qsci..

One favorable fusion reaction is between deuterium and tritium (D-T),

2
1H+ 3

1H → 4
2He(3.5 MeV) + 1

0n(14.1 MeV),

which has minimum Lcrit. ≈ 3 × 1021 [keV·s/m3] at T = 14 [keV] (for ignition). Figure 1.1

illustrates a database of record nTτE values from [1] for a variety of MCF configurations.

Also displayed in Figure 1.1 are contours of Qsci. for the D-T reaction. For all the MCF

configurations shown in Figure 1.1, tokamaks are closest to achieving Qsci. = 1 by a signif-

icant margin1. For example, with significant external heating, Ti > 14 [keV] was achieved

(transiently) thirty years ago on the TFTR tokamak with densities approaching 1 × 1020

[m−3] [2]. These ‘super shot’ plasmas obtained record tokamak performance while using D-T

fuel. However, achieving breakeven (L ≥ Lcrit. for Qsci. ≥ 1) was not possible. For the

demonstrative case of TFTR, the required τE ≈ 2 [s] for breakeven was 10× larger than

what was possible at the time. To this day, τE on the order of 1-10 seconds remains 10-100×

larger than what is currently achieved on tokamak devices. Extending the energy confine-

ment time of hot, dense plasmas without compromising other important aspects (stability,

impurity content, first-wall integrity, etc.) is at the heart of modern tokamak research.

The low energy confinement time observed in tokamak devices is related to the physics

of plasma transport. Experimental observations of tokamak transport (i.e. the flux of parti-

cles, heat, and momentum across magnetic field lines) exceeded initial theoretical predictions

by an order of magnitude or more. These initial, baseline transport predictions are part of

what is now called the ‘neoclassical theory’ of tokamak transport. Historically, the amount of

1It is worth noting that because tokamaks achieved early success in the form of record ion temperatures,
other MCF schemes have historically received less attention.
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transport exceeding the neoclassical prediction was dubbed ‘anomalous transport’. Today,

this anomalous transport is largely attributed to ‘micro-turbulence’ arising from unstable

ion gyro-radius scale plasma modes. The last two decades of tokamak research has fea-

tured significant developments in experimental methods of measuring micro-turbulence and

advances in theoretical and numerical modeling to quantitatively predict micro-turbulence

driven transport.

Experimental measurements generally capture individual fluctuating fields, e.g. the fluc-

tuating plasma density, δn, or fluctuating temperature, δT . These fluctuating fields – often

measured with limited wavenumber/spatial resolution – are not sufficient for directly calcu-

lating turbulent fluxes from experimental data. Instead, simulations are used to calculate

turbulent fluxes and the simulated δn and δT are compared with fluctuation measurements.

The turbulent fluxes predicted by these simulations are large enough to account for the

experimentally-observed transport. However, validating these turbulent-transport models

against experimental measurements and developing robust reduced models remains an ac-

tive area of research.

1.2 Summary of the dissertation

This dissertation presents a variety of results based on measurements using the Doppler

back-scattering (DBS) diagnostic. Perhaps the most significant results are those pertaining

to the density fluctuation wavenumber spectrum, δn̂(k⊥). In addition to measurements of

the wavenumber spectrum, a synthetic DBS diagnostic model was developed to test theories

of plasma turbulence. The synthetic diagnostic model is used to interpret measurements

and test both a quasi-linear gyro-fluid model and higher-fidelity nonlinear gyrokinetics sim-

ulations. The δn̂(k⊥) measurements were made in H-mode plasmas sustained only with

electron-cyclotron resonance RF heating (ECH). The ECH H-mode plasma regime is ex-

pected to be relevant for future burning plasmas where fusion-born alpha particles primarily

heat electrons and high temperature core plasmas possess low collisionality. The ECH H-

mode discharges studied as part of this doctoral research are part of a less-frequently studied
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tokamak plasma regime. While the overall MHD stability, energy confinement, and micro-

turbulence character appears similar to more traditional discharges heated by neutral beam

injection (NBI); the precise role of unstable electron modes remains unclear.

DBS δn̂(k⊥) measurements, when interpreted in terms of spectral power laws (|δn̂|2 ∝

k−ν⊥ ), suggest a wavenumber spectrum with variable spectral decay, 0.6 ≤ ν ≤ 9.4, over a

broad range of spatial scales, 0.2 ≤ k⊥ρs ≤ 6. In fact, the measured spectrum is almost

purely exponential in normalized wavenumber space, suggesting the possibility of long-range

δn correlations tangent to magnetic flux surfaces (binormal direction). For k⊥ρs ≥ 1.2 and

k⊥ρs ≤ 0.3, the spectral decay (ν) predicted by turbulence simulations agrees remarkably well

with the DBS measurements. However, for 0.4 < k⊥ρs < 1.2, the turbulence models predict

steeper spectral decay than what was observed experimentally. This result is complicated

by the fact that the model of DBS instrumental effects, namely beam-tracing, may become

less accurate at low-k⊥. The investigation of the δn̂(k⊥) wavenumber spectrum in ECH H-

mode plasmas along with advances in DBS modeling to interpret results and test simulations

constitutes a large fraction of this dissertation.

In addition to the wavenumber spectrum investigation, a separate investigation is pre-

sented which focuses on the frequency spectrum of fluctuations measured by DBS. Specif-

ically, the E × B rotation inferred from the Doppler shift of back-scattered waves. In the

rotation investigation, we compare radial profiles of plasma E × B rotation based on DBS

measurements with values from the charge-exchange recombination spectroscopy (CER) di-

agnostic. Profiles of E × B rotation are compared under varying externally-applied torque

conditions (due to neutral beam injection). Generally, the E×B values derived from the two

independent diagnostics are found to agree within their respective uncertainties. Statistical

analysis of the DBS-CER cross-diagnostic comparison dataset is used to quantify discrep-

ancies and bound when differences may be statistically significant. In some cases, the high

time-resolution DBS measurements were found capture the beam-induced prompt torque

on the plasma. Additional analysis is presented to estimate the prompt-torque density, the

E ×B shearing rate, and the turbulence phase velocity using DBS measurements.
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1.2.1 Summary of publications related to this dissertation

In the past decade there have been several developments in DBS theory and hardware which

have directly impacted this thesis. The 3D scattering effect of ‘mismatch attenuation’ – a

reduction in the scattering signal when the probing DBS beam is not perpendicular to the

background magnetic field at cutoff – has been given particular attention. New quasi-optical

DBS hardware was installed in the DIII-D tokamak; including multi-axis mirrors allowing

for the toroidal steering of DBS beams (see T. Rhodes et al. [3]). Simultaneously, the beam-

DBS theoretical framework was developed by V. Hall-Chen et al. [4]; providing a means to

quantitatively predict the level of mismatch attenuation. In subsequent work by J. Damba

and V. Hall-Chen et al. [5,6], predictions from the beam-DBS theory were validated against

scans of the toroidal DBS launch-angle in DIII-D discharges.

The beam-DBS theoretical framework also provides a model of the DBS instrument

function (sometimes called a transfer function or weighting function). The work in Chapter

4 of this thesis directly uses the beam-DBS theory to develop and apply a synthetic DBS

diagnostic. The application of this synthetic diagnostic to DBS δn̂(k⊥) measurements in

ECH H-mode plasmas was published by the author in [7]. The work presented in Chapter

4 also makes use of results from Ruiz-Ruiz et al. [8] in modeling DBS and relating the

wavenumbers used in simulations to experiment (see Appendix C).

Separately, the rotation investigation in Chapter 5 corresponds to work published by

the author in [9]. Aside from these published works, this doctoral research also included

the development of an open-source collection of DBS analysis software in the form of an

OMFIT module. The OMFIT-DBS module is discussed in more detail in Appendix A

and in the OMFIT-DBS tutorial document available on the OMFIT website (omfit.io).

The OMFIT-DBS module has aided in the analysis of DBS data from both the DIII-D

and MAST-U tokamaks and is currently being prepared to analyze data from an upcoming

NSTX-U DBS diagnostic. The OMFIT-DBS module has aided DBS analysis in published

works including [5, 7, 9–11].
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1.3 Outline of the dissertation

This dissertation is divided into six chapters and three appendices:

1. Chapter 1 (this chapter) is the introductory chapter.

2. Chapter 2 includes background information on turbulent transport in tokamak plasmas.

In Chapter 2 we also discuss the quasilinear code TGLF used in later analysis. Prior

work comparing DBS measurements with simulations is also reviewed.

3. Chapter 3 contains a comprehensive description of the DBS diagnostic. In Chapter

3 we present theory of the DBS scattering process as well as relevant cold-plasma

wave theory in the electron-cyclotron range of frequencies. We present the DIII-D

DBS electronics and quasi-optical hardware as well as DBS analysis methods. Beyond

data analysis, we also present the ray-tracing, beam-tracing, and full-wave methods of

simulating the probing DBS wave in the background plasma. Chapter 3 also contains

a discussion of the synthetic DBS diagnostic developed as part of this thesis and some

discussion of non-ideal/complicating effects in DBS including nonlinear scattering.

4. Chapter 4 presents the density fluctuation wavenumber spectrum investigation in ECH

H-mode plasmas. We present the experiment, detailed DBS measurements and results

from extensive turbulence/transport modeling. Some of the work presented in Chapter

4 was also published by the author in [7].

5. Chapter 5 presents the E×B rotation investigation including cross-diagnostic compar-

isons with the CER diagnostic. We provide some additional background on tokamak

rotation and the principles of CER. We present the measured rotation profiles, sta-

tistical analysis of the DBS-CER cross-diagnostic comparisons, and some additional

analysis of prompt-torque, E × B shear (γE×B), and estimations of the turbulence

phase velocity. Some of the work presented in Chapter 5 was also published by the

author in [9].
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6. Chapter 6 is the concluding chapter, summarizing the dissertation and discussing av-

enues for future work.

7. Appendix A discusses the OMFIT-DBS module in detail.

8. Appendix B presents models for the DBS frequency spectrum including the theory-

based Taylor model and some ad hoc 3-parameter and 4-parameter lineshape models.

9. Appendix C provides details of the nonlinear CGYRO simulations featured in Chapter

4 as well as a discussion of converting wavenumbers between simulation and experiment.

8



CHAPTER 2

Background: turbulent transport in tokamaks

In this chapter we provide an overview of turbulent transport in tokamak devices. Section 2.1

describes the tokamak configuration with an emphasis on the geometry of the magnetic field

and common tokamak coordinate systems. Subsection 2.1.1 briefly describes the parameters

of the DIII-D tokamak. Section 2.2 discusses tokamak transport scaling laws and the gyro-

Bohm transport paradigm. Section 2.3 presents an overview of the kinetic theory of tokamak

transport. Neoclassical and turbulent transport are discussed in Subsections 2.3.1 and 2.3.2

respectively. An overview of quasi-linear transport and the TGLF model is presented in

Section 2.4. Section 2.5 provides a phenomenological overview of common tokamak micro-

instabilities. Finally, Section 2.6 provides a summary of recent turbulent-transport research

along with a description of previous comparisons between DBS measurements and turbulence

simulations.

2.1 The tokamak configuration

Tokamaks are magnetic confinement fusion devices designed to confine a hot plasma using an

externally-applied toroidal magnetic field. Figure 2.1 provides a 3D rendering of a tokamak.

In an inductive tokamak scenario, a central solenoid is used to create a time-changing mag-

netic flux; inducing a toroidal electric field (transformer circuit in Figure 2.1). The toroidal

electric field induces a current in the plasma which in turn produces a poloidal magnetic

field necessary for tokamak stability. Importantly, the total magnetic field in a tokamak is

helical rather than purely toroidal.

The magnitude and direction of the plasma-generated poloidal magnetic field depends on

9



Figure 2.1: Schematic of the tokamak MCF configuration from [12].

the total current density, j, inside the plasma. In general, the helicity of the total magnetic

field varies over the plasma minor radius. This shear in the magnetic field is captured by

the rotational transform, ι, or its reciprocal q (the safety factor). MHD theory describes the

macroscopic distribution of currents in the plasma and the relationship between magnetic

forces and the total plasma pressure. The equilibrium equation,

j×B = ∇p, (2.1)

can be used to derive the Grad-Shafranov partial differential equation describing the ax-

isymmetric distribution of poloidal magnetic flux ψ. Equation 2.1 also implies that the

macroscopic j and B are embedded in nested ‘flux surfaces’. These flux surfaces play a

central role in tokamak theory both as (theoretical) isosurfaces of density, temperature, and

bulk rotation, and as the basis for the field-aligned coordinate system.

Figure 2.2 illustrates common tokamak coordinate systems. In Figure 2.2(a) a flux surface

is depicted in 3D with an embedded helical magnetic field line. Figure 2.2(a) depicts the
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Figure 2.2: Schematic of the tokamak coordinate systems.

lab-cylindrical, (R, ζ, Z), and the simple-toroidal, (r, θ, ϕ), right handed coordinate systems.

Note that for non-circular flux surfaces the minor radius, r, varies with the poloidal angle, θ,

around the flux surface. For this reason we also show the flux surface label ψ. In principle,

any monotonic quantity can be used to label flux surfaces (including r). However, it is

natural to use labels which are constant on flux surfaces (e.g. the poloidal magnetic flux,

ψ).

Figure 2.2(b) illustrates two magnetic flux conventions: on the left side of 2.2(b) we

provide a surface Stor. at constant toroidal angle ϕ, and on the right side of Figure 2.2(b) we

provide a ribbon-type surface1 Srpol. at constant θ. Both the poloidal flux, ψp, and toroidal

flux, ψt, are common flux surface labels (depending on which surface in Figure 2.2(b) is

selected for integration). Flux surface labels are typically normalized by their value at the

separatrix (the last closed flux surface or LCFS). For example,

ρt(r) =

√
ψt(r)

πBϕ0

(2.2)

1One can define a disk-type poloidal flux complimentary to the ribbon-type poloidal flux shown in Figure
2.2(b) – see [13]
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is the square root of the toroidal magnetic flux normalized by the on-axis toroidal magnetic

field. The flux surface label ρ = ρt/ρt(a) is ρt(r) normalized with respect to its separatrix

(r = a) value. The flux surface label ρ is used throughout this dissertation.

Theoretical descriptions of tokamaks often make use of analytic parameterizations of flux

surfaces, i.e. formulas for a flux surface’s R(r, θ) and Z(r, θ). For example, the Miller [14]

and MXH [15] models allow for flux surfaces with non-trivial shapes. More complex flux

surface shapes can be parameterized by the elongation κ, triangularity δ, and other scalars.

Theoretical tokamak descriptions generally use field-aligned coordinates (i.e. coordinates

where the magnetic field becomes a straight line). Figure 2.2(c) illustrates a field-aligned

coordinate system using the Clebsch-type magnetic field, B = ∇α ×∇ψ where ψ = ψp/2π

and α = ϕ + ν(ψ, θ) with the coordinate ν(ψ, θ) encoding the helicity of the magnetic

field [16]. The (ψ, θ, α) coordinate system is discussed in more detail in Appendix C. For a

mathematically rigorous treatment of flux coordinates see [13].

2.1.1 The DIII-D tokamak

DIII-D is a conventional, midsize tokamak located in San Diego, CA, USA [17]. DIII-D

has major radius R0 = 1.66 m with typical plasma LCFS minor radius a = 0.67 m for

an aspect ratio R0/a = A ≈ 2.5 and inverse aspect ratio ϵ = A−1 ≈ 0.4. The maximum

on-axis toroidal magnetic field is Bϕ0 ≈ 2.2 T and the maximum plasma current is Ip = 2

MA. For the work considered in this thesis, DIII-D has the following auxiliary heating and

current-drive capabilities: eight neutral beam injection (NBI) sources along four beam-lines,

and four (gyrotron) electron cyclotron heating (ECH) sources. The first wall of DIII-D is

graphite – making Carbon the typical impurity species in DIII-D plasmas.

Figure 2.3 provides a plan view of the DIII-D tokamak along with an example magnetic

equilibrium reconstruction from the EFIT code [18]. The four NBI beam-lines with two

sources each (R/L) are labeled in Figure 2.3(a) according to their toroidal locations on

the machine. The four ECH inputs are also shown in Figure 2.3(a) near the 270◦ toroidal

location. Two DBS systems (discussed in more detail in Chapter 3) are also shown in Figure
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Figure 2.3: Plan view of the DIII-D tokamak with an example magnetic equilibrium. In (a)

the ‘normal’ orientation of the magnetic field and plasma current, Ip are shown. The 210◦

neutral beam is shown in the counter-Ip direction. The location of the four ECH launchers

used at the time of the study in Chapter 4 is shown. The labels for the ECH lines correspond

to the gyrotrons. The location of the DBS60 and DBS240 systems are also shown. In (b)

an example magnetic equilibrium is shown with flux surfaces (contours of ψ).

2.3(a) and are labeled by their toroidal locations. The magnetic equilibrium shown in Figure

2.3(b) is an example of an elongated (LCFS κ ≈ 1.7), lower single null (diverted) plasma.

The term ‘lower single null’ refers to the formation of a single X-point in the lower half of

the separatrix.

2.2 Tokamak transport scaling paradigms

One of the most important questions in magnetic fusion energy research is how plasma

transport scales as a function of physics parameters. To answer this question, transport

scaling laws have been devised to reduce the complexities of transport down to a handful

of variables. Scaling laws can be cast in terms of engineering variables with absolute units

(e.g. R [m], Ip [MA], etc.), or in terms of dimensionless plasma parameters (defined below).

Ideally, an empirical scaling law would cover a broad range of input parameters such that
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overall trends can be deduced. To this end, tokamak researchers from around the world

have combined experimental data from multiple tokamaks to establish benchmark empirical

scaling laws. These scaling laws been used to guide research and extrapolate toward future

devices. In this section we provide a heuristic description of Bohm and gyro-Bohm tokamak

scaling paradigms [19]. We also define several dimensionless plasma parameters which appear

in later chapters.

Fundamental work regarding plasma transport across magnetic field lines is due to Bohm,

where a diffusion coefficient was found to be, χB ∝ T/eB. From this expression, we can define

the Bohm-time, τB = a2/χB – a characteristic time for Bohm-like diffusion across a system

of size a (e.g. the minor radius of the LCFS in a tokamak). The Bohm-time is a natural

quantity to normalize other transport timescales such as the energy confinement time, τE,

introduced in Section 1.1. We may posit that the normalized energy confinement time, τE/τB

has some (unknown) functional dependence on other dimensionless plasma parameters,

τE/τB = F (ρ∗, β, ν∗, . . .). (2.3)

In Equation 2.3 the normalized ion-sound gyro radius is,

ρ∗ ≡ ρs/a =
cs
aΩi

(2.4)

with sound speed, cs ≡
√
Te/mi, and ion cyclotron frequency, Ωi ≡ ZieB/mi. Also in

Equation 2.3,

β ≡
∑

s nsTs
B2/(2µ0)

(2.5)

is the ratio of the total (summed over species s) kinetic pressure to the magnetic pressure.

Finally, in Equation 2.3,

ν∗s ≡
νis

vsϵ3/2/(qR)
(2.6)

is the ratio of the collision frequency to the trapped particle bounce frequency for species s

where νis is the ion-s collision frequency, q is the safety factor, R is the major radius, vs is the
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thermal velocity for species s, and ϵ = r/R is the inverse aspect ratio. For the presentation

here we will restrict the function F to depend on ρ∗, β, and ν∗ although in general other

dimensionless parameters may be relevant. Note that the logic behind Equation 2.3 can

be applied to an arbitrary, local, species-dependant transport timescale τ (not only the

macroscopic τE). For macroscopic timescales such as τE, the parameters ρ∗, β, and ν∗ are

often evaluated for the main ion species and may be volume-averaged.

Two special cases of Equation 2.3 are defined with respect to the ρ∗ dependence within

the function F ,

τE/τB =


ρ−1
∗ F (β, ν∗) for gyro-Bohm transport,

F (β, ν∗) for Bohm transport.

(2.7)

For the case of gyro-Bohm transport, the function F is taken to scale inversely with the

normalized gyro-radius ρ∗. For Bohm transport F is independent of ρ∗. The scaling with

ρ∗ has a significant impact on projections to future tokamak devices. In contrast with

other dimensionless parameters, it is believed ρ∗ will change the most as we construct next-

generation devices operating at higher B-field and larger size a (both imply smaller ρ∗).

Thus, MFE research would benefit from a scaling of the form τE/τB ∝ ρ
−|x|
∗ , as is the case in

gyro-Bohm scaling (x = 1). Observations of tokamak transport in the H-mode scenario have

largely demonstrated approximate gyro-Bohm scaling2 [20]. However, L-mode confinement

often exhibits Bohm-like scaling. For reference, the IPB98(y,2) multi-machine empirical

scaling law is,

τE,IPB98(y,2)/τB ∝ ρ−0.7
∗ β−0.9ν−0.01

∗ M0.96q−3.0ϵ0.73κ2.3a , (2.8)

for ELMy H-mode plasmas withM being the average ion mass and κa ≡ area/πa2 (related to

the flux surface elongation) [21]. The ρ−0.7
∗ term in Equation 2.8 is indicative of approximately

gyro-Bohm scaling.

Focusing on the ρ∗ dependence of Equation 2.7, we can define the gyro-Bohm timescale,

τgB = ρ−1
∗ τB, for an arbitrary transport process. This relationship is also sometimes written

2Notable exceptions include transport scaling with the main ion mass, which is the subject of ongoing
research.
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in terms of diffusivities using the fact that τgB/τB ∝ χB/χgB. The gyro-Bohm diffusivity

is then related to the Bohm diffusivity with χgB = ρ∗χB. Inserting the Bohm diffusion

coefficient, χB ∝ T/eB ∝ csρs, the unit gyro-Bohm diffusivity can be defined as, χgB =

(cs/a)ρ
2
s. Along with this gyro-Bohm unit diffusivity, we can define a series of gyro-Bohm

transport fluxes which are often used to normalize results from simulations. Using electrons

as the reference species, the gyro-Bohm particle flux is,

ΓgB,e = necs(ρs/a)
2, (2.9)

and the gyro-Bohm energy flux is,

QgB,e = neTecs(ρs/a)
2. (2.10)

These definitions come from considering diffusive transport processes e.g. ΓgB = χgB∇n and

taking ∇n ∼ n/a. It is important to note that plasma transport does not generally follow

a simple Fick-ian constitutive relationship (proportionality between fluxes and gradients in

kinetic quantities). However, effective diffusivities are often used in transport analysis and

the gyro-Bohm fluxes are defined by considering diffusive behavior.

Working backwards from the unit gyro-Bohm diffusivity, χgB = (cs/a)ρ
2
s, one can in-

terpret the implied diffusive transport process as a random-walk with perpendicular length

scale on the order of ρs and characteristic time on the order of a/cs. These are the fun-

damental length and timescales associated with ‘microscopic’ turbulent transport discussed

later in this chapter. Given the implicit importance of O(ρs) phenomena – it is reasonable

to approach transport from a kinetic/gyrokinetic framework where finite ρs effects are in-

cluded. In the following section we delve into a more rigorous treatment of the theory plasma

transport in tokamaks.
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2.3 Kinetic theory of tokamak transport

In principle, the transport of particles, heat, and momentum across magnetic field lines in a

tokamak can be evaluated in the kinetic theoretical framework by solving the plasma kinetic

equation for the 6+1 dimensional distribution function fa(x,v, t),

∂fa
∂t

+ v · ∇fa +
qa
ma

(
E+

1

c
(v ×B)

)
· ∂fa
∂v

= C[fa] + Sa (2.11)

where the subscript a labels the plasma species (not to be confused with the tokamak minor

radius), C is a plasma collision operator, and S is a source term. Along with Maxwell’s

equations, we obtain a closed system which theoretically contains the relevant physics. How-

ever, for realistic tokamak parameters, phase-space dynamics occur over many orders of

magnitude; making it nearly impossible to solve Equation 2.11 directly. Allowing the dis-

tribution function and electromagnetic fields to contain fluctuating components, an initial

step is taken to separate the problem by expanding quantities, X = X + δX where a plain

X now represents ⟨X⟩ens.. The ensemble-averaged kinetic equation becomes,

∂fa
∂t

+ v · ∇fa +
qa
ma

(
E+

1

c
(v ×B)

)
· ∂fa
∂v

= ⟨C[fa]⟩ens. +Da + Sa, (2.12)

where the additional Da term on the RHS contains the interaction between fluctuating

components of the fields and the distribution function,

Da ≡ − qa
ma

〈(
δE+

1

c
(v × δB)

)
· ∂(δfa)

∂v

〉
ens.

. (2.13)

Provided C and D conserve particle number, Sugama and Horton [22] derive a set of flux

surface averaged transport equations from the ensemble-averaged kinetic equation (Eq. 2.12

above). In the following discussion we focus on the particle transport channel – similar

expressions exist for energy and momentum transport [22]. The flux surface averaged particle
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transport equation is,

∂⟨na⟩fs.
∂t

+
1

V ′
∂

∂r
(V ′Γa) =

〈∫
d3vSa

〉
fs.

, (2.14)

where V ′ captures the differential plasma volume within flux surfaces, and ⟨. . . ⟩fs. represents

the flux surface average. The plasma density is,

na =

∫
d3vfa (2.15)

and the particle flux is,

Γa =

〈∫
d3vfav · ∇r

〉
fs.

. (2.16)

It is important to note that the structure of Equation 2.14 is akin to a typical conservation

law i.e. ∂t(density) +∇ · (flux) = (source). However, as noted in the previous section, the

particle flux is not simply proportional to the density gradient, i.e. Γ ̸= −D∇n, with D

being a diffusion coefficient. Instead, the particle flux is fundamentally the radial velocity

moment of the distribution function using Equation 2.16.

Continuing with the demonstrative case of particle transport: in steady-state (∂t =

0), Equation 2.14 becomes a balance between the flux (Eq. 2.16) and the source term.

The distribution function appearing in the these equations is taken to be a solution of the

ensemble-averaged kinetic equation (Eq. 2.12) which remains intractable to solve directly.

The standard analytical procedure is to produce approximate solutions of the kinetic equation

by exploiting separation of spatio-temporal scales depending on the dynamics of interest. In

modern tokamak transport theory there are two specific reductions of Equation 2.12 which

are commonly solved in place of the full kinetic equation: the drift-kinetic equation (DKE)

and the gyrokinetic equation (GKE). Each reduction and its impact on transport is discussed

in the following subsections.
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2.3.1 Neoclassical transport

Example derivations of the DKE can be found in [23, 24]. The derivation by Hazeltine

in [23] uses the order-parameter, δ ≡ ω/Ω ≪ 1, where ω represents the characteristic

frequency of the dynamics under consideration and Ω is the cyclotron frequency for a given

species3. The ordering δ ≪ 1 implies we are interested in phenomena occurring much

slower than cyclotron motion (an appropriate limit for tokamak transport). Traditionally,

one transforms to coordinates (x, µ, ε, ϑ, t), where velocity-space is replaced by the magnetic

moment µ = mav
2
⊥/2B, the total energy ε = mav

2/2 + qaϕ, and the gyro-phase angle ϑ.

In these coordinates, the DKE results from expanding the total distribution function into

a gyro-phase averaged component and an oscillating component with respect to the gyro-

phase, fa = fa + f̃a. The component of ensemble-averaged distribution function that varies

over the gyro-phase is ordered f̃a ∼ O(δ). The resulting DKE (see Equation 19 of [23])

describes the (slow, δ ≪ 1) evolution of the gyro-phase averaged distribution function.

To solve the DKE one typically exploits another scale-separation; namely an expansion

in the normalized ion gyro-radius ρ∗i ≡ ρi/L (where L is the system size, for a tokamak

L = a the minor radius – not to be confused with the species subscript label). The result-

ing expansion of the DKE is solved to O(ρ∗i) (with appropriate treatment of the collision

operator) such that the O(ρ2∗i) fluxes can be evaluated4. The second-order fluxes resulting

from this procedure are responsible for neoclassical transport, i.e. the transport of particles,

heat, and momentum arising from collisions between guiding-centers executing drift motion

in toroidal geometry. In practice, the code NEO [25] can be used to evaluate neoclassical

fluxes for realistic profiles and magnetic equilibria from tokamak experiments.

3Hazeltine does not perform the ensemble-averaging step, thus there is no factor Da in their work.

4Using the particle flux in Equation 2.16 as an example: at first order in ρ∗i the velocity v is replaced by
the magnetic and E ×B drift velocities v → vD + vE . At O(ρ∗i) the magnetic drift velocity is also O(ρ∗i)
but the E × B drift is O(ρ2∗i). Thus, when the gyro-phase averaged distribution function is expanded in

powers of ρ∗i in Equation 2.16, we obtain a second -order flux from fa
(0)

vE + fa
(1)

vD. There is no O(ρ∗i)

flux from fa
(0)

vD because the flux surface average nullifies vD motion.
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2.3.2 Turbulent transport

To evaluate transport driven by plasma fluctuations – often called ‘turbulent’ transport –

we return to the kinetic equation (Eq. 2.11) and focus on the the fluctuating component

of the distribution function (δfa) rather than its ensemble-averaged counterpart (plain fa).

Derivations of the GKE by Sugama can be found in [22] (for electrostatic fluctuations)

and [26] (for electromagnetic fluctuations). Similar to the DKE method, an expansion in ρ∗i

is performed. The GKE ordering asserts,

δfa
fa

∼ qaδϕ

Ta
∼ εvTa|δA|

cTa
∼
k∥
k⊥

∼ (ω − k ·V0)

Ωa

∼ δ ≡ ρs
L
, (2.17)

where background rotation, V0, and the fluctuating vector potential, δA, are included in

the rotating/electromagnetic case treated in [26]. The ordering of k∥ ≪ k⊥ implies that

spatial variations perpendicular to the background magnetic field can be scale-separated

from variations along the field. It is common for an additional WKB expansion to be

performed fluctuating quantities. For an arbitrary fluctuating quantity δX the expansion is,

δX(x, ε, µ, ϑ, t) =
∑
k⊥

δXk⊥(x, ε, µ, ϑ, t) exp[iS(x, t)], (2.18)

where the perpendicular wavenumber is defined with respect to the eikonal phase, k⊥ ≡ ∇xS.

Substituting the WKB expansion for fluctuating quantities in the kinetic equation re-casts

the problem in terms of fluctuating amplitudes, δXk⊥ = δX(k⊥). Then, taking a gyro-

average of the O(ρ∗i) evolution equation for the fluctuating distribution function reveals

adiabatic and non-adiabatic components,

δfa1(k⊥) = −qaδϕ(k⊥)

Ta
fa0 + δha(k⊥)e

−ik⊥·ρa . (2.19)

The non-adiabatic part of the fluctuating distribution function, δha, can be calculating at

the next order in ρ∗i. The nonlinear GKE for δha is obtained by gyro-averaging the kinetic

equation for δfa2(k⊥), i.e. the O(δ2) component of the fluctuating distribution function
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(see Eq. 18 in [26]). Once the GKE for δha is solved, the turbulent transport fluxes can

be evaluated. For example, the ensemble/flux-surface averaged particle flux (Equation 2.16

above) is of the form,

Γa =

〈〈∫
d3v
∑
k⊥

δh∗a,k⊥
δvk⊥ · ∇r

〉
ens.

〉
fs.

. (2.20)

For example, in the electrostatic, cold-plasma limit5, the fluctuating velocity, δv, is simply

due to E ×B motion,

δvk⊥ =
c

B

[
−ik⊥δϕk⊥ × b̂

]
. (2.21)

In this limit, the particle flux (Eq. 2.22) is evidently the result of non-adiabatic density

fluctuations undergoing turbulent E×B motion – an expected result from the typical drift-

wave picture of turbulent transport [27]. Thus, for electrostatic fluctuations, the flux-surface

averaged particle flux is of the form,

Γa =
∑
k⊥

〈〈
−ickb
B

δn∗
a,k⊥

δϕk⊥

〉
ens.

〉
fs.

, (2.22)

where kb is the binormal component of k⊥ (mutually perpendicular to ∇r and b̂).

In practice, the code CGYRO [16] can be used to solve the nonlinear gyrokinetic equation

and evaluate turbulent transport fluxes for realistic tokamak parameters. The code is dis-

cussed in more detail in Appendix C. In addition to the nonlinear GKE, CGYRO can be

used to solve its linear counterpart for eigenmode analysis, i.e. calculating mode growth

rates and real frequencies. CGYRO also internally computes fluctuating moments of the

distribution function, e.g. δn (including the adiabatic contribution). In this dissertation we

make use of local gyrokinetic simulations where formally ρ∗ → 0 and the input parameters

come from a single radial location. The simulation domain takes the form of a periodic ‘flux

tube’ described in more detail in Appendix C. Numerical discretization alters the form of the

flux calculations into sums over the numerical grids. For example, the electrostatic particle

5This limit allows us to expand J0(x) = 1 + 1
4x

2 +O with x = k⊥v⊥/Ω appearing in δvk⊥ .
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flux calculation is of the form,

Γa ∝
∑
ky

∑
kx

〈
Re
[
ikyδna,kx,ky(θ, t)δϕ

∗
kx,ky(θ, t)

]〉
t,fs.

, (2.23)

where the flux-surface average involves a sum over the poloidal angle (θ) and the ensemble

average is replaced by a suitable time-average. This expression is used to motivate the

underlying form of the fluxes used in quasilinear transport models discussed in the next

section.

2.4 Quasilinear transport

Although the nonlinear gyrokinetic model presented in Section 2.3.2 can be used to calculate

turbulent transport fluxes in realistic tokamak geometry; even local simulations come at a

considerable computational cost (potentially thousands of CPU-hours). Instead, reduced

models based on quasilinear theory of have been developed to approximate turbulent fluxes

at a significant speedup (< 1 CPU-minute). The quasilinear approach involves solving a

linearized system of equations for unstable plasma modes (i.e. obtaining growth rates and

frequencies). On their own, linear solutions describe exponentially growing perturbations

which, in reality, grow until saturated by a nonlinear mechanism. Thus, these linear solutions

must be supplemented with a model for saturation (called a saturation rule).

In general, one has the freedom to mix-and-match linear results with different saturation

rules. For example, one may compute an eigenvalue spectrum using linear gyrokinetics or

one may approximate the gyrokinetic physics with a gyro-fluid system of equations. In this

dissertation we use the quasilinear Trapped Gyro-Landau Fluid code TGLF [28]. The TGLF

system of equations is based on velocity moments of the linearized gyrokinetic equation.

Trapped and passing particles are treated by integrating different portions of velocity-space.

The system of equations is closed by approximating kinetic effects such as Landau damping

– see [29]. TGLF calculates quasi-linear transport fluxes using a saturation rule based on

nonlinear gyrokinetic simulations. To date, there are three TGLF saturation rules with
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increasingly advanced physics: SAT0 [28, 30], SAT1 [31, 32], and SAT2 [33, 34]. The first

saturation rule (SAT0) is local in ky (no coupling between modes) and independent of kx.

In SAT0, mode saturation was approximated by reducing the magnitude of linear growth

rates using a term proportional to the E × B shearing rate, γky → γky − αE×B|γE×B|. The

quantity αE×B is an example of a parameter which would be fit to a database of nonlinear

gyrokinetic simulations. In cases of high γE×B, modes could be completely ‘quenched’ under

the SAT0 model. The complete quenching of modes and predictions of the momentum flux

were later found to be inaccurate. Ultimately, SAT0 was replaced by SAT1 including a

more sophisticated ‘spectral-shift’ model for the 2D (kx, ky) saturated potential spectrum,

δϕk⊥ [31]. The SAT1 spectral shift model related E×B shear with a kx-shift in the potential

spectrum along with a reduction in δϕk⊥ amplitude. The SAT1 model also included non-

local mixing of different ky modes as a means of modeling the effects of multi-scale zonal

flow saturation [32]. The SAT1 model was later updated to SAT2 with the addition of a

model related to the magnetic geometry (and other enhancements) [33]. Magnetic geometry

effects were included by allowing the δϕk⊥ model to vary with the poloidal angle, θ.

Each TGLF saturation rule includes parameters which are fit to a growing database

of nonlinear gyrokinetic simulations spanning a range of tokamak conditions. Extensive

verification work has been carried out to test TGLF and its underlying saturation rules

[34]. In general, the latest saturation rule is best equipped to mimic the higher-fidelity

gyrokinetics. It should be noted that the development of new saturation rules and reduced

systems of gyro-fluid equations continues to be an active area of research [35,36].

To introduce the concept of quasilinear weights and the saturated intensity spectrum,

we return to the discrete expression for the particle flux given above in Equation 2.23. The

quasilinear (QL) form of the particle flux can be written,

ΓQL
s =

∑
ky

∆kyI
model
ky WΓQL

s,ky
, (2.24)

where Imodel
ky

is the QL intensity spectrum, and WΓQL
s,ky

is the QL weight for the particle flux
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(cf. Eq. 25 in [34]). The factor of ∆ky is needed because the QL intensity model is designed

to be grid-independent6. The weight and intensity spectra in Equation 2.24 are the two

pillars of quasilinear transport theory. The weights are directly related to the phase shift

between fluctuating fields. For example, the QL weight for the particle flux is,

WΓQL
s,ky

=

〈
Re[ikyδns,kyδϕ

∗
ky
]
〉
t,θ〈

|δϕky |2
〉
t,θ

. (2.25)

In this expression, the fluctuating density and potential (δn and δϕ) are amplitudes of eigen-

modes (single ky) resulting from a linear calculation7. Part of the quasilinear assumption is

that the QL weights (phase-shifts) are preserved when the fields are nonlinearly saturated.

Given this approximation, nonlinear effects are completely determined by the model inten-

sity, Imodel
ky

. For the SAT2 model, the QL-intensity is a formula for the saturated potential

spectrum evaluated at the peak kx = kx0, squared, and flux-surface averaged i.e.,

Imodel
ky =

〈(
δϕ(θ)model

ky

∣∣∣∣
kx=kx0

)2〉
θ

. (2.26)

At the heart of the SAT2 saturation rule there is a 3D (kx, ky, θ) model for the saturated

potential spectrum,

δϕ(θ)model
ky ,kx =

G(θ)√
∆ky

γmodel
ky

/(kmodel
x ky)[

1 +
(

kx0
kmodel
x

)2
+
(
kx−kx0
kmodel
x

)2] [
1 +

(
αx

kx0
kmodel
x

)σx] . (2.27)

The numerator of Equation 2.27 has the same form as the traditional mixing-length diffusion

estimate ∼ γ/k2⊥. The factor G(θ) is designed to capture the flux surface geometry depen-

dence and the ∆ky measure is related to the grid-independence of the model. The first term

in the square brackets in the denominator creates a Lorentzian kx-dependence with spectral

6In these expressions I will ignore normalizing factors to keep the expressions simple. The reader is
referred to [33,34] for more comprehensive definitions and normalizations.

7The linear mode amplitudes can be calculating using the TGLF system of equations or with linear
gyrokinetics.
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shift kx0 and width kmodel
x . The second bracketed term in the denominator is designed to

attenuate the peak of the spectrum as the shift increases. The two parameters αx = 1.21

and σx = 2 are examples of parameters which are fit to a database of nonlinear gyrokinetics

simulations. The precise definitions and normalizations of each term (γmodel, G(θ), etc.) in

Equation 2.27 can be found in [33,34]. To summarize, quasilinear estimates of the transport

fluxes can be calculated given the QL weights (cross-phase between the relevant fluctuating

fields) and the QL intensity spectrum (model for the nonlinearly-saturated δϕ amplitude).

2.4.1 TGLF model for the fluctuating density

In this subsection we describe a quasilinear δn model based on TGLF. Generally speaking, it

is of interest to develop models for the fluctuating density δns(kx, ky, θ, t) to compare model

predictions with experimental fluctuation measurements. While δn can be readily obtained

from nonlinear gyrokinetic simulations (by taking a moment of the fluctuating distribution

function); as part of this doctoral research we sought to calculate a model δn spectrum with

reduced computational overhead.

The starting point for the δn model is the TGLF 3D saturated potential spectrum in

Equation 2.27. To relate the density spectrum to the 3D potential spectrum we use the

QL-weight for the density field. Similar to the QL-weight for the particle flux (Equation

2.25), the density weight is defined as,

WnQL
s,ky

=

〈
|δns,ky |2

〉
t,θ〈

|δϕky |2
〉
t,θ

, (2.28)

where the δn and δϕ moments are obtained from the (linear) TGLF solution eigenvector for

the most unstable mode (and kx = 0). In using linear quantities to compute this weight,

we assume that the ratio in Equation 2.28 is preserved in the saturated state – just as we

assume the cross-phase between fields in preserved when calculating QL-weights associated

with transport. Finally, we calculate an approximation of the saturated density spectrum
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with,

δn2
s(θ)

model(kx, ky) = WnQL
s,ky

· δϕ2(θ)model
ky ,kx . (2.29)

This model for the saturated density spectrum will be tested and applied in Chapter 4 to

create a reduced-model synthetic DBS diagnostic.

2.5 Plasma micro-instabilities

Gradients in kinetic quantities (density, temperature) across the minor radius of tokamak

plasmas provide free energy to seed micro-instabilities. These plasma instabilities are gen-

erally drift-wave type oscillations which – if unstable – grow exponentially until saturating.

In this section we provide an overview of three common tokamak micro-instabilities (ITG,

TEM, and ETG). We take a primarily phenomenological approach in describing these plasma

modes. Detailed descriptions of tokamak micro-instabilities can be found in a number of re-

views and textbooks [19,27].

2.5.1 The ITG mode

The Ion Temperature Gradient (ITG) mode is an ion-scale (k⊥ρs ≈ 0.1− 1) plasma micro-

instability. The ITG mode is particularly deleterious for plasma confinement because of its

relatively large perpendicular wavelength and resonance with the main ion population. The

instability is generally driven by the parameter ηi = Lni
/LTi , where LX ≡ −(d lnX/dr)−1

is the gradient scale length. Thus, for a fixed value of the density gradient, the ITG mode

can be destabilized beyond a critical ion temperature gradient, (a/LTi)
crit.. Estimates of

the critical temperature gradient fall in the range of 1 ≤ (a/LTi)
crit. ≤ 5, similar to values

obtained experimentally in tokamak plasmas.

Various treatments of the ITG mode exist in the literature: collisionless/dissipative,

slab/toroidal magnetic field, low/high β. The electrostatic (β = 0), dissipative (fluid), slab

ITG is perhaps the most basic scenario. In this simplified limit, some essential features of

the ITG mode can be found: the mode propagates in the ion diamagnetic direction, there
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exists a critical ηi value for instability
8, the growth rate increases with ηi and with the ratio

Ti/Te [37]. When more realistic physics are included, one finds a mixture of stabilizing and

destabilizing effects e.g. magnetic shear can be stabilizing while curved field lines can be

destabilizing (both are present in tokamaks) [38]. Furthermore, with increasing β, the ITG

mode can be electromagnetically stabilized and another instability – the kinetic ballooning

mode (KBM) – can be destabilized [39]. Finally, in the presence of a large trapped particle

fraction (low-collision frequency) the ITG and trapped electron mode (discussed next) can

become coupled – further complicating the ion-scale micro-instability picture [40].

2.5.2 The TEM

The Trapped Electron Mode (TEM) is an ion/intermediate-scale (k⊥ρs ≈ 1) plasma insta-

bility. The TEM instability arises due to a resonance between mode frequencies and the

bounce-frequency of mirror-trapped electrons executing ‘banana orbits’ on the low-field side

of the tokamak. Similar to the ITG instability, several limiting cases have been documented

in the literature: collisionless/dissipative, low/high-β. Simple slab models of this instability

are generally not available because a trapped population is required; implying a non-trivial

magnetic field. The TEM is often identified as a k⊥ρs ≈ 1 mode having the following

properties: propagation in the electron diamagnetic direction, growth rate increasing with

decreasing collisions (the resonant population of trapped particles increases), and growth

rate increasing with ∇n and/or ∇T [41]. Similar to the ITG mode, the TEM may be sta-

bilized by magnetic shear and destabilized by magnetic curvature [42]. TEMs also have a

have complicated dependence on the ratio Te/Ti, depending on the value of a/Ln [43].

2.5.3 The ETG mode

The Electron Temperature Gradient (ETG) mode is the electron equivalent to the ITG

mode. This instability occurs at much smaller perpendicular scale k⊥ρs ≫ 1 (k⊥ρe ≈ 1) and

8The precise critical ηi values derived from the fluid models are not entirely accurate – the fluid description
itself assumes ηi ≫ 1.
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is driven unstable by ηe. Due to their small length scale, ETGmodes are not expected to drive

significant transport in the core of conventional tokamaks. However, they are theoretically

impervious to suppression by E ×B-shear when compared with the ITG/TEM instabilities

[44]. For this reason, ETGs has been theorized to be responsible for electron energy transport

in the tokamak edge as a result of the formation of elongated radial ‘streamers’ [44, 45].

Similar to the ITG mode, this mode can be treated with slab or curved magnetic field

models. Critical values of ηe have been theorized to depend on similar parameters as the

ITG mode i.e. magnetic shear, Te/Ti [46].

2.6 Recent turbulent-transport research and open-questions

After decades of validation work (outlined in Subsection 2.6.1), gyrokinetics is widely re-

garded as a sufficient model for turbulent transport in tokamaks [47]. However, open ques-

tions and issues remain concerning: (1) the applicability of gyrokinetics to key tokamak

operational scenarios, (2) the validity of gyrokinetics in certain regions within the plasma,

(3) sensitivity to background conditions, and (4) the fidelity of reduced-models based on

gyrokinetics [48]. Firstly, in deriving the gyrokinetic model from kinetic plasma theory, we

assumed the ordering in Equation 2.17. In certain tokamak scenarios, e.g. with large popu-

lations of energetic particles, the GKE ordering may become invalid; resulting in inaccurate

predictions of transport and micro-turbulence. Similarly, the GKE ordering is clearly vio-

lated in the plasma edge/H-mode pedestal region where ρ∗i can be on the same order as

the perpendicular length scale. This issue is more pronounced when simulating present day

machines (ρ∗i is expected to be much smaller in future devices). Complications also arise

in extending models beyond the last-closed flux surface (i.e. into the scrape-off-layer, SOL);

where magnetic field lines are open and significant neutral populations may be present [49].

Validating SOL models is also difficult due to unknown neutral particles densities, complex

plasma-wall interactions, and poloidal asymmetries of neutral sources. The inner core may

also pose issues for gyrokinetic modeling both because of energetic particles and possible

large MHD activity (e.g. sawteeth oscillations).
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Gyrokinetic turbulent transport can also exhibit a sensitive relationship between the pre-

dicted fluxes and the input parameters (e.g. between Qi and a/LTi) [50]. This relationship

manifests as transport ‘stiffness’ which has also been observed experimentally [51]. This

phenomenon complicates the prediction of kinetic profiles. Small deviations from critical

gradient values can result in large variations in the predicted turbulent flux. This places

additional emphasis on accurate prediction of the critical gradient itself, given that plas-

mas profiles are often stuck near the critical value. Finally, despite significant advances in

computing, nonlinear gyrokinetics simulations remain very computationally expensive. The

modeling community will continue to rely on reduced models (e.g. the gyro-fluid model

TGLF) for profile prediction, experiment interpretation, and eventually real-time control

applications. It is increasingly important to verify that reduced descriptions are reproducing

the higher-fidelity physics models. This is particularly true when threshold/critical gradient

behavior is present in the system.

The speed and fidelity of reduced transport models directly impacts the tokamak ‘in-

tegrated modeling’ area of research. Over the past decade, reduced models of turbulent

transport have been used to develop integrated modeling workflows where multiple aspects

of a tokamak discharge including the magnetic equilibrium, auxiliary heating/current-drive,

core transport, and pedestal properties are modeled self-consistently [52,53]. At the heart of

integrated modeling workflows is a transport solver (e.g. TGYRO [54]) which generally uses

a reduced model (e.g. TGLF) to calculate turbulent fluxes at multiple plasma radii. Inte-

grated tokamak modeling is used to predict the performance of next-generation devices [55].

There is a new effort to develop transport solvers that leverage higher-fidelity gyrokinet-

ics with more reasonable computational cost. The highest-fidelity multi-channel transport

simulation of core tokamak transport using nonlinear gyrokinetics was recently reported [56].

2.6.1 Gyrokinetic validation efforts

There have been significant efforts over the past decade to validate the gyrokinetic model

using fluctuation diagnostics [57]. Being unable to directly measure the internal fluctuating
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transport fluxes, these validation efforts typically measure fluctuating fields, δT , δn, and

their cross-phase αnT [58]. Measurements of δTe/Te fluctuations can be made using the

correlation electron cyclotron emission (CECE) diagnostic. Cross-phase measurements can

also be made by combining CECE and fluctuation reflectometry or DBS measurements

[59,60]. Comparisons of δn/n are often made using either beam emission spectroscopy (BES),

DBS, or other scattering diagnostics [61, 62]. In many cases, nonlinear gyrokinetics can

reproduce the observed fluxes and trends within experimental uncertainty [63–65]. In some

cases gyrokinetics can match both the fluxes and fluctuation diagnostics [66]. However, some

comparisons with fluctuation diagnostics have uncovered discrepancies between simulations

and experiments [58, 67].

As part of this thesis we present DBS measurements of the binormal density fluctuation

wavenumber spectrum. In Chapter 4 we present comparisons with nonlinear gyrokinetics,

quasi-linear gyro-fluid simulations, and DBS measurements. In what follows we describe

some previous efforts to compare DBS measurements with nonlinear gyrokinetics: Work

by Casati et al. [68, 69] compared ion-scale DBS measurements with nonlinear GYRO and

found good agreement both in the perpendicular wavenumber spectrum and the frequency

spectrum. In work by Holland et al. [70] a synthetic DBS diagnostic was presented to compare

intermediate-k⊥ρs δn fluctuations with nonlinear GYRO simulations. Little correspondence

was found between simulation and experiment (neither wavenumber nor frequency spectra

comparisons were presented). Hillesheim et al. [71] also presented a synthetic DBS diagnostic

based on nonlinear GYRO and 2D full-wave simulations. In their work, Hillesheim presented

a synthetic frequency spectrum with a shape and Doppler shift that appear to agree with

measurements (Neither δn/n magnitude nor wavenumber spectra were presented). Similar

agreement between nonlinear GYRO and the DBS frequency spectrum was found in [72].

Later work by Happel et al. [73] compared DBS measurements with nonlinear GENE

simulations and found agreement as to the radial variation in δn (neither the k-spectrum

nor frequency spectrum comparisons were reported). However, discrepancies between mea-

surements and simulation were found in the trend of δn with increased ECH heating. Re-
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lated work by Stroth et al. [74] and Lechte et al. [75] compared DBS measurements with

a 2D full-wave synthetic DBS diagnostic and nonlinear GENE to simulate the turbulence.

In their work, Lechte finds that nonlinear saturation of the scattering may have impacted

measurements – stressing the importance of the full-wave synthetic diagnostic approach to

DBS. In later work by Lechte et al. [76, 77] and Happel et al. [78], they report discrep-

ancies between DBS measurements and simulated full-wave/GENE synthetic DBS. These

discrepancies are attributed to nonlinear scattering and diagnostic polarization-dependant

complications. When these effects are accounted for, there is reasonable agreement between

measurements and nonlinear GENE. Finally, work by Höfler [61] reported DBS wavenumber

spectrum measurements compared with nonlinear full-wave synthetic DBS/GENE simula-

tions. Their work found some discrepancies between the simulations and measurements,

particularly at high-k where the simulations predicted steeper spectral decay.

2.7 Summary

In this chapter we presented relevant background on turbulent transport in tokamaks for

the work presented in this dissertation. We introduced the tokamak geometry and typical

coordinate systems in Section 2.1. Scaling laws for tokamak transport were discussed in

Section 2.2. The kinetic theory of tokamak transport was presented in Section 2.3 including:

neoclassical transport driven by collisions and toroidal drift action on the gyro-averaged dis-

tribution function, as well as turbulent transport driven by the non-adiabatic component of

the gyro-averaged fluctuating distribution function. The quasi-linear approach to turbulent

transport was introduced in Section 2.4 with special discussion of the TGLF model which

will be used in Chapter 4 to model DBS measurements. An overview of plasma microin-

stabilities was provided in Section 2.5 where we highlighted the three primary instabilities

with k⊥ρs ≥ 0.1. The phenomenological traits of these instabilities will be used again to

interpret linear and nonlinear results from simulations in Chapter 4. Finally, Section 2.6

summarized recent research in turbulent-transport with an emphasis on validation of the

gyrokinetic model and previous comparisons with DBS measurements.
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CHAPTER 3

The Doppler back-scattering diagnostic

In this chapter we provide a comprehensive description of the Doppler back-scattering (DBS)

diagnostic. DBS is a fusion plasma diagnostic installed in tokamaks and stellarators around

the world [79–83]. DBS is a versatile technique capable of measuring multiple physical

quantities including: the amplitude of density fluctuations [73], turbulent flow velocity [9,

80], velocity oscillations (e.g. GAMs) [84], turbulent correlation lengths [85], and the tilt-

angle of turbulent eddies [86]. In this thesis we focus on the former two measurements:

the wavenumber-resolved amplitude of density fluctuations (Chapter 4) and the velocity of

turbulent structures (Chapter 5).

In Section 3.1 we present the theory of DBS measurements starting with a local de-

scription of the scattering process. Subsections of 3.1 summarize relevant cold-plasma wave

physics, the beam-DBS model for the back-scattered power, a summary of the measured

frequency, and finally some theory pertaining to the shape of the frequency spectrum. In

Section 3.2 we describe the DBS hardware on the DIII-D tokamak. In sections 3.3 through 3.6

we discuss the analysis and interpretation of DBS data including ray tracing, beam-tracing,

and full-wave simulations. Section 3.7 presents synthetic DBS diagnostic developments –

a key part of this doctoral research. Finally, more advanced topics in wave physics and

non-ideal effects pertaining to DBS are addressed in Section 3.8.

3.1 Theory of DBS

DBS uses a beam of electromagnetic radiation to probe density fluctuations inside a magne-

tized plasma. Unlike some scattering diagnostics, such as Thomson scattering, the probing
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Figure 3.1: Diagram of DBS scattering. In (a) we show a 3D illustration of a plasma cutoff

along with the lab-cylindrical and simple-toroidal coordinate systems. The probing DBS

ray is shown in red, an example magnetic field line is shown in purple. In (b) we show

a projection of the 2D plane perpendicular to the magnetic field line. In (c) we show an

unwrapped projection of the flux surface shown in (a).

radiation does not penetrate directly through the plasma. Instead, DBS uses radiation in

the electron-cyclotron range of frequencies where critical layers (cutoffs and resonances) are

present. In this range of frequencies the plasma index of refraction varies across the minor

radius, leading to significant refraction of the probing wave. While resonance layers are dele-

terious to DBS (the probing radiation may be absorbed), access to wave cutoffs is essential

for performing well-localized measurements. Another key aspect of DBS is the use of steer-

able optics for directing radiation into the plasma. Unlike profile reflectometry, the probing

DBS beam is intentionally aimed such that it strikes plasma cutoff surfaces at a finite angle

with respect to the surface normal. The ability to steer the probing DBS beam and control

its trajectory near the cutoff surface is a core tenet of DBS metrology.
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3.1.1 Scattering geometry

Figure 3.1 provides a representative scattering diagram for DBS. The lab frame is shown in 3D

in Figure 3.1(a) with common tokamak coordinate systems: the lab-cylindrical (R, ζ, Z) and

the simple-toroidal (r, θ, ϕ). In Figure 3.1(a) the DBS wave is represented by a ray entering

the plasma from the low-field side (LFS, largeR), refracting vertically, and ultimately striking

a flux surface at the ray turning point. The tokamak magnetic field, B, is embedded in the

flux surface shown in Figure 3.1(a). The B field line is drawn to pierce a plane labeled (b)

while intersecting the DBS ray. Figure 3.1(b) provides a projection of the plane perpendicular

toB. Finally, Figure 3.1(c) illustrates the unwrapped flux surface whereB becomes a straight

line and the DBS ray, at its turning point, becomes a tangent vector.

The planes shown in Figures 3.1(b,c) also depict the (ên, êb, ê∥) coordinate system. The

unit vector ên points in the normal direction (aligned with |∇ψ| ∼ êr, where ψ is the

poloidal magnetic flux) and the unit vector êb points in the binormal direction - mutually

perpendicular to B and ên. The unit vector ê∥ = b̂ points along the magnetic field. It

is important not to confuse the binormal direction, êb, with the direction of the magnetic

field, b̂. Inside the plasma, an arbitrary vector field a can be decomposed into its parallel

and perpendicular components using the (ên, êb, ê∥) basis, i.e. a = a⊥ + a∥b̂, with a⊥ =

anên + abêb. In the limit of vanishing magnetic pitch, the binormal direction reduces to the

poloidal direction êb → êθ. It should be noted that the pitch of the magnetic field in Figure

3.1(c) has been exaggerated to distinguish the binormal (êb) and poloidal (êθ) directions
1.

In DBS we focus on perpendicular wavenumbers, k⊥, motivated by the fact that tokamak

instabilities are anisotropic with respect to the background magnetic field such that turbulent

structures have very large parallel wavelengths, k∥ ≪ k⊥. In the theory presented here

we will largely ignore the parallel structure of instabilities and focus on scattering in the

plane perpendicular to B (Figure 3.1(b)). Importantly, the 2D plane perpendicular to B is

1Exaggerated relative to what is common in standard tokamak configurations where the pitch-angle of
the field is typically less than ±20◦. Note that in spherical tokamaks the pitch-angle can be much larger, in
which case the cartoon in Figure 3.1 is not an exaggeration.
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embedded in the 3D lab frame, it is not simply a slice at constant toroidal angle. Thus, we

cannot generally ignore the 3D structure of the tokamak magnetic field nor the 3D trajectory

of the DBS wave. However, in special cases with low magnetic pitch or low incidence angle

of the DBS beam, the problem can become roughly 2D. This approximation can be useful for

reducing model complexity (and computational cost when performing full-wave simulations).

When scattering from fluctuations in the plasma density, δn, the wave momentum and

energy are conserved such that the scattered wave has,

ks = ki + kδn (3.1a)

ωs = ωi + ωδn, (3.1b)

wherein the subscript s refers to the scattered wave, the subscript i refers to the incident

wave and the δn subscript refers to the density fluctuation. For the scattered wave to

exactly reverse along the incident trajectory (180◦ back-scattering) we require ks = −ki.

The wavenumber matching condition in Equation 3.1(a) implies that the density fluctuation

resulting in 180◦ back-scattering has,

kδn = −2ki. (3.2)

Similarly, the difference between the frequencies of the incident and back-scattered wave is,

ωδn = ωs − ωi = ωDopp.. (3.3)

Equation 3.2 is referred to as the Bragg matching condition. The Bragg condition is appli-

cable along the entire DBS trajectory. However, we will focus on the cutoff location for now

and return to scattering along the trajectory in Subsection 3.1.4. Equation 3.3 states that

the Doppler shift between the incident and back-scattered wave can be directly related to

the frequency of the δn fluctuation. The frequency of the scattered wave will be discussed

in more detail in Subsection 3.1.5.
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When interpreting DBS measurements, it is common practice to reduce the 3D wave scat-

tering problem to a single probed-location (or ‘measured location’ or ‘scattering location’).

The nominal measured location is taken to be the cutoff (turning point), ρmeas. = ρc and the

nominal measured wavenumber is taken to be, kmeas. = −2ki|ρ=ρc . By definition, the incident

DBS wave will have a vanishing normal component at the turning point, ki,n|ρ=ρc → 0, with

respect to the cutoff surface2. Ideally, the incident DBS wave will also have vanishing parallel

component at the turning point such that ki,∥|ρ=ρc → 0. This can be achieved by steering the

DBS wave in the toroidal direction to offset the pitch in magnetic field and refractive effects.

The case illustrated in Figures 3.1(b,c) is an example of ‘perfect matching’, i.e. the DBS

wave becomes purely binormal at cutoff. In this ideal case, the Bragg condition states that

any back-scattered wave originating from the cutoff can be identified with a purely binormal

δn fluctuation, kmeas. = kδnêb, and its magnitude is kmeas. = kδn = −2ki|ρ=ρc by the Bragg

condition.

If instead we do not have perfect matching at the turning point, i.e. the incident DBS

wave has a finite ki,∥ at cutoff, interpretation of the back-scattered wave can become more

complicated. Based on the geometric ray picture, 180◦ back-scattering requires fluctuations

have kδn = −2ki = −2(ki,bêb+ ki,∥ê∥). However, fluctuations with k∥ ∼ k⊥ are not expected

to exist appreciably in the plasma. In theses cases, the geometric ray picture can break

down and we must consider the structure of the DBS wave transverse to the direction of

propagation. Back-scattering in cases with ki,∥ ̸= 0 at cutoff and the associated signal

attenuation will be discussed in more detail in Subsection 3.1.4.

In summary, the ray description of DBS scattering is illustrated in Figure 3.1. Conser-

vation of wave momentum relates the incident wavevector to the wavevector of fluctuations

within the plasma (Equation 3.2). Wave conservation of energy relates the Doppler shift

in the frequency of the back-scattered wave to the frequency of fluctuations (Equation 3.3).

Each DBS trajectory is assigned a nominal measured location and a nominal measured

2It should be noted that the cutoff surface is not necessarily a flux surface. In cases of very high incidence
angle there may be a finite ki,n at the turning point. However, this normal component generally small
relative to the binormal component and is ignored for this discussion.
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wavenumber based on the turning point (cutoff). The nominal measured wavenumber is

taken to be the binormal wavenumber of fluctuations at the cutoff satisfying kδn = −2ki|ρ=ρc .

3.1.2 Wave physics in the background plasma

The 3D evolution of the incident DBS wave inside the background plasma is captured by

the homogeneous wave equation,

∇× (∇× E)− ω2

c2
(ϵ · E) = 0. (3.4)

Fourier analysis of Equation 3.4 yields the eigenvalue problem,

[
(kk− k21) +

ω2

c2
ϵ

]
· E = 0, (3.5)

wherein non-trivial solutions require that ω and k satisfy the dispersion relation,

det

(
(kk− k21) +

ω2

c2
ϵ

)
= det(D) = D(k, ω) = 0. (3.6)

In Equations 3.4-3.6 the background plasma is adequately described3 in the electron cyclotron

range of frequencies by the cold (lossless) permittivity tensor,

ϵ = 1−
ω2
pe

ω2 − Ω2
e

(1− b̂b̂) +
iω2

peΩe

ω(ω2 − Ω2
e)
(b̂× 1)−

ω2
pe

ω2
b̂b̂, (3.7)

where b̂ is a unit vector in the direction of B and (b̂ × 1) indicates the skew-symmetric

matrix [b]×. In a Cartesian coordinate system (x, y, z) with b̂ = ẑ = (0, 0, 1) Equation 3.7

3Kinetic effects not captured by the cold plasma treatment will be discussed later in this section and in
Section 3.8.
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takes the familiar form found in Stix [87],

ϵ =


S iD 0

−iD S 0

0 0 P

 . (3.8)

For modes in the electron cyclotron/electron plasma range of frequencies where ω ≫ Ωi, ωpi

the scalar components (S,D, P ) take the Altar-Appleton-Hartree form,

S =
1

2
(R + L) (3.9a)

D =
1

2
(R− L) (3.9b)

P = 1−
ω2
pe

ω2
(3.9c)

R = 1−
ω2
pe

ω(ω + Ωe)
(3.9d)

L = 1−
ω2
pe

ω(ω − Ωe)
. (3.9e)

In Equation 3.9, ωpe ≡
√
nee2/ϵ0me is the electron plasma frequency and |Ωe| ≡ eB/me is

the electron cyclotron frequency4. For perpendicular propagation, k ⊥ B, the dispersion

relationship in Equation 3.6 factors into two cases with orthogonal polarizations,

n2
⊥ =

c2k2⊥
ω2

=


P for O-mode, E ∥ B

RL/S for X-mode, E ⊥ B

(3.10)

In practice, the probing DBS wave is polarized before entering the plasma to couple efficiently

to either the ordinary (O) or extraordinary (X) modes. The propagation of the DBS wave in

the plasma strongly depends on which polarization is used. Each polarization has a separate

set of cutoffs (where k → 0) and resonances (where k → ∞). Solving Equation 3.10 for ω

4In Equation 3.9 the electron cyclotron frequency is algebraic, i.e. Ωe = −eB/me.
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when k⊥ = 0 reveals the cutoffs for each polarization,

ωO/X =


ωpe for O-mode, E ∥ B

1

2

(
± Ωe +

√
Ω2
e + 4ω2

pe

)
for X-mode, E ⊥ B

(3.11)

where the positive branch in ωX corresponds to the right-hand cutoff and the negative branch

is the left-hand cutoff. The O-mode cutoff is simply the electron plasma frequency. Thus, ωO

surfaces coincide with the flux surfaces (i.e. ωO ∝ √
ne → ωO is a flux-function5) whereas the

X-mode cutoff surfaces are functions of both the density and the B-field; and are therefore

not flux-functions.

Resonant frequencies for each polarization are values of ω for which k → ∞. Based on

Equation 3.10 one would find only the X-mode upper hybrid resonance, ω2
UHR ≡ Ω2

e + ω2
pe.

However, kinetic/thermal effects not accounted for in the cold plasma treatment give rise

to infinite resonances for each polarization at integer harmonics of the electron cyclotron

frequency, i.e. ω = pΩe (with p = 1, 2, ...). The more complete ‘warm plasma’ dielectric

tensor is needed to describe perpendicular propagation near resonances, i.e. at ω ≈ pΩe or

ω ≈ ωUHR. More advanced effects related to propagation near resonances will be discussed

in Section 3.8. The key result from a more advanced treatment is that the efficacy of a given

resonance to absorb incident radiation depends strongly on the polarization and harmonic

number (p) [88]. For the DBS frequencies considered here, O1, X1, and X2 are the most

relevant electron cyclotron resonances.

Figure 3.2 provides representative radial profiles of fundamental frequencies across the

midplane. For the situation shown in Figure 3.2, the eight DBS frequencies encounter the

right-hand X-mode cutoff on the LFS of the tokamak. The 2nd harmonic of the cyclotron

frequency (2×fce) technically extends to larger R, intersecting the highest DBS frequencies.

However, the absorption in this region is negligible due to vanishing plasma density.

5To be a flux-function is to be constant on surfaces of constant magnetic flux, ψ. We often plots quantities
as functions of normalized radial coordinates (e.g. ρ) which label the nested flux-surfaces. When quantities
are not flux-functions it is formally improper to plot versus ρ.
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Figure 3.2: Fundamental plasma frequencies for DIII-D discharge 189998 at 3005 ms. All

quantities are evaluated at the plasma midplane. Resonances are shown with dashed lines,

cutoffs are shown with solid lines. The eight DBS frequencies are shown with horizontal

red lines. Note that 2fce is technically both an O/X-mode resonance, but O2 absorption is

generally not efficient.

In summary, propagation of the probing DBS wave in the background plasma is described

by the theory outlined in this subsection. Depending on the polarization of the probing

wave, multiple cutoffs and resonances may exist across the plasma for a given frequency.

The physics underlying the scattering process and quantifying the back-scattered power is

covered in the next subsection.

3.1.3 Plasma scattering of electromagnetic waves

To describe electromagnetic wave scattering by a plasma, we begin by comparing the spatial

and temporal (ki and ω) properties of the incident radiation with fundamental scales within
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the plasma. As discussed previously, the frequency of the incident DBS wave is on the same

order as ωpe, Ωe. Thus, the radiation is expected to experience significant refraction and

ultimately be reflected. Theories developed in the limit of ω ≫ ωpe,Ωe are not generally

applicable to DBS. Similarly, we can compare the wavenumber of the probing radiation

relative to the Debye length in the plasma. The parameter α ≡ (kiλDe)
−1 encodes the

extent to which electrons in the plasma appear free in their response to the wave. For values

of α ≪ 1 scattering is said to be non-collective such that the plasma can be treated as a

volume of free electrons. The opposing limit of α ≥ 1 corresponds to collective scattering

where cooperative plasma motion dominates the response to the probing wave [89].

The electron Debye length is given by,

λDe [cm] ≈ 743

√
Te

1 [eV]

(
ne

1 [cm−3]

)−1

. (3.12)

The vacuum wavelength of a 60 GHz electromagnetic wave is 5 mm (ki ≈ 1.3 rad/mm).

Thus, for Te = 1 keV and ne = 2 × 1013 cm−3, λDe ≈ 0.05 mm, making α ≈ 15. Thus, for

DBS we are clearly in the collective scattering regime as opposed to other diagnostics such

as Thomson scattering which generally operates with α ≪ 1 and ω ≫ ωpe. The fact that

collective plasma phenomena and refraction cannot be ignored significantly complicates the

theoretical description of DBS plasma scattering.

Although the limits used in Thomson scattering theory are not applicable to DBS, other

approximation schemes can be used to simplify the scattering problem. Generally speaking,

the total electric field in the plasma will be the superposition of the incident wave and the

scattered wave, E = Ei + Es. The scattered field, Es, can be thought of as being generated

by a current density in the plasma induced by Ei. In general, the total E and plasma j are

difficult to calculate as they must satisfy both Maxwell’s equations and the plasma kinetic

equation. The wave equation (in Gaussian units) is,

∇× (∇× E)− ω2

c2
E =

4πiω

c2
j. (3.13)
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Assuming a linear constitutive relation, the current density and the electric field are related

via a convolution integral6,

j(ω, r) =

∫
dr′σ(ω; r, r′)E(ω, r′), (3.14)

where σ is the conductivity tensor. Next, allowing for fluctuations in the plasma, we separate

the conductivity tensor into a background and fluctuating component, σ = σ0 + δσ. Then,

the wave equation can be rewritten as,

∇× (∇× E)− ω2

c2

[
1+

4πi

ω
σ0

]
E =

4πiω

c2
δσ · E, (3.15)

where the conductivity tensors are taken to be linear convolution operators acting upon E.

In the limit where δσ = 0, Equation 3.15 reduces to the homogeneous wave equation (Eq.

3.4).

Next, we introduce the order parameter ε ≡ ||δσ/σ0|| ≪ 1 encoding the magnitude

of the perturbation relative to the background. The total electric field is expanded in a

perturbation series, E = E0+E1. The leading two wave equations from this expansion are,

O(ε0) : ∇× (∇× E0)−
ω2

c2

[
1+

4πi

ω
σ0

]
E0 = 0 (3.16a)

O(ε1) : ∇× (∇× E1)−
ω2

c2

[
1+

4πi

ω
σ0

]
E1 =

4πiω

c2
δσ · E0. (3.16b)

We now identify E0 = Ei as the incident wave satisfying the homogeneous wave equation

in the background plasma (Equation 3.16(a)). Meanwhile, the RHS of Equation 3.16(b)

states that the source current density for the E1 field is due to the interaction between the

incident field E0 and plasma fluctuations (in δσ). Thus, E1 = Es is the electric field of the

scattered wave. Terminating the perturbation series at this order is equivalent to the (first)

Born approximation. Limitations of this approximation are addressed more in Section 3.8.

6In this expression we have performed a Fourier-Laplace transformation in time assuming the conductivity
tensor is stationary (i.e. only a function of t− t′). The stationary approximation is appropriate for ω much
greater than collective plasma motion (e.g. drift-wave dynamics).

42



The preceding approximation reduces the general wave equation (Eq. 3.13) to the fol-

lowing equation where Ei and Es are separated,

∇× (∇× Es)−
ω2

c2
ϵ · Es =

ω2

c2
δϵ · Ei. (3.17)

Wherein the permittivity tensor, ϵ = (1+4πiσ/ω), has been substituted for the conductivity

tensor. In the cold-plasma limit, density fluctuations give rise to a simple expression for the

fluctuating permittivity tensor,

δϵ =
δne
ne

(ϵ− 1). (3.18)

This can be seen by observing that (ϵ− 1) ∝ ω2
pe ∝ ne in Equation 3.7. The scattered wave

field (and the scattered power) can now be approximated by solving Equation 3.17 given

the wave field in the background plasma, Ei, and a model for the density fluctuations in δϵ.

However, solving Equation 3.17 remains a very challenging task. The following subsection

describes further analytical methods for calculating the amplitude (and power) of a back-

scattered wave.

3.1.4 Back-scattered power

While multiple theories treating DBS exist [90, 91], we will focus on the beam-DBS theory

developed in detail by V. Hall-Chen et al. in [4]. The beam-DBS theoretical framework

assumes the probing and scattered waves take the form of Gaussian beams. Expressions for

the back-scattered power and weighting function can be derived using another theoretical

framework related to the electromagnetic reciprocity theorem [92]. The core principle behind

the reciprocity framework is to relate the electric field at the receiving antenna to a remote,

fluctuating current density inside the plasma while avoiding a calculation of the scattered

wave field throughout the plasma. Unlike textbook versions of electromagnetic reciprocity,

we must account for anisotropy in magnetized plasma permittivity. Plasma anisotropy re-

quires us to calculate both Ei in the background plasma and its reciprocal counterpart E(+)

in a ‘transposed plasma’ (i.e. a fictitious plasma with ϵ = ϵ⊤). Transposing the permittiv-
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ity tensor preserves time-reversal symmetry, and is equivalent to reversing the background

magnetic field, B → −B.

The essential steps for calculating the received signal amplitude using reciprocity are as

follows: perform a dot-product of E(+) with Equation 3.17. Then, use the ‘reciprocal’ wave

equation involving E(+) and ϵ⊤ to write,

∇ ·
[
(∇× Es)× E(+) − (∇× E(+))× Es

]
=
ω2

c2
E(+) · δϵ · Ei. (3.19)

Performing a volume integral of the above equation allows one to use the divergence theorem

on the LHS to exchange the volume integral with a surface integral. With careful choice of

the volume/surface over which to perform the integral and appropriate boundary conditions

for the reciprocal beam, cancellation occurs and the amplitude of the received scattered wave

field, Ar, can be calculated. For the Gaussian beam case, the resulting expression for the

received amplitude is,

Ar =
iω

2c

∫
V

d3rE(+) · δϵ · Ei, (3.20)

cf. Eq. 98 of [4]. The domain of the volume integral in Equation 3.20 encloses the plasma.

Notably, the scattered wave field, Es, does not appear in the integrand. This is the power of

the reciprocity approach: with knowledge of Ei in the background plasma (and its reciprocal

counterpart E(+)) and a model for the fluctuating δϵ, the amplitude of the received, back-

scattered radiation can be evaluated.

From Equation 3.20, the received back-scattered power, Pr, can be calculated by substi-

tuting Gaussian beam expressions for the electric fields and taking Pr = |Ar|2. The complete

derivation is lengthy and complicated (see [4]). The final beam-Pr expression is discussed

in more detail later in this subsection. First, we will use a simplified model to motivate

measurements of the δn(k) wavenumber spectrum using DBS (the subject of Chapter 4).

For this simplified exercise we treat the measured wavenumber of the DBS wave, kmeas., as

a constant with respect to space. It should be emphasized that this is not a general result.

In reality, the measured wavenumber varies along the probing trajectory. Nevertheless, with
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this simplification the final expression for the back-scattered wave amplitude takes the form,

Ar =

∫
V

d3rδn(r)U(r)eikmeas.·r, (3.21)

where the weighting function, U(r) ∝ (σEi)E
(+). In general, the weighting function encodes

instrumental effects relating to how well the probing electric field illuminates a given location

in the plasma. For this exercise it suffices to imagine U(r) ∝ |Ei| in the vicinity of the cutoff.

Within this simplified model, we treat kmeas. as a constant with respect to space. The

domain of the integral in Equation 3.21 is essentially set by U(r) which follows the trajectory

of the probing DBS beam. The scattered power is calculated via Pr = |Ar|2,

Pr(kmeas.) =

∫∫
d3rd3r′δn(r)δn∗(r′)U(r)U∗(r′)eikmeas.·(r−r′). (3.22)

We then perform an ensemble average, exploiting many realizations of the fluctuating den-

sity. We assume δn is a stationary random process7 such that the autocorrelation function,

R(r, r′) ≡ ⟨δn(r)δn∗(r′)⟩, depends only on the difference in position, i.e. R(r, r′) → R(r′−r).

The autocorrelation function is then related to the spectral density function, S(k), by Fourier

transform,

R(r′ − r) =

∫
d3k

(2π)3
S(k)eik·(r

′−r). (3.23)

To write the average back-scattered power in k-space we substitute Equation 3.23 for

⟨δn(r)δn∗(r′)⟩ in Equation 3.22 to find,

⟨Pr(kmeas.)⟩ =
∫∫∫

d3rd3r′
d3k

(2π)3
S(k) · U(r)U∗(r′)ei(k−kmeas.)·(r′−r). (3.24)

7We do not necessarily need to assume density fluctuations are a stationary random process. Instead
one may assume that the weighting function is sufficiently narrow in real-space to achieve scale separation
between U and δn. For example see arguments in [4, 92].
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Exchanging the order of integration we can group real-space terms (involving r, r′) to write,

⟨Pr(kmeas.)⟩ =
∫

d3k

(2π)3
S(k)

∣∣∣∣∫ d3r U(r)e−i(k−kmeas.)·r
∣∣∣∣2 . (3.25)

We recognize the term inside the modulus-square (| . . . |2) to be the Fourier transform of the

weighting function F [U ] = Û (we use the ‘hat’ symbol, ˆ , to denote a Fourier amplitude).

Importantly, the Fourier transform of the weighting function is evaluated at k− kmeas.,

⟨Pr(kmeas.)⟩ =
∫

d3k

(2π)3
S(k)|Û(k− kmeas.)|2. (3.26)

Finally, one can show that the stationary random process assumption implies that the spec-

tral density function is equivalent to the averaged, modulus-square of the (Fourier-space)

fluctuating density, S(k) = ⟨|δn̂(k)|2⟩. The δn̂(k) spectrum is written as a function of the

vector k to allow for anisotropy in the perpendicular (kn, kb) plane
8.

Equation 3.26 states that the back-scattered power as a function of the measured wavenum-

ber, ⟨Pr(kmeas.)⟩, is essentially a convolution of the fluctuating wavenumber spectrum, ⟨|δn̂(k)|2⟩

with the DBS k-space weighting function, Û(k). When we vary the launch-angle of the DBS

beam, we change the measured wavenumber kmeas.. Thus, a launch-angle scan systematically

translates the DBS weighting function in k-space to probe different regions of ⟨|δn̂(k)|2⟩. In

the (non-physical) limit where Û(k − kmeas.) → δ(k − kmeas.) we would obtain a ‘perfect’

measurement of ⟨|δn̂(kmeas.)|2⟩.

Returning to the Gaussian beam model from [4], Equation 3.20 is evaluated with Gaussian

beam expressions for Ei and E(+) and the average back-scattered power is ⟨Pr⟩ = ⟨|Ar|2⟩.

As opposed to the simplified model discussed previously, wavenumbers are allowed to evolve

along the beam trajectory. The final expression for the average back-scattered power (Eq.

8Recall that we ignore scattering from structures in the parallel direction.
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196 of [4]) is a real-space integral along the trajectory of the beam,

⟨Ps⟩ =
Pant

√
π3e4

2c2ω2
i ϵ

2
0m

2
e

∫
dl⟨|δn̂|2⟩UpUb

g2ant
g2

e−2θ2m/∆θ
2
m , (3.27)

where the coordinate l is the path length of the trajectory. The integrand of Equation 3.27

contains the spectral density of δn fluctuations as well as four terms constituting the DBS

weighting function, U(l). We will give a description of our implementation of Equation 3.27

with a summary of the effects it captures while the full definition and derivation of each

term can be found in [4].

The integral in Equation 3.27 is taken along the trajectory of the beam through the

plasma with all terms evaluated at the wavevector kmeas.(l) satisfying the Bragg scattering

condition (Equation 3.2) at each point along the beam path. The measured wavevector points

in a direction (denoted ê1) perpendicular to the background magnetic field and coplanar with

the beam group velocity, g. To properly evaluate the density fluctuation spectrum along the

beam path, we project the vector kmeas.(l) into its (local) normal and binormal components,

kmeas.ê1 = kn,meas.ên + kb,meas.êb. (3.28)

Wherein kn,meas. and kb,meas. are the measured normal and binormal wavenumbers, respec-

tively. Note that every term in Eq. 3.28, including the unit vectors, varies along the path of

the beam trajectory and can be parameterized by the path-length l. Thus, in the integrand

of Equation 3.27, ⟨|δn̂|2⟩ is evaluated at k = kn,meas.ên + kb,meas.êb at each point l.

In addition to the ⟨|δn̂|2⟩ spectrum, the integrand of Equation 3.27 contains four terms

constituting the DBS weighting function. The following summary describes the physical

implications of each term in the weighting function:

(1) The polarization term,

Up =
ω4ϵ20m

2
e

e4n2
e

|n2[1− (n̂ · ê)2]− 1|2, (3.29)
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depends on whether the probing radiation is O or X-mode. In the O-mode case it can be

shown that Up ≈ 1 but in the X-mode case Up is more complicated and depends on the

relative magnitude of ωpe and Ωe along the beam trajectory.

(2) The beam term,

Ub =
1√
2

det[Im{Ψ}]

| det[M]|
√
− Im

{
M−1

yy

} , (3.30)

involves the complex-valued beam matrix Ψ and its modified version M. The matrix Ψ

encodes the Gaussian beam width and phase front radius of curvature. The modified beam

matrix, M, includes terms related to the curvature and shear of the magnetic field. The

magnetic field terms only modify the real part of Ψ, i.e. the part associated with phase front

curvature. The Ψ matrix will be discussed in more detail in Section 3.5.

(3) The mismatch term, e−2θ2m/∆θ
2
m , also varies along the beam trajectory, but is primarily

set by the initial launch angle(s) relative to the plasma magnetic equilibrium. The mismatch

angle is given by θm ≡ sin−1(k̂ · ê∥). Improper aiming of the probing DBS beam results in

a Gaussian attenuation of the back-scattered signal. When mismatch is not accounted for,

measurements of the scattered power can be compromised (i.e. much lower than the real

value). The parameter ∆θm sets the width of the Gaussian mismatch attenuation. Generally

speaking, ∆θm is smaller for larger kmeas., i.e. when making higher-kmeas. measurements it

becomes increasingly important to have θm < ∆θm at cutoff. For the cases presented here,

∆θm ∼ O(10◦) near cutoff. Thus, the beam should be aimed toroidally such that it strikes

the cutoff surface within 10◦ of orthogonal to the local B. This appears to be a significant

margin, but depending on how far the beam travels through the plasma, differences on the

order of 0.5◦ in the toroidal launch angle can have a significant impact on θm at cutoff.

This mismatch effect was studied in detail on DIII-D and validated against the beam-DBS

theory [5, 6].

(4) Finally, the ray term g2ant/g
2 is best understood in cases where θm ≈ 0. The ray term,

∝ g−2, varies along the beam trajectory as k−2. Thus, when the beam reaches cutoff and

the normal component of k vanishes, k−2 is maximized. This effect creates an Airy-type
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enhancement of the probing field at cutoff, contributing to the localization of the measure-

ment. This k−2 component of the weighting function is a central part of established DBS

measurement theory [91].

3.1.5 The frequency of back-scattered waves

The previous subsection outlined the theory underlying the back-scattered power. In this

subsection we focus on the frequency of the back-scattered radiation. Equation 3.3 states

that the back-scattered radiation is Doppler shifted by an amount equal to the frequency

of the density fluctuations, ωDopp. = ωδn. To build our understanding we approximate that

the signal is entirely localized to the cutoff with no parallel wavenumber, ki,∥|ρ=ρc = 0.

The frequency of the density fluctuations can be written in terms of the velocity of said

fluctuations, v, and the measured wavenumber, kmeas. = kδn|ρ=ρc ,

ωδn = kδn · v (3.31a)

= kδn(êb · v).

= kδn(vE×B + vph.). (3.31b)

Where we have used the fact that with no parallel wavenumber at cutoff, the measured

wavenumber is purely binormal. The binormal velocity of the fluctuating density includes

E×B advection and the phase velocity of the fluctuations. We can re-write Equation 3.31(b)

in terms of a measured velocity,

vmeas. =
ωDopp.

kmeas.

=
ωδn
kδn

= vE×B + vph.. (3.32)

Equation 3.32 is commonly used in DBS analysis to interpret the Doppler shift of the scat-

tered signal. The E ×B velocity in Equation 3.32 is vE×B = Er/B, with the radial/normal

direction pointing ∝ |∇ψ|. Note that while the background magnetic field varies B ∼ 1/R

in a tokamak, the radial electric field, Er, can vary significantly over the plasma (and is not
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a flux-function) leading to a wide range of vE×B values9.

The phase velocity, vph., in Equation 3.32 is a wavenumber-dependant quantity arising

from the saturated nonlinear state of plasma fluctuations. It is common to estimate its

magnitude using the real frequency of (linearly) unstable plasma modes. In the wavenumber

range relevant to DBS, modes are expected to have real frequency, ω ≈ ωD,s or ω∗,s. Where,

ω∗,s = k⊥
B×∇Ps
qsnsB2

(3.33)

is the diamagnetic drift frequency for species s and,

ωD,s = k⊥v
2
s/Ωs

B×∇B

B2
(3.34)

is the magnetic drift frequency10. We can re-write Equations 3.33 and 3.34 in terms of

dimensionless parameters given the ion sound speed defined as cs ≡
√
Te/mi and the ion

sound gyro-radius defined as ρs ≡ cs/Ωi,

ω∗,e = −k⊥ρs [a/LTe + a/Lne ] (cs/a) (3.35a)

ω∗,i = k⊥ρs
Ti
ZTe

[a/LTi + a/Lni
] (cs/a) (3.35b)

ωD,e = −k⊥ρs(a/R)(cs/a) (3.35c)

ωD,i = − Ti
ZTe

ωD,e. (3.35d)

In Equation 3.35 a/LX ≡ −(a/X)∇X is the normalized inverse gradient scale-length. For

common tokamak parameters, the drift frequencies in Equation 3.35 imply phase velocities,

|vph.| ≈ 1 [km/s]. Whether or not this approximation translates to reality depends on

whether the effective nonlinear turbulent frequency remains on the order of the linear mode

9Typical Er values on the DIII-D tokamak range from 0 to > 50 [kV/m]. Note that 1 [kV/m/T] = 1
[km/s]. Thus, with Er = 30 [kV/m] and B = 1.5 [T] we have vE×B = 20 [km/s].

10This expression can be viewed as the combined curvature and ∇B drift velocities with the approximation
that the velocities v2∥ +

1
2v

2
⊥ ∼ v2s.
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frequency. Furthermore, in situations with large inverse gradient scale lengths, such as the

H-mode pedestal, the value of ω∗,s may become large.

Importantly, there is no general a priori reason to neglect the magnitude of vE×B nor

vph. when interpreting the Doppler shift of the back-scattered radiation. However, when

independent measurements of vE×B are available (e.g. from charge-exchange spectroscopy

(CER)) and/or the value of vph. can be estimated from simulations, this added information

can assist the interpretation of DBS. Specifically, in plasmas with significant rotation, one

often has vE×B ≫ vph.. In this limit, the measured velocity is approximately the local E×B

velocity, and DBS measurements can be used to infer the local value of Er. This application

of DBS, and comparisons with CER under varying NBI-torque conditions will be discussed

in detail in Chapter 5.

For cross-diagnostic comparisons it is important to make use of quantities which are

theoretically flux functions. This (theoretically) eliminates discrepancies when diagnostics

measure at different locations in the R,Z plane. The radial electric is manifestly not a flux

function as its value depends on a spatial gradient, Er = −êr · ∇ϕ. The gradient over space

can be normalized with the gradient of the poloidal magnetic flux, |∇ψ| = RBp, to produce

a flux function,

ωE×B =
Er
RBp

. (3.36)

This quantity is dubbed the toroidal E×B angular velocity. For the application in Chapter

5, ωE×B is calculated from DBS quantities as,

ωE×B =
ωDopp.B

kmeas.RBp

, (3.37)

where all quantities are evaluated at the DBS cutoff location. The importance of this quantity

in the theory of rotation in axisymmetric plasmas will be discussed in Subsection 5.1.1.
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3.1.6 The DBS frequency spectrum

In the previous subsection we assumed that back-scattered radiation could be identified with

a single binormal wavenumber at the cutoff location and the motion of density fluctuations

could be captured by a single binormal velocity (vE×B+vph.). Upon relaxing this assumption

we predict a broadening of the frequency spectrum about the nominal Doppler shift, ωDopp. =

kmeas.(vE×B + vph.). We present a simplified model for the width of the frequency spectrum

by considering two effects:

• Variation in velocities over the scattering volume for a fixed k, i.e. ∆ωv = k∆v, due

to either (1) spatial variation in the background vE×B and/or (2) turbulent variation

in vph..

• Variation in the measured wavenumber due to the finite probed volume for a fixed

background velocity v, i.e. ∆ωk = v∆k.

In reality, these broadening mechanisms are connected given that ∆k is inherently related

to the size of the probed volume which may impact the magnitude of ∆v. If we approximate

these frequency broadening mechanisms as independent effects, the total broadening would

add in quadrature such that,

∆ω =
√
(k∆v)2 + (v∆k)2 (3.38a)

∆f =
1

2π

√
(k∆v)2 +

(
2πfDopp.

k
∆k

)2

, (3.38b)

where 3.38(b) is written using the corresponding DBS quantities (k = kmeas.). Large mean

v is expected to broaden the frequency spectrum through v∆k but the spread in ∆v is

assumed to be independent of the mean v. This simplified model predicts that when v = 0,

the spectral width is minimized (∆ω = |k∆v|) and the value of ∆v can be deduced. Figure

3.3 exemplifies the relationship between the spectral width and the Doppler shift using DBS

data from the experiment discussed in Chapter 5.
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Figure 3.3: An example relationship between the spectral width (FWHM) and the Doppler

shift. The DBS data shown is from the 67.5 GHz channel of the DBS60 system. The

background plasma is discussed in detail in Chapter 5. To improve the performance of the

fit, DBS data is collated into 20 kHz bins with respect to fDopp. to evaluate statistics.

Figure 3.3 suggests that the width of the frequency spectrum indeed follows the trend

predicted in Equation 3.38. The solid curve in Figure 3.3 is the result of a fit using Equation

3.38(b) with the value of k set to the value from ray tracing (k = 0.7 cm−1). The fit finds

∆k = 2.7 cm−1, and ∆v = 10.1 [km/s]. The fit-implied value of ∆k is on the same order

of magnitude as estimates using other methods [93]; albeit large relative to k due to the

low incidence angle in this case. The fit-implied value of ∆v is significantly larger than any

spatial variation in the vE×B value over the volume probed by DBS (see rotation profiles

shown in Chapter 5 – Figure 5.5). Thus, through the lens of this simplified ∆ω model, we

conclude that a significant fraction of the spectral width comes from the turbulent ∆vph..

Furthermore, the fit-derived value of ∆vph. (≈ 10 km/s) implies ∆vph. > vph., or equivalently

∆ωδn > ωδn (assuming the ωδn is on the order of the linear estimates, Eq. 3.35). These

results suggest that the width of the DBS frequency spectrum is directly related to the

dynamics of turbulent density fluctuations. Furthermore, based on the case shown in Figure

3.3, models for the DBS frequency spectrum should account for turbulent variation in the
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Figure 3.4: An example DBS amplitude spectrum from the study presented in Chapter 5.

The DBS data used for the fit is limited to values above the noise level (horizontal dashed

line). The DC (f = 0) frequency is shown with a vertical dashed line.

frequency of unstable modes ∆ωδn.

The so-called ‘Taylor model’ is an example of a theory-based model which has successfully

been applied to DBS frequency spectra [69,94,95]. An example derivation of the Taylor model

is provided in Appendix B. The final expression for the spectral density function, S(ω) is

the Fourier transform of the following auto-correlation function,

R(τ) = F (k)eikvτ exp

(
− k2u2τ 2ac(τ/τac − 1 + e−τ/τac)

)
. (3.39)

wherein the turbulence-modulated velocity fluctuations, δv, are characterized by mean-

square amplitude u2 = ⟨|δv|2⟩, auto-correlation time τac, and mean velocity v. The di-

mensionless Kubo number, K = kuτac, describes the strength of the δv modulation relative

to its auto-correlation time. In the slow/diffusive limit, K ≫ 1, the frequency spectrum

echos the statistics of δv, i.e. S(ω) is Gaussian for the assumptions leading to Equation 3.39.

In the fast/convective limit, K ≪ 1, S(ω) becomes a Lorentzian. Thus, for intermediate

K ≈ 1, we expect frequency spectra with intermediate shapes.
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Figure 3.4 illustrates an example DBS (quadrature amplitude) frequency spectrum from

the investigation in Chapter 5. Figure 3.4 shows the Gaussian, Lorentzian and Taylor models

fit to the DBS data. In this case, the Lorentzian model fails to accurately fit the peak

and the tails of the spectrum. The Gaussian model more accurately fits the shape in the

vicinity of the peak, but fails to capture the shape of the spectral tails. Finally, the Taylor

model appears to more accurately capture the shape of the measured spectrum over a span

of ≈ 2 MHz covering more than a factor of ≈ 100 in amplitude. For the case shown in

Figure 3.4 the Kubo number is intermediate (K ≈ 1.26), hence the failure of the limiting

Gaussian/Lorentzian cases. However, it should be noted that although the Gaussian and

Lorentzian fits fail to capture the overall shape of the spectrum, both models appear to

adequately identify the Doppler shift. Furthermore, the Gaussian fit in particular will result

in only a small under-prediction of the spectral power (integral of the square of the curves

in Figure 3.4) relative to integrating the data directly.

The physics underlying the shape of the DBS frequency spectrum was also considered in

work by Maggs et al. in [96]. In their work, DBS data from an L-mode DIII-D discharge was

analyzed to distinguish between chaotic and stochastic behavior using multiple metrics. The

DBS data was found to exhibit chaotic behavior overall. One indicator of chaotic dynamical

behavior is exponential decay in the power (frequency) spectrum [97]. In related work,

Maggs et al. related the exponential nature of the frequency spectrum to the interaction

between unstable modes and the production of Lorentizian pulses in the time domain [98,99].

Exponential decay can be observed in the DBS frequency spectrum by fitting with a Laplace

line shape (exponential ‘tent’ function – see Appendix B, eq. B.17). In some cases, see Figure

4 in [96], the Laplace line shape can provide an excellent fit to the entire observed power

spectrum. However, as discussed in [96], the spectrum may not form a pronounced ‘tent’ at

the peak; instead the peak can be rounded. In the work by Maggs, a rounded peak in the

frequency spectrum is attributed to the finite wavenumber resolution of DBS. Additional

distortion of the exponential ‘tent’ feature was found to occur for large mean flows and at

reduced signal amplitude (see Figure 8 of [96]).
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Figure 3.5: An example DBS amplitude spectrum from the study presented in Chapter 5.

The DBS data used for the fit is limited to values above the noise level (horizontal dashed

line). The DC (f = 0) frequency is shown with a vertical dashed line.

Figure 3.5 provides a comparison of lineshape models with exponential tail behavior. The

DBS data in Figure 3.5 is identical to the data shown in Figure 3.4. When all DBS data

above the noise-level is considered, the Laplace (exponential ‘tent’) lineshape fails to capture

the overall shape of the spectrum (solid red line in Figure 3.5) – this is due to the rounded

peak in the spectrum. To fit the exponential decay while avoiding the rounded peak one

can mask the peak of the spectrum11. The masked-peak fit provides a much better fit to

the tails of the frequency spectrum but overestimates the spectral power significantly due to

extrapolation near the peak.

Alternative lineshape models with exponential tail behavior are also shown in Figure 3.5.

The Generalized Gaussian model (Equation B.21) uses the additional shape parameter β to

11To determine the width of the mask, we iterate over various mask-widths and pick the width resulting
in the best fit statistics.
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continuously fill the function-space between Gaussian (β = 2) and Laplace (β = 1). For

the case shown in Figure 3.5, β = 1.6 and therefore the tails are not strictly exponential.

Finally, the logistic model (Equation B.18) is capable of fitting the rounded peak of the

DBS spectrum with purely exponential tail behavior. For the case shown in Figure 3.5 the

exponential decay time-constant, τ in the asymptotic behavior S(ω) ∼ e−ωτ , is τ ≈ 780 ns

for the Laplace model (masked peak) and τ ≈ 950 ns for the logistic model. These two

values of τ are close to those reported in [96] (mean value of τ from their measurements was

715 ns).

In reality, the shape of the DBS frequency spectrum varies from experiment to exper-

iment depending on a multitude of variables. There does not yet exist a simple, robust

theory-based model for the frequency spectrum. However, it should be noted that the full-

wave/nonlinear-gyrokinetics synthetic DBS diagnostic to be presented in Section 3.7 can

partially reproduce the observed frequency spectrum (see Figure 4.25(a)). Empirically, ob-

served frequency spectra tend to exist between Gaussian, Lorentzian and exponential-type

lineshapes. This fact motivates fitting spectra with ad-hoc lineshape models dependant on

the observed spectral shape. In addition to an outline of a derivation of the Taylor model,

Appendix B details other models commonly used for the DBS frequency spectrum.

3.2 Doppler back-scattering hardware

The hardware components of DIII-D Doppler back-scattering systems can be divided into

three groups: signal generation electronics, quasi-optics, and receive electronics. There are

two DBS systems installed on the DIII-D tokamak. Both DBS systems have essentially

identical electronics, but their quasi-optics differ significantly. These differences will be

addressed in the following subsections.

The signal-generation and receive electronics used by both systems is presented by W.

Peebles et al. in [79]. Figure 3.6 provides an RF component diagram of the DBS electronics.

Both systems consist of eight simultaneous, fixed-frequency channels spanning the V-band
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(55-75 GHz). The signal consisting of eight simultaneous frequencies is generated using a

nonlinear transmission line (NLTL). The signal is then transferred from rectangular WR-15

waveguide to free space waves using corrugated, conical horn antennae. The signal received

from the plasma is isolated using a using a directional coupler. Both the launched signal and

the signal returning from the plasma are down-converted from the V-band to intermediate

frequencies (2 - 10.5 GHz) using a local Gunn oscillator.

The intermediate frequency signals (launch and receive) are eight-way power divided and

filtered around their nominal frequencies. Finally, the filtered plasma signals are mixed with

their respective launch signals using quadrature mixers. The quadrature mixers preserve the

phase between the received signal relative to the launched signal. The preservation of the

phase information is vital for reconstructing the phasor representing the scattering signal

from the plasma. The in-phase (I) and quadrature (Q) outputs of each of the eight mixers

are amplified and passed to the DIII-D data acquisition system.

3.2.1 The DBS60 system

The DBS60 system is located at the 60◦ toroidal location of the DIII-D tokamak (see Figure

2.3). The toroidal location of the system is only relevant as a label to distinguish this system

from the DBS240 system. The DBS60 quasi-optical layout is illustrated in Figure 3.7. The

probing radiation generated inside of the electronics box is converted to a free-space beam by

a corrugated conical horn antenna. The expanding beam emanating from the horn antenna

is roughly collimated by a plano-convex lens. Finally, the beam is focused into the plasma

by a parabolic mirror. The poloidal angle of the parabolic mirror is controlled remotely. The

toroidal angle of the DBS60 system is fixed to 0◦.

3.2.2 The DBS240 system

The DBS240 system is located at the 240◦ toroidal location of the DIII-D tokamak (see

Figure 2.3). The DBS240 system is illustrated in Figure 3.8. Similar to the DBS60 system,

corrugated conical horn antennas and lenses are used to produce a roughly collimated beam.
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Figure 3.6: Component diagram illustrating the electronics of the DBS60 and DBS240 sys-

tems. The diagram is divided into three portions (a,b,c) with dashed lines. 3.6(a) illustrates

the signal-generation portion of the electronics whereby a 2.5 GHz source is converted into

eight simultaneous V-band frequencies. 3.6(b) illustrates the first frequency down-conversion

process where V-band mixers and a V-band Gunn LO convert from the V-band to the 2-10.5

GHz range. 3.6(c) shows the final frequency down-conversion where the eight channels are

separated and mixed together in quadrature. The I, Q outputs of each mixer are digitized

(only one mixer is annotated for clarity).
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Figure 3.8: Quasi-optical schematic of the DBS240 system.
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Unlike the DBS60 system, the DBS240 system couples the free-space beam into an oversized

waveguide. At the outlet of the waveguide closest to the tokamak, a metallic dichroic lens is

used to focus the wave emanating from the waveguide onto a multi-axis mirror. The DBS240

mirror has the ability to steer the beam in the poloidal and toroidal directions [3].

3.3 Analysis of Doppler back-scattering data

The data analysis procedure for any one DBS channel is described in the following: the I,

Q mixer outputs are digitized at a high sampling rate (typically ≥ 5 MHz). The scattering

signal is reconstructed as a time-series of complex numbers: S(t) = I(t) + iQ(t). We use a

short-time Fourier transform (STFT) method to calculate a spectrogram of S(t). Hanning

windows are used to suppress spectral leakage. Optionally, adjacent records of data are

overlapped (typically 50%) to recover time resolution lost to windowing. The output of this

procedure is called the quadrature spectral density (or simply the ‘quadrature spectrum’),

Ŝ(f) = STFT[S(t)].

DBS observables can be calculated directly from the quadrature linear spectral density.

For example, the Doppler shift (fDopp.), and the signal power (Ps). The Doppler shift can

be numerically approximated by a simple weighted spectral average,

fDopp. ≈
∑

f f · Ŝ(f)∑
f Ŝ(f)

(3.40)

and the signal power can be approximated by numerically integrating the modulus-square

of the linear spectral density,

Ps ≈
∫ fNyq.

−fNyq.

|Ŝ(f)|2df, (3.41)

where fNyq. is the Nyquist frequency12. However, attributing the calculated Doppler shift

and the signal power to a particular location/mode within the plasma assumes that the de-

modulated scattering signal, S(t), contains only one Doppler-shifted component originating

12fNyq. = 2.5 MHz for 5 MHz sampling rate used in the experiments in this thesis.
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from a well-localized region in the plasma. In reality, the spectrum of the back-scattered

signal may contain multiple peaks or transient effects which should be filtered out for more

accurate determination of fDopp. and Ps.

Notch filters can be used to isolate the Doppler shifted component in Ŝ(f) before further

processing. The filter is applied by removing portions of Ŝ(f) for fLP ≤ f ≤ fHP where

fLP and fHP are adjustable low-pass and high-pass frequencies. Noise can also be removed

by specifying a noise level ŜN and discarding Ŝ(f) ≤ ŜN . These optional pre-processing

steps can improve the accuracy in calculating fDopp. and Ps from spectra where Ŝ(f) is non-

trivial. Transient events, namely edge-localized modes (ELMs), are often visible in Ŝ(f) and

can impact spectral analysis. ELMs are dynamic MHD modes driven by steep gradients in

the edge pressure or current density. These events can be removed through an ELM-phase

synchronized analysis. The time basis of the Ŝ(f) spectrogram is mapped to the phase of the

ELM. Then, time slices of Ŝ(f) are removed based on an acceptance interval of ELM-phase

(e.g. [50, 95%]).

Our ability to isolate Doppler-shifted components of the observed Ŝ(f) spectrum is often

improved by fitting peak-like lineshape models to all, or a portion of the measured Ŝ(f).

Example fit outputs were shown previously in Figures 3.4 and 3.5. Beyond the models

discussed in Subsection 3.1.6, other ad-hoc lineshape models are discussed in Appendix B.

Generally, peak-like linehsape models with 3-4 parameters (amplitude, center, width, and

shape) can reproduce the observed spectra. When multiple peaks are present in the spectrum

it can be advantageous to fit composite models with multiple lineshape components to the

data. However, for more than two peaks this process can be computationally slow using

nonlinear least-squares fitting. In these situations, multiple components can be isolated

quickly with Mixture Model (MM) clustering algorithms such as the Gaussian Mixture Model

(GMM [100]) and the Students-T Mixture Model (TMM [101]). An example of the MM

analysis method is shown in Appendix B.

As part of this doctoral research, an open-source collection of DBS data analysis routines

were developed by the author and made available in the form of an OMFIT module. OMFIT
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[102] is an open-source framework used throughout the tokamak research community to

facilitate simulations and analysis of experimental data. The DBS module contains routines

for fetching DBS data from multiple tokamaks, and spectral analysis including prepossessing,

fitting and MMs. The module also organizes kinetic profiles, calculates cutoffs/resonances,

and orchestrates beam/ray tracing simulations (discussed in the following sections). The

OMFIT DBS module is described in more detail in Appendix A.

3.4 Ray tracing

The analysis techniques in the previous section are used to calculate the Doppler shift,

fDopp., and the signal power, Ps, from DBS data. To interpret measurements further, we

must determine the trajectory (and wavevector) of the probing radiation through the plasma.

For each DBS frequency, we must (theoretically) solve the wave equation (Equation 3.4) in

our non-uniform plasma with the incident field provided as a boundary condition. Instead,

it is standard practice to find approximate solutions to Equation 3.4 in the geometric optics

limit by solving the ray tracing equations.

Formally, we define an order parameter δ ≡ (Lk)−1 ≪ 1 where k is the wavenumber

of the probing radiation and L is the length-scale of variations in the background plasma,

L−1 ∼ ∇n/n ∼ ∇B/B. Furthermore, we assume that variations in the background plasma

with respect to time are negligible compared to frequency of the probing radiation, ω ≫

τ−1
eq ∼ ∂tn/n ∼ ∂tB/B. Then, we use the following ansatz for the wave electric field,

E(r, t) = Ẽ(r)eiS(r)−iωt, (3.42)

where spatial variation in the eikonal S(r) are taken to be, S−1|∇S| ∼ L−1. The amplitude

of the electric field is also expanded in powers of the order parameter δ,

Ẽ(r) = Ẽ(0)(r) + Ẽ(1)(r) +O. (3.43)
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Then, the electric field in Equation 3.42 and the expansion of its amplitude in Equation 3.43

are substituted into the wave equation (Equation 3.4). The resulting equation, to order δ0,

is simply Equation 3.5 with E → Ẽ(0) and k = ∇S defining the local wavevector.

The ray tracing equations can be derived by taking partial derivatives of D(k, ω, r) = 0

with roots taken to be values of ω = H(k, r). The resulting set of equations is,

dr

dτ
= ∇kH = −∂D/∂k

∂D/∂ω
(3.44a)

dk

dτ
= −∇H =

∂D/∂r
∂D/∂ω

, (3.44b)

where τ parameterizes the trajectory and the symbol H is used in place of ω to allude

to Hamilton’s equations of motion. The system of ODEs given in Equation 3.44 can be

integrated numerically to provide the trajectory (and wavevector) of an electromagnetic wave

in a nonuniform plasma. The initial conditions are the starting position and wavevector. In

solving Equation 3.44 one must also solve the local dispersion relation, D(k, r, ω) = 0 along

the trajectory.

Several software packages exist to solve the ray tracing equations in a tokamak geometry.

In this thesis we use the code GENRAY [103] with the cold-plasma dispersion relation (id=3).

The GENRAY code takes the magnetic equilibrium (a gEQDSK file) and the electron density

profile, ne(ρ) as inputs. We also provide the wave frequency, polarization, launch position

and angle(s). The code calculates the trajectory of the ray and the evolution of the index of

refraction n ≡ ck/ω. Specifically, the code provides components of the index of refraction,

n∥ = |n · b̂| and n⊥ =
√
n2 − n2

∥.

When interpreting DBS measurements, the nominal measured location, ρmeas., is the

turning-point of the trajectory, i.e. ρ where n⊥ is minimized. The measured wavenumber
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determined by the Bragg condition (Equation 3.2) at ρmeas.,

ρmeas. = argminρ(|n⊥|) (3.45a)

kmeas. = −2
ω

c

(
n⊥|ρ=ρmeas.

)
, (3.45b)

where argminρ(. . . ) determines the ρ value that minimizes n⊥(ρ). Equation 3.45 is used to

post-process GENRAY simulations.

3.5 Beam tracing

Similar to ray tracing, beam tracing is a method of approximating electromagnetic wave

solutions to Maxwell’s equations in a non-uniform medium. In beam tracing, the length-scale

of the wave transverse to the propagation direction is taken to beW satisfying λ≪ W ≪ L,

i.e. the width of the beam is large relative to the wavelength of the radiation but small

compared to characteristic background variation in the medium. This introduces a secondary

order parameter, ζ = (kW )−1 ∼ (LW )−1 ≪ 1, and complicates the expansion of the wave

equation and the electric field amplitude. Following [4], the eikonal function S(r) in Equation

3.42 is taken to be,

S(r) = s(τ) + kw(τ) ·w +
1

2
w ·Ψw ·w +O. (3.46)

In this equation, τ parameterizes the path of the central ray q(τ) and w = r− q(τ) defines

a position vector transverse to the central ray. The function,

s(τ) =

∫ τ

0

k(τ ′) · ĝ(τ ′)dτ ′ (3.47)

encodes the evolution of the wavenumber along the central ray (to zeroth order, ∇S(r) = k).

Terms with subscript w in Equation 3.46 are perpendicular to the effective group velocity,

g ≡ dq/dτ . The quantity Ψw in Equation 3.46 is a complex-valued, symmetric matrix
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encoding the width of the beam and the radius of curvature of phase-fronts. In an orthogonal,

beam-following basis (x̂, ŷ, ĝ) the real and imaginary parts of Ψw can be diagonalized to

reveal,

Re{Ψw}ii =
k3

k2g

1

Ri

(3.48a)

Im{Ψw}ii =
2

W 2
i

, (3.48b)

where i indexes the principal axes of the beam, Ri is the radius of curvature of the phase

fronts and Wi is the beam half-width along said axis.

To derive the beam tracing equations, the electric field amplitude (Equation 3.43) and

the wave equation (Equation 3.4) are expanded through O(δ2) and O(ζ2). This is a lengthy

process (see Appendix A of [4]) resulting in a hierarchy of equations representing an approxi-

mate solution to the wave equation. The derivation of the beam tracing equations reproduces

the ray tracing equations in its first order and yields evolution equations for higher order

terms such as the components of the matrix Ψ.

The system of beam tracing equations is summarized as,

dq

dτ
= ∇kH (3.49a)

dk

dτ
= −∇H (3.49b)

dΨij

dτ
= − ∂2H

∂ri∂rj
−Ψil

∂2H

∂kl∂rj
−Ψmj

∂2H

∂ri∂km
−ΨinΨpj

∂2H

∂kn∂kp
. (3.49c)

The first two equations are identical to the ray tracing equations in Equation 3.44. This sys-

tem of ODEs can be solved numerically in tokamak geometry by codes such as TORBEAM [104]

or SCOTTY [4]. In this thesis we use the code SCOTTY for 3D beam tracing and DBS-relevant

postprocessing. When numerically integrating equations 3.49(a)-(c), initial conditions for

the starting beam position, wavevector, and the Ψ components are required. The initial Ψ

components can be estimated by analyzing the quasioptical configuration for each system
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Figure 3.9: Diagram illustrating a representative 2D COMSOL model for DBS.

(Figures 3.7 and 3.8) using Guassian beam ABCD-matrix methods found in Goldsmith [105].

3.6 Full-wave simulations

In Sections 3.4 and 3.5 we presented methods for approximating solutions to the electromag-

netic wave equation for the interpretation of DBS measurements. Numerical solutions of the

wave equation can also be calculated without an ansatz for the electric field nor expansion

methods. These ‘full-wave’ calculations are performed by directly solving the wave equation

in the plasma with appropriate boundary conditions to represent the incident DBS wave.

Although this approach represents the highest physics fidelity, it is a departure from the pre-

vious ray/beam tracing methods in terms of computational cost and model complexity. In

this dissertation we employ the commercial software COMSOL to solve the electromagnetic

wave equation in the plasma. Specifically, we solve the frequency-domain wave equation

(Equation 3.4) in a two dimensional rectangle encompassing the plasma-vacuum boundary.

Figure 3.9 illustrates a representative COMSOL model used for DBS modeling. COMSOL

uses a Cartesian (x, y, z) coordinate system when solving the wave equation. The incident
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DBS wave is introduced into the simulation by specifying the E-field along a line segment.

This line segment acts as the model ‘port’ and the E-field is taken to be a tilted, linearly

polarized Gaussian beam,

Eport =


− sin θ cos(ϕ)

cos θ cos(ϕ)

sin(ϕ)

E0

√
w0

w(x′ − d)
exp

(
−y′2

w2(x′ − d)
− ik0

y′2

2R(x′ − d)

− ik0(x
′ − d) + iη(x′ − d)

) (3.50)

wherein,

w(z) = w0

√
1 + (z/zR)2 (3.51a)

R(z) = z(1 + (zR/z)
2) (3.51b)

η(z) =
1

2
arctan(z/zR) (3.51c)

zR =
πw2

0

λ0
=

1

2
k0w

2
0 (3.51d)

x′ = x cos(θ)− y sin(θ) (3.51e)

y′ = x sin(θ) + y cos(θ) (3.51f)

E0 =

√
Z02⟨Pi⟩/∆z
w0

√
π/2

. (3.51g)

In these equations, θ is the poloidal launch-angle of the incident beam, ϕ is the edge magnetic

pitch-angle (used to polarize the E-field), d is the distance of the port relative to the beam’s

(vacuum) waist location, k0 is the vacuum incident wavenumber, w0 is the (vacuum) beam

waist, Z0 ≈ 377 [Ω] is the vacuum impedance, and ⟨Pi⟩/∆z is the 2D time-averaged input

power. The entire COMSOL domain shown in Figure 3.9(b) is surrounded by a ‘perfectly

matched layer’ (PML) to absorb incident radiation. The COMSOL port shown in Fig-

ure 3.9(b) uses the ‘domain-backed’ option such that any back-scattered/reflected radiation

passes through the port to be absorbed by the PML on the right of the domain.
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Figure 3.10 shows the result of a 2D full-wave COMSOL simulation along with 2D projec-

tions of 3D beam tracing (using SCOTTY) and 3D ray tracing (using GENRAY) simulations.

Both SCOTTY and GENRAY predict that the central ray of the DBS beam travels ≈ 2 cm

in the toroidal direction (into the page). The comparison in Figure 3.10 suggests that both

SCOTTY and GENRAY are accurately approximating the trajectory of the wave. Beyond

the trajectory of the central ray, SCOTTY is accurately capturing the evolution of the beam

envelope through the plasma (dashed green lines). Figure 3.10 also shows a slight (mm

scale) discrepancy between SCOTTY and GENRAY with respect to the trajectory of the

central ray. In Figure 3.10 we can also observe the characteristic enhancement of the E-field

amplitude near the cutoff discussed in Subsection 3.1.4.

3.7 Synthetic diagnostic development

In general, a synthetic diagnostic is a model designed to predict one or more observable

quantities from simulated (or analytic) inputs. Synthetic diagnostics enable more direct

comparisons between simulation/theory and experiment by accounting for instrumental ef-

fects e.g. spatial/wavenumber resolution. One of the primary results of this thesis is the

development of a synthetic DBS diagnostic based on the beam-DBS theoretical framework

outlined in Subsection 3.1.4. The beam-DBS model for the back-scattered power accounts

for all of the instrumental effects captured by the weighting function, U(l), in Equation 3.27.

We use the beam-DBS framework to predict the back-scattered power as a function of the

measured wavenumber, i.e. the back-scattered power wavenumber spectrum, Ps(kmeas.). The

predicted Ps(kmeas.) can then be directly compared with measurements from a scan of the

DBS launch-angle(s).

Creating a synthetic diagnostic for DBS is particularly challenging due to the integrated

nature of the fluctuating density, δn, in DBS theory. In the beam-DBS framework Equation

3.27 (repeated here),

⟨Ps⟩ ∝
∫
dl⟨|δn̂|2⟩UpUb

g2ant
g2

e−2θ2m/∆θ
2
m . (3.52)
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provides the average back-scattered power as an integral along the DBS trajectory parame-

terized by the path-length l. The weighting function, U(l) = UpUb
g2ant

g2
e−2θ2m/∆θ

2
m , plays only a

partial role in localizing measurements to the vicinity of the cutoff. The fluctuating density

spectrum, ⟨|δn̂|2⟩, and its intrinsic anisotropy in the k⊥ plane, are essential for localizing

measurements and identifying the nominal kmeas.. Therefore, the underlying ⟨|δn̂|2⟩ cannot

be easily decoupled from measured values of Ps.

The weighting function in the integrand of Equation 3.52 depends on the background

plasma and the DBS configuration (launch position, steering angles). We use the code

SCOTTY outlined in Section 3.5 to evaluate the weighting function for a given trajectory.

The density spectrum, ⟨|δn̂|2⟩, is separately modeled by either an analytic function or by

numerical simulation of plasma fluctuations. Given the weighting function from SCOTTY and

a model ⟨|δn̂|2⟩, the synthetic diagnostic is complete, i.e. theory-based predictions of the

measured Ps can be calculated.

We apply our synthetic DBS diagnostic to solve both forward and inverse modeling

problems:

• Forward problem: Given a model δn̂, what Ps(kmeas.) would we theoretically observe

from DBS?

• Inverse problem: Given experimental measurements of Ps(kmeas.), what is a plausible

δn̂?

On the one hand, the forward modeling problem is a straightforward evaluation of Eq.

3.52 provided one has access to δn̂. Unfortunately, modeling δn̂ via simulations can be

computationally expensive for two reasons: (1) the saturated fluctuation spectrum is an

inherently nonlinear quantity, and (2) Depending on the range of probed wavenumbers,

multi-scale simulations may be necessary for a complete comparison with measurements. As

part of this research we have performed some large nonlinear CGYRO simulations (described

in Appendix C), but in general this can be a prohibitive requirement for DBS modeling.

Therefore, one of the primary outputs of this thesis is the development of a novel method to
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obtain an approximate δn̂ spectrum using the reduced quasi-linear code TGLF. The TGLF-

based method for approximating δn (see Subsection 2.4.1) dramatically lowers the barrier

for predictive/interpretive DBS modeling.

On the other hand, the inverse modeling problem is solved by first assuming a particular,

analytic model for ⟨|δn̂(kn, kb; µ⃗)|2⟩ where µ⃗ represents a set of model parameters. Then, we

iterate µ⃗ until the model ⟨|δn̂|2⟩ reproduces measured values of Ps via Equation 3.52. This

approach introduces bias through the functional form of the model ⟨|δn̂|2⟩ and may converge

for several different models. Convergence indicates that the δn̂ spectrum, with optimized

parameters µ⃗∗, can reproduce the observations. For example,

⟨|δn̂|2⟩ ∝ 1

1 +
(

|kn|
wn

)γ
+
(

|kb−k∗b |
wb

)β . (3.53)

is an analytic model proposed in [8]. This power-law model has five parameters: µ⃗ =

[wn, γ, k
∗
b , wb, β]. Where wn and wb are inverse lengths in the normal and binormal directions

respectively. The exponents γ and β are spectral indices in the normal and binormal direc-

tions and the wavenumber k∗b allows the spectrum to be shifted to a finite kb to representing

the dominant instability driving scale. An alternative model is,

⟨|δn̂|2⟩ ∝ exp

(
−
(
|kn|
wn

)γ
−
(
|kb − k∗b |
wb

)β)
. (3.54)

where the same set of parameters, µ⃗ = [wn, γ, k
∗
b , wb, β], is used with similar physical mean-

ings.

Separate from the beam-DBS model for Ps, we have also implemented a synthetic DBS

model combining nonlinear gyrokinetics and full-wave COMSOL simulations of the probing

DBS electric field. While this approach represents the highest physics fidelity of the models

considered in this dissertation, it has several drawbacks: (1) the COMSOL simulations

considered here are 2D to limit model complexity and computational cost, and (2) the

COMSOL results do not allow us to isolate distinct physical effects in the manner provided
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by beam tracing simulations, i.e. COMSOL simply provides the E-field over a spatial grid,

and (3) the nonlinear CGYRO simulations are performed in the local limit – perturbations

away from the cutoff are not simulated. Despite these limitations, the full-wave synthetic

diagnostic allows us to perform high-fidelity predictions of the received signal amplitude due

to scattering near the cutoff layer.

Returning to Equation 3.20, we substitute Equation 3.18 for the fluctuating component

of the permittivity tensor and use σ = ω
4πi

(ϵ− 1) to write,

Ar = −2π

c

∫
V

d3r
δn

n
(σEi) · E(+) (3.55a)

Ar = −2π

c

∫
V

d3rδn(r)U(r). (3.55b)

Where the weighting function, U(r), is implicitly defined as containing every term in the in-

tegrand other than δn(r). By replacing δn(r) and U(r) with their spatial Fourier transforms,

we obtain the wavenumber-space equivalent of Equation 3.55(b),

Ar(t) = −2π

c

∫
d3k

(2π)3
δn̂(k, t)Û(−k). (3.56)

To apply Equation 3.56, we use the COMSOL model presented in Section 3.6 to simulate

the 2D full-wave DBS Ei in the background plasma and E(+) in the transposed plasma

(background plasma with B → −B). The real-space weighting function, U(r), is evaluated

using E(+), Ei, and the cold-plasma conductivity tensor, σ. Finally, the Fourier transform

of the weighting function, Û(k), is calculated numerically.

The Û(k) weighting function is originally defined over wavenumbers corresponding to

the COMSOL lab-frame Cartesian coordinate system (Figure 3.9). An additional coordi-

nate transformation is required to map the weighting function onto a radial/normal and

binormal grid (relative to the background magnetic field). Then, the weighting function can

be evaluated over the CGYRO numerical grid using methods outlined in Appendix C. The

result of this procedure is a wavenumber-space weighting function, Û(kx, ky), which can be

applied at each timestep of a nonlinear CGYRO simulation. The resulting vector of Ar(t)
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can be Fourier transformed in time to obtain a synthetic DBS frequency spectrum, Âr(ω).

Synthetic DBS frequency spectra using this COMSOL-CGYRO method are presented in

Chapter 4.

3.8 Complicating effects in DBS

3.8.1 Effects related to DBS hardware

The description of the DIII-D Doppler back-scattering systems provided in Section 3.2 refer-

enced the generation and propagation of a beam of electromagnetic radiation in the V-band

(55-75 GHz). The quasi-optical elements featured in Figures 3.7 and 3.8 are intended to

transport and focus the probing radiation into the plasma. In reality, quasi-optical elements

may not perform perfectly, and may produce a beam that deviates from the ideal Gaus-

sian expectation. However, laboratory measurements of the beam profiles do suggest the

beams are Gaussian in nature [3]. Nevertheless, there will be uncertainty as to the initial

conditions provided to ray/beam-tracing simulations which could impact the interpretation

of measurements.

3.8.2 Other wave phenomena impacting DBS

The preceding description of wave physics related to DBS treated the background plasma

in the ‘cold’ limit. The cold limit is applicable when velocities of interest (i.e. the phase

velocity of the DBS wave) exceeds the plasma thermal velocity by a significant margin

(ω/k ≫ vs ≡
√
Ts/ms). For perpendicular propagation in the electron cyclotron range

of frequencies this condition is usually satisfied with two exceptions: (1) propagation near

resonant layers (k → ∞), and (2) very high temperature plasmas. We will discuss each

below and its potential impact on DBS.

Proper description of wave propagation near resonance layers requires the use of the

‘hot plasma’ dispersion relation. In the limit of perpendicular propagation (k∥ → 0) the

74



hot dispersion relationship factors into two orthogonal modes (O/X-mode) akin to the cold

plasma limit (Equation 3.10). As discussed previously, kinetic treatment of both the X and

O mode waves uncovers infinite resonances at integer harmonics of the electron cyclotron

frequency. The X-mode also gains an additional longitudinal (E ∥ k), electrostatic (E =

−∇ϕ) branch called Bernstein waves. In the frequency range relevant to DBS, these are

electron Bernstein waves (EBWs). Critical layers for EBW modes exist at the upper hybrid

frequency and ω = pΩe (p ∈ N) depending on ω and the magnitude of ωUHR. For the

situation in Figure 3.2 (ωLH < Ωe < ωUHR < ωRH < ω) EBWs are completely cutoff from

the low-field side of the tokamak. However, EBWs can propagate in certain regions between

cyclotron harmonics, ωUHR, and the cold-plasma X-mode cutoffs (ωLH and ωRH).

With respect to DBS measurements, the preceding discussion of EBWs serves to illustrate

the potential for complicating effects near critical layers in the plasma. In the vicinity of

critical layers it is possible for waves to tunnel and/or undergo mode conversion processes

whereby the probing radiation may be ultimately absorbed by resonances. Absorption by the

electron cyclotron resonance (or its 2nd harmonic) was discussed previously in Subsection

3.1.2. During experiments, one must verify that the DBS channels of interest are safe from

absorption by cyclotron harmonics. However, one has less control over unintentional mode

conversion and tunneling. Mode conversion and tunneling may occur where steep plasma

gradients bring multiple critical layers in close spatial proximity. For example, in Figure

3.2 the right-hand X-mode cutoff appears in close spatial proximity to the upper hybrid

resonance in the plasma edge. It is possible for wave energy to tunnel through the right-

hand cutoff and spawn waves which are ultimately absorbed by resonances.

The other limit challenging the cold plasma approximation is for high temperature plas-

mas13 where the electron kinetic energy can approach a non-negligible fraction of the electron

rest mass energy. In this situation relativistic effects (and thermal effects) in the plasma may

become important. Relativistic/thermal corrections to cold plasma waves in reflectometry

13Given me ≈ 511 [keV/c2], a plasma with Te = 10 [keV] has electron thermal kinetic energy ≈ 1% of the
rest mass energy.
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applications was treated by Mazzucato in [106] where a simple modification to the electron

mass was found to be a good approximation at temperatures expected in burning plasmas,

me → me

√
1 +

5Te
mec2

. (3.57)

This correction can be applied to the cold plasma dielectric, Equation 3.8, allowing us to

avoid numerically solving the full kinetic/relativistic dispersion relation. For the plasmas

considered in this thesis, the correction in Equation 3.57 results in a ≲ 1% modification of

the frequency profiles shown in Figure 3.2. This supports using the cold plasma dielectric to

model DBS in these plasmas.

3.8.3 Nonlinear scattering effects

The physics of electromagnetic wave scattering in plasmas was discussed previously in Sub-

section 3.1.3 where the problem was cast in terms of an expansion in the smallness of plasma

fluctuations relative to the background (cf. Eq. 3.16). Normally one truncates the expansion

at first order to form the (first) Born approximation. However, the approximation breaks

down when the fluctuation amplitude becomes large enough to modify the background. This

produces entrained fields and multiple scattering events. When we enter this regime, the

outgoing electric field amplitude is no longer linearly related to the fluctuation amplitude,

δn (and therefore the scattered power Ps is not proportional to δn
2).

The problem of linear vs. nonlinear diagnostic response has been treated extensively in

the literature [107]. For DBS measurements authors typically use the nonlinearity parameter

γ,

γ ≡
(
δn

n0

)2
G2ω2xcℓc

c2
ln
xc
ℓc
, (3.58)

derived using a WKB expansion of the electric field near the cutoff in a slab model [107].

In Equation 3.58, δn/n0 is the normalized fluctuation amplitude, ω is the angular frequency

of the probing wave, xc is the radial distance between cutoff and the plasma boundary, ℓc is
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Figure 3.11: Contours of the nonlinearity parameter γ defined in eq. 3.58. We consider

δn/n0 ∈ [0.5, 10−4] and ℓc ∈ [10−2, 5] cm. All other quantities in γ are evaluated for X-

mode 72.5 GHz DBS using profiles at the midplane of discharge 189998, 3000 ms. The γ = 1

contour (green) separates the nonlinear and linear regimes. The δn/n0 = 0.1% level is shown

with a horizontal dashed line.

the radial correlation length of fluctuations, and G is a polarization-dependent term,

G =


1 for O-mode

(ω2 − 2ω2
p)(ω

2 − ω2
c ) + ω4

p

(ω2 − ω2
p − ω2

c )
2

for X-mode,
(3.59)

related to the radial wavenumber dependence on the radial coordinate. The nonlinear regime

theoretically exists for γ ≳ 1. Unfortunately, the γ parameter depends on difficult to mea-

sure, or simply inaccessible, quantities such as δn/n0 and ℓc. To estimate γ for the experi-

ment considered in Chapter 4, we create a large grid of reasonable ℓc and δn/n0 values while

evaluating all other terms at the plasma midplane.

Figure 3.11 illustrates contours of γ with log-scale colors. We denote the γ = 1 contour as

the dividing line between linear and nonlinear. We draw a horizontal line for δn/n0 = 0.1%

which we take to be a reasonable estimate for core H-mode fluctuation amplitudes. With

fixed δn/n0 = 0.1%, regardless of the radial correlation length we find γ < 1. At radial
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correlation lengths, ℓc less than 1 mm we see that δn/n0 can approach 1% and we remain in

the linear regime. This result supports the conclusion that, for results presented in Chapter

4, we are operating in the linear response regime of the diagnostic.

Going beyond the γ parameter estimate, the linear/nonlinear diagnostic response can

be addressed using 2D full-wave COMSOL simulations. In these COMSOL simulations we

include a ‘coherent’ density fluctuation localized to the cutoff layer using the toy-model,

δn

n
(ρ, θ) =

(
δn

n

)
0

cos(mθ)e−(ρ−ρc)2/2(∆ρ)2 , (3.60)

whereinm is the poloidal mode number, (δn/n)0 is the amplitude of the density perturbation

relative to the background, ρc is the cutoff location, and ∆ρ sets the radial extent of the

perturbation. The poloidal wavenumber is related to m through, kθ = m(dl/dθ)−1 where

l is the arc-length of the flux surface in cm. To investigate the linear/nonlinear response

we set kθ to the ‘matching’ wavenumber to produce a 180◦ back-scattered wave. For the

7◦ launch-angle case shown in Figure 3.10, the matching wavenumber is kθ = 6.4 [rad/cm].

Centering the density perturbation around ρc and fixing kθ = 6.4 allows us to clearly identify

the back-scattered component of the total E field as an outgoing wave to the right of the

port (leaving the simulation domain, to be absorbed by the PML). If we were to select kθ

different from the matching value, the scattered field would not return along the incident

trajectory; rather it would be scattered in another direction, complicating this analysis.

Figure 3.12 illustrates results of COMSOL simulations of linear/nonlinear scattering. In

Figure 3.12(a) we overlay the full-wave Ey-field along with contours of the cutoff-localized,

coherent δn/n perturbation (Equation 3.60). In Figure 3.12(a) we also overlay the SCOTTY

beam-tracing result in the background (unperturbed) plasma. This is the same beam-tracing

result as Figure 3.10. Annotations in Figure 3.12(a) highlight the entrained E-field – a

signature of nonlinear scattering – and the outgoing back-scattered wave leaving the domain

to the right of the port.

Figure 3.12(b) shows the results of a scan of the perturbation amplitude, (δn/n)0, in
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Figure 3.12: Nonlinear scattering simulation using full-wave 2D COMSOL.

Equation 3.60. Each point in Figure 3.12(b) corresponds to a different COMSOL 2D-FW

simulation. For (δn/n)0 < 1% the diagnostic response is linear with the power of the

scattered wave following Ps ∝ (δn)2. However, for (δn/n)0 > 1% the scattered power

saturates and the diagnostic response is said to be nonlinear. The transition from linear

to nonlinear scattering with increasing (δn/n)0 is an expected result, and is fairly general.

However, it is important to note that the particular point of saturation in Figure 3.12(b)

depends on the background plasma, and on our toy-model for the density perturbation. We

can compare the 1% saturation threshold with the γ calculation in shown in Figure 3.11.

The 1% value derived from COMSOL simulations appears to be roughly consistent with a

γ ≈ 10 (for ℓc ≈ 1 [cm]; roughly the ∆ρ width of the perturbation). However, the radial

correlation length of our toy-model δn perturbation is not strictly well-defined.
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3.8.4 Potential issues with ray/beam tracing

The ray and beam-tracing methods, presented in Sections 3.4 and 3.5 respectively, are only

formally applicable when the underlying assumptions about the separation of scales between

the medium and the wave are satisfied. For example, in ray tracing we introduced the order

parameter δ ≡ (Lk)−1 ≪ 1. When the wave approaches a cutoff (k → 0), the δ ≪ 1 ordering

is no longer satisfied and the ray tracing approximation for the wave field (formally) breaks

down. This is a well understood problem in WKB theory.

Ray/beam tracing programs can integrate the ray equations near cutoff without issue

except in situations where the change in k over space is extreme. For example, in low launch-

angle cases, cutoffs cause a large change in the radial wavenumber, kr, such that ∆kr = 2kr

over a small spatial region. Numerical issues can arise wherein the program struggles to

remain on the proper solution-trajectory through ray phase space (where the dispersion

relationship must be locally satisfied). In these situations the ray/beam tracing solutions

can become inaccurate. This effect can complicate the interpretation of DBS measurements.

Despite a long history of ray tracing theory and simulation, addressing the issue of solutions

near caustics remains an area of active research [108].

Beam tracing suffers from the same complications near cutoffs as ray tracing. Addition-

ally, beam tracing relies on an additional ordering related to the transverse size of the beam,

W , relative to the wavelength, λ. The W > λ ordering can also be violated near cutoffs

when ‘beam pinching’ drives W < λ. This particular effect has been the focus of validation

efforts and remains an open area of research [109].
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CHAPTER 4

Wavenumber spectrum investigation

In this chapter we present an investigation of the fluctuating density wavenumber spectrum,

δn̂(k⊥), in DIII-D ECH H-mode plasmas (H-modes with ECH as the only auxiliary heating

source1). The ECH H-mode regime is relevant for studying plasmas with dominant electron-

heating, low collisionality ν∗e < 1 (Eq. 2.6), and zero injected torque. The former two

characteristics are expected to be relevant for future burning plasmas where fusion-born

alphas will predominantly heat electrons and high core temperatures provide low ν∗. Future

fusion reactors are also expected to have reduced reliance on NBI, and are therefore expected

to have low to zero injected torque (the extent to which intrinsic torque, especially in

RF-heated plasmas, is able to produce non-negligible rotation is the subject of ongoing

research [110, 111]). In larger machines with more dense plasmas, NBI systems will have

less impact on rotation; applying a smaller normalized torque. The majority of the work

presented in this chapter has been published in by the author in [7].

The ECH H-mode plasma scenario provides access to a regime expected to present signif-

icant TEM microturbulence activity. In plasmas with low ν∗, the trapped particle fraction is

naturally larger and the electron and ion transport channels can become somewhat decou-

pled. With core electron heating via ECH, the plasma can theoretically obtain large ∇Te,

providing a drive for the collisionless TEM (and ETG modes at higher-k⊥ρs). Transport phe-

nomena such as density peaking and stiff electron thermal transport have been attributed to

the prevalence of TEMs [112,113]. The extent to which these intermediate-high k⊥ρs modes

such as TEM and ETGs contribute to transport in this scenario is studied (indirectly) with

1There is also Ohmic heating from the inductive current-drive which is not considered auxiliary in this
context.
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DBS measurements of intermediate-scale (k⊥ρs ≈ 1) density fluctuations.

The primary experimental result of this investigation is a unique dataset of Doppler

back-scattering measurements from a scan of the probing launch-angle(s). The DBS data

was analyzed to produce a well-resolved wavenumber spectrum of the back-scattered power,

Ps(k), shown in Figure 4.6. The wavenumber spectrum exhibits exponential spectral decay

over the entire range of probed wavenumbers. Significant effort was directed toward leverag-

ing the measured Ps(k) to test models of plasma turbulence. Synthetic diagnostic modeling

was used to relate |δn̂(k⊥)|2 spectra from codes to the measured DBS Ps(k). The resulting

comparison between the synthetic P syn.
s (k) and the measured Ps(k) shows mixed agreement

(Figure 4.13). The synthetic diagnostic model is also used to interpret DBS measurements

at the lowest and highest wavenumbers where diagnostic effects may impact the Ps ∝ |δn|2

proportionality.

Additional modeling using TGLF and linear/nonlinear CGYRO suggests that transport

in these plasmas is dominated by ITG-scale modes (k⊥ρs < 1). Using the transport solver

TGYRO, TGLF is capable of reproducing the experimental heat flux levels across the plasma

core. However, with small (+5%) increases in the temperature gradient inverse scale-length,

a/LTe , TGLF predicts that TEMs begin to dominate the transport spectrum, driving a

nonlinear increase in Qe. TGLF predictions of the Qe vs. a/LTe relationship and the electron

particle flux spectrum do not agree with the higher-fidelity nonlinear gyrokinetics.

4.1 Experiment

Figure 4.1 illustrates the evolution of a typical ECH H-mode discharge from this study (DIII-

D 189998). The plasma current and magnetic field are held constant at Ip = 0.9 MA, and

Bϕ = −1.8 T (i.e. opposite the Ip direction). Figure 4.1(a) shows the line-averaged density,

⟨n⟩ ×1019 m−3, and the plasma current, Ip. Figure 4.1(b) shows the auxiliary heating PECH,

and PNBI in MW. Figure 4.1(c) shows the core electron and ion temperatures, Te and Ti in

keV. Figure 4.1(d) shows edge recombination light filtered to observe the Deuterium Balmer-
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Figure 4.1: Evolution of DIII-D discharge 189998. 4.1(a) shows the line-averaged density

(×1013 cm−3) and the plasma current in MA. 4.1(b) shows both the ECH and NBI heating

in MW. 4.1(c) shows the core Te and the core Ti in keV. 4.1(d) shows the Dα filterscope

(a.u.).

α (Dα) atomic line (a.u.).

Once the Ip-flattop is established, 2.7 MW of NBI is used over 400 ms to assist the

LH transition (see Figures 4.1(a,b)). This initial NBI pulse uses two sources in opposing

(tangential) directions such that near zero torque is applied to the plasma. Halfway through
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the NBI pulse, 2.1 MW of ECH was applied near the core of the plasma (ρECH ∼ 0.3,

see Figure 4.2(b)) and held constant for the remainder of the discharge. This sequence of

external heating was used to trigger a reproducible H-mode transition while imparting near

zero torque on the plasma. We were reliably able to sustain the H-mode with ECH as the

only external heating source.

Neutral beam ‘blips’ were used to obtain data from beam-dependent diagnostics such

as Motional Stark Effect (MSE) and Charge Exchange Recombination Spectroscopy (CER).

MSE provides measurements of the internal magnetic pitch-angle which are used to constrain

the equilibrium reconstruction [114]. CER provides measurements of the impurity (Carbon)

temperature, density, and velocity [115]. The blip from a single NBI source lasts 10 ms. Each

pulse visible in Figure 4.1(b) consists of two simultaneous blips (both are directed co-Ip).

Blips are spaced 400 ms apart, resulting in only sparse data from both MSE and CER. The

long inter-blip time minimizes the influence of heating, torque, and fast particles from NBI

on the background plasma2.

These discharges do not use gas feedback to control the line average density. The density

rises to its maximum value after the LH transition. Then, over the next 400 ms, the density

drops due to a combination of global ECH density pump-out, high ELM frequency, and the

lack of a core particle-source from NBI. Global density pump-out is an effect where ECH

increases the turbulence-drive, leading to increased transport [116]. The plasma finally enters

a quasi-stationary phase with lower ELM frequency and a density of ⟨n⟩ ∼ 2.8 × 1019 m−3

around 2500 ms.

The ECH H-mode plasmas are diverted discharges in the lower-single-null (LSN) config-

uration with LCFS plasma elongation, κ = 1.7. The poloidal cross-section of the plasma and

the fundamental frequencies relevant for DBS are shown in the previous chapter (Figures

3.9(a) and 3.2 respectively). The edge safety factor, q95 ≈ 6, and the normalized plasma

beta, βn ≈ 0.9, yield no significant MHD activity with βn ≡ β/(Ip/(BT0a)) where BT0 is

2Inter-blip time of 400 ms is ≈ 3× τE (energy confinement time) and ≈ 3× τs (beam slowing-down time,
see Equation 5.9)
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Figure 4.2: Radial profiles (a-d) of ne, Te, Ti, and nZ and their normalized inverse gradient

scale-lengths (e-h) for discharge 189998, 3000 ms. 4.2(a) shows the electron density with data

from the Thomson scattering (TS) and profile reflectometry (REFL) diagnostics. 4.2(b) show

the electron temperature profile with data from TS and electron-cyclotron emission (ECE).

The deposition of ECH is also plotted in 4.2(b). 4.2(c) shows the main-ion temperature

measured with main-ion charge exchange recombination spectroscopy (miCER). 4.2(d) shows

the carbon density, nZ , measured by impurity-CER (impCER). 4.2(e-h) provide profiles of

the inverse gradient scale-lengths normalized with respect to the separatrix minor radius, a.

In frames (a-d) the solid green lines are fits to the data. In all frames the shaded vertical

band indicates the radial region of interest.

the on-axis toroidal magnetic field and a is the midplane minor radius of the LCFS. The

normalized confinement factor H98,y2 ≈ 1, indicating the plasma energy confinement time

(τE) is in accordance with the ITER multi-machine H-mode confinement regression [21], with

H98,y2 ≡ τE/τE,IPB98(y,2) (see Equation 2.8).

Figure 4.2 shows an array of representative kinetic profiles and their inverse gradient

scale-lengths, a/LX ≡ −(a/X)∇X. Data from the DIII-D Thomson scattering (TS) system

and the Profile Reflectometry system (Refl.) [117] are used in combination as inputs to an

ne profile fit (Fig. 4.2a). Similarly, the electron-cyclotron emission (ECE) diagnostic [118]

is used in combination with TS to fit Te (Fig. 4.2b). Impurity-CER (impCER) provides

measurements of the Carbon impurity density, temperature, and toroidal/poloidal velocity in

the plasma (Fig. 4.2d) while main-ion CER (miCER) measures the main-ion (Deuterium) Ti
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profile (Fig. 4.2c) [115]. The effective ion charge-state of the plasma, Zeff ≡
∑

i niZ
2
i /ne ≈ 2.

Profile fits are performed using the OMFITprofiles module [119]. The uncertainties in the fits

are calculated with linear error propagation theory, accounting for the correlation between

fit-model parameters.

The ne profile (Fig. 4.2(a)) appears roughly linear over the core region with a value

of a/Lne ≈ 1 over the radial regime of interest (ρ ≈ 0.7). The density peaking factor,

(ne|ρ=0.4)/(ne|ρ=0.8) ≈ 1.4. By contrast, core ECH produces a peaked Te profile (Fig. 4.2(b))

with a relatively large value of a/LTe ≈ 2.5 (at ρ ≈ 0.7). The Te profile also exhibits off-axis

peaking with a negative gradient in the deep core (ρ < 0.2). This is attributed to the possible

existence of a transport barrier near the q = 1 surface has been observed in other experiments

with near-core ECH [120, 121]. The existence of hollow Te profiles with near-axis ECH can

also be interpreted as a signature of fractional transport [122]. The gradient-ratio defined

as, ηs ≡ Lns/LTs = (ns∇Ts)/(Ts∇ns), has a value ηe ≈ 2.5 in the radial regime of interest.

The maximum Te/Ti = 2.0 at ρ = 0.33 and Te/Ti > 1 everywhere inside the pedestal-top.

Due to high electron-heating and relatively low line-averaged density, the plasma achieves

very low electron collisionality. In the core ν∗e < 0.1, while the pedestal has ν∗e < 1. Recall,

ν∗e ≡ νi,e(qRv̄
−1
e ϵ−3/2), where νie is the electron-ion collision frequency, q is the safety factor,

v̄e is the electron thermal velocity, ϵ ≡ r/R is the inverse aspect ratio, andR is the flux surface

major radius. In terms of kinetic quantities, ν∗e ∝ neT
−2
e . The dimensionless quantities ν∗e,

ηe, and Te/Ti appear in tokamak/plasma theory (see Sections 2.2 and 2.5). Without NBI,

the main ions are heated by collisions with electrons. The electron-ion heat source is largest

in the core (where Te and Ti differ the most) and extends to the pedestal-top.

4.2 DBS measurements

Both the DBS60 and DBS240 systems were used to perform a scan of the measured wavenum-

ber by systematically changing the launch-angle(s) of the probing beam. Recall that the 60
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and 240 suffixes refers to the toroidal locations of the DBS systems3. Importantly, the

DBS240 system has the ability to steer the probe beam both toroidally and poloidally [3].

The toroidal steering capability of the DBS240 system allows us to match the magnetic

pitch-angle and avoid mismatch attenuation at higher-k [5] (discussed previously in Sub-

section 3.1.4). The DBS60 system has a fixed toroidal launch-angle of 0◦ making it most

suitable for lower-k measurements.

The launch-angles of both DBS systems remain constant during a plasma discharge.

Therefore, we repeat discharges to scan the launch-angles (and therefore the measured

wavenumber). For the wavenumber scan presented here, we repeated the same ECH H-mode

discharge a total of six times: 189993, 189994, 189997, 189998, 190129, 190315. All repeats

are in good agreement during the time period of interest (t > 2500 ms) with the exception

of 190129 which exhibited larger excursions in line-averaged density and back-transitioned

to L-mode before the Ip ramp-down. Data from each discharge and DBS system can be

analyzed using spectral methods outlined in Section 3.3. Figure 4.3 provides a macroscopic

view of DBS data from the wavenumber scan in the form of multiple spectrograms with

log-scaled colors. Regions of higher spectral power are indicated with yellow/orange and

regions of lower spectral power are shown in purple/black. The spectrograms are arranged

from top-to-bottom in order of increasing probed-k. Ray tracing simulations to determine

the probed-k are discussed later in this section.

Close inspection of Figure 4.3 shows that as probed-k increases, the peak in the spec-

trum becomes increasingly Doppler-shifted to more negative frequencies and its amplitude

decreases. For this plasma, negative Doppler shift indicates lab-frame motion in the ion dia-

magnetic drift direction. In the bottom plot of Figure 4.3 (highest k) the Doppler-shifted sig-

nal is reduced to a faint signal with fDopp. ≈ −1 MHz. This increase in the observed Doppler

shift is expected as the Doppler shift is proportional to the measured wavenumber, i.e. in

general ωDopp. = kmeas. · v. The decrease in spectral power is also expected assuming fluc-

tuations decrease in amplitude at smaller scales following e.g. |δn| ∼ k−ν . Transient events

3The toroidal locations of the DBS systems are irrelevant other than as a label.
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Figure 4.3: Wavenumber scan DBS spectrograms covering multiple discharges including data

both DBS systems. All spectrograms correspond to the 72.5 GHz channel and cover the same

time (2800 < t < 4800 ms) for each discharge. The top plot shows the line average density

for each discharge. The lower 9 plots show spectrograms annotated with their discharge

number, DBS system, and approximate probed-k. All spectrograms use the same log-scaled

colors. Data from discharge 189998 is labeled ‘matched case’ (where both DBS systems

targeted the same wavenumber). Data from discharge 190129 is not shown in this figure

because it is only a satisfactory match over a shorter time interval. Data from the DBS240

system for discharge 189993 is not shown for clarity (launch angles were similar to discharge

189998).
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Figure 4.4: 4.4(a) DBS spectrogram for the 72.5 GHz channel of the DBS240 system for

discharge 190129. 4.4(b) shows the time-synchronized Dα filterscope signal. The shaded

spans in (b) represent the 50%-95% ELM-phase regions which are considered free from the

influence of the preceding ELM and used for further DBS analysis. Several small signals

are visible in the Dα trace which were below the threshold used for ELM detection. 4.4(c)

shows time-averaged spectrograms for three discharges: 190129 (kmeas. ≈ 2.5 cm−1), 189997

(kmeas. ≈ 11 cm−1), and 189994 (kmeas. ≈ 16 cm−1). Negative frequency in 4.4(a,c) indicates

lab-frame motion in the ion diamagnetic drift direction.

are also visible in the spectrograms shown in Figure 4.3. Semi-periodic, large-amplitude

broadband events correspond to ELMs. Intermittent, low-amplitude broadband events often

preceding ELMs may be ELM-related precursor modes or other intermittent phenomena.

For more detailed analysis, DBS data from each discharge and DBS system are divided

into multiple (generally 3-4) 150 ms windows centered 300 ms after NBI blips. These time
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windows were selected to minimize the influence of NBI. Following methods in Section 3.3, we

determine the back-scattered power by integrating the Doppler-shifted component in the fre-

quency spectrum. Figure 4.4(a) provides a spectrogram from discharge 190129 over a 500 ms

time interval where a good match was obtained with the other discharges. Beyond minimiz-

ing the influence of NBI blips with our choice of time windows, we also remove the influence

of ELMs on the DBS scattered-power calculation by performing an ELM phase-synchronized

analysis. Every 150 ms window of DBS data is synchronized to the corresponding Dα filter-

scope signal (see Figure 4.4(b)). We retain time-slices of each spectrogram corresponding to

50 - 95% ELM-phase only. These time-slices are shown as shaded regions in Figure 4.4(b).

The ELM-filtering process reduces the total number of spectrogram time-slices by approxi-

mately 50%. The remaining ‘valid’, i.e. not influenced by ELMs, time-slices are analyzed to

identify the Doppler-shifted component and its spectral power.

Figure 4.4(c) over-plots three time-averaged spectrograms from discharges 190129, 189997,

and 189994. Similar to Figure 4.3, Figure 4.4(c) shows increasingly negative Doppler shift

and decreasing spectral power as we increase the probed-k. Figure 4.4(c) also shows Gaus-

sian fits to the Doppler-shifted component in each spectrum (dashed lines). The Gaussian

lineshape was selected because it performed consistently-well across a broad range of a spec-

tral powers and Doppler shifts. Due to the logarithmic scale of Figure 4.4(c), the fits appear

very poor in capturing the overall spectrum. However, the fits are sufficient in capturing the

spectral power near the Doppler shifted peak (the primary quantity for this investigation).

Additional spectral components are also visible in Figure 4.4(c): narrow and broadband

features centered around f = 0 and low amplitude narrow ‘spikes’ at other frequencies. The

narrow spikes at f ̸= 0 are visible in multiple discharges appearing at the same frequency

– they are attributed to electronic noise and ignored. The narrow and broadband spectral

components centered at zero are also common in DBS data. These components with f = 0

are often attributed to scattering away from the cutoff location and are considered noise

relative to the Doppler shifted component. Where necessary, the Doppler shifted component

is isolated by applying a high-pass notch filter to remove spectral power near zero frequency
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before fitting.

All DBS data presented in this chapter is from the same frequency (72.5 GHz) channel of

each multi-channel system. Using a single channel allows us to avoid cross-channel calibra-

tions and more directly compare data between discharges. To build a cohesive wavenumber

spectrum by combining measurements from both DBS systems, one discharge (189998) was

used to determine a suitable cross-system calibration factor by targeting the same wavenum-

ber. This is done by determining launch angles for each system such that kDBS60
meas. = kDBS240

meas. .

Then, because they are theoretically measuring the same fluctuations, a calibration factor,

C = PDBS60
s /PDBS240

s , is determined. To validate this technique, we used another discharge

(190129) to match the probed wavenumber of both systems to a different value and verified

C was constant.

The polarization (X-mode) was also held fixed for all wavenumber scan discharges. Using

consistent polarization also makes for a simpler comparison across discharges. The subtleties

of combining O/X-mode wavenumber scan data was explored extensively by Happel et al.

in [78] with related modeling by Lechte et al. in [77]. Following methods in Section 3.4, 3D

ray tracing simulations are used determine the measured wavenumber, kmeas., for each 150

ms window of DBS data (generally 3-4 windows per discharge). Figure 4.5 illustrates the

ray tracing results for the wavenumber scan. Figure 4.5(a) provides an annotated poloidal

cross section of the plasma with a subset of the ray trajectories from the wavenumber scan.

Notably, we show the lowest probed wavenumber and the highest probed wavenumber along

with the matched-wavenumber case used for cross-system calibration. The cross-system cases

can also be seen in Figure 4.5(c) as overlapping square/circle symbols for discharges 189998

and 190129.

Figures 4.5(a,c) show the tendency of higher launch angles to probe larger radii. This

is an expected effect due to refraction and increasingly oblique incidence relative to the X-

mode cutoff. This effect broadens distribution of probed-ρ locations despite constant launch

frequency (72.5 GHz). Furthermore, small variations in the density profile across discharges

and over time within any one discharge, also broadens the probed-ρ. Figure 4.5(d) shows a
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Figure 4.5: Ray tracing results illustrating the DBS launch-angle scan. 4.5(a) shows a

poloidal projection of the 3D ray trajectories for a subset of the scan. The equilibrium

plotted in 4.5(a) is from discharge 189998, 3000 ms. 4.5(b) shows a top-down projection of

the ray trajectories in 4.5(a). The y-axis of (b) indicates propagation in the toroidal (tor.)

direction. 4.5(c) plots all probed wavenumbers and radial locations for the entire dataset.

The density profile from 189998, 3000 ms is provided against the right-hand axis for reference.

4.5(d) shows a histogram of the probed-locations along with a Gaussian approximation with

average and standard deviation, ρ ∼ 0.67± 0.07.

histogram of the probed ρ locations for the entire wavenumber-scan dataset. The mean and

standard deviation of the probed radial locations are ρ ∼ 0.67 ± 0.07. The mean probed

location is used later for more extensive analysis. The ρ = 0.67±0.07 radial span corresponds

to the vertical shaded region shown previously in Figure 4.2. As per Figures 4.2(e-h), the

inverse gradient scale-lengths do not vary significantly over this regime (< 5% variation

relative to the value at ρ = 0.67). Therefore, we do not expect significant changes in the

microturbulence over the probed DBS locations.
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Figure 4.6: Back-scattered power wavenumber spectrum. The DBS data follows the same

marker/color scheme as Figure 4.5(c). In (a), black dashed lines represent linear (in log-log)

fits with each spectral index provided by annotations. The linear fits, which normally pass

through the data points, have been displaced to make them visible. The red line is the result

of a nonlinear fit using the exponential function in Equation 4.1. Note the secondary x-axis

above the plot providing a mapping between the real-space kmeas., and the normalized ky. In

(b) the same data is plotted against a linear kmeas.ρs axis. In (b) the linear fits, in semilogx

space, are shown with black dashed lines and are displaced from data to make them more

visible.

4.3 DBS results

The primary experimental result is the back-scattered power wavenumber spectrum, Ps(kmeas.)

shown in Figure 4.6. The reported Ps values are obtained directly from measurements and

therefore include any/all instrumental effects4. We observe a spectrum with variable spectral

decay: for lower wavenumbers (k < 3.5 cm−1) the spectrum is nearly flat with Ps ∼ k−0.6, for

intermediate wavenumbers (3.5 < k < 8.5 cm−1) the spectrum decays with Ps ∼ k−2.6, and

for high wavenumbers (k > 8.5 cm−1) we observe steep decay with Ps ∼ k−9.4. The variable

slope in our Ps(kmeas.) spectrum motivated a nonlinear fit using a generalized exponential

4No ‘corrections’ have been applied to the reported Ps values other than a single cross-system calibration
factor discussed previously.
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function,

Ps(k) = exp

(
−
∣∣∣∣k − b

c

∣∣∣∣d
)
. (4.1)

The optimal Ps(kmeas.) fit has parameters: b = 0.8 [cm−1], c = 1.9 [cm−1], and d = 1.1.

Interestingly, the proximity of d to 1.0 implies an almost purely exponential scattered-power

spectrum. The implications of an exponential spectrum were discussed previously in the

context of the frequency spectrum in Subsection 3.1.6 and will be discussed further in Section

4.5. The DBS data in Figure 4.6(a) is also re-plotted against kmeas.ρs in Figure 4.6(b) using a

linear x-axis. To normalize the kmeas. wavenumber by the experimental ion-sound gyroradius,

ρs ≡ cs/ΩD, we use the local ρs value corresponding to each cutoff location. The overall

kmeas.ρs vs. kmeas. trend, including radial variation in ρs, is kmeas.ρs ≈ 0.45(kmeas./1[cm])0.84,

not thought to be a general result. In Figure 4.6(b) we also observe variable decay. For

kmeas.ρs < 3.5 the spectrum decays exponentially with ζ ≈ 1.7 (ζ : Ps ∼ e−ζ(kmeas.ρs)). For

kmeas.ρs > 3.5 the spectrum decays with ζ ≈ 3.9.

The secondary x-axis above Figure 4.6(a) (also used in later figures) shows the mapping

between kmeas. and the theoretical, dimensionless ky value discussed in Appendix C. Equation

C.16(b) is used to calculate ky given the measured binormal wavenumber, kb = kmeas.. The

plasma parameters in Eq. C.16(b) (κ, q, etc.) are evaluated using local quantities for each

data point in Figure 4.6. Thus, this mapping includes the radial variation of κ, q, etc. over

the entire DBS dataset. The overall ky vs. kmeas. trend for this plasma and dataset was

found to follow ky ≈ 0.44(kmeas./1[cm])0.92, not thought to be a general result. Purely by

coincidence, when the trends for ky and kmeas.ρs are combined, we find ky ≈ 1.1(kmeas.ρs)
1.1.

Given that the exponent and the scale factor relating ky and kmeas.ρs are close to unity, the

upper ky axes on Figure 4.6, and subsequent figures, can roughly be used as kmeas.ρs. It is

important to note that generally kmeas.ρs ̸= ky.

The experimental Ps(kmeas.) values shown in Figure 4.6 are expected to be proportional to

the square magnitude of the density fluctuation wavenumber spectrum, Ps ∝ |δn|2. However,

DBS instrumental effects may alter the Ps ∝ |δn|2 proportionality and affect our interpre-

tation of the measurements and our intention to use the measurements in Figure 4.6 to
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test simulations of plasma turbulence. Therefore, additional forward/inverse synthetic diag-

nostic modeling (introduced in Section 3.7) is presented next. All detailed analysis in the

following subsections uses profiles and the magnetic equilibrium from a single, representative

discharge/time: DIII-D 189998, 3000 ms.

4.4 Modeling results

4.4.1 Turbulence simulations

TGLF, linear and nonlinear CGYRO simulations were performed for the representative dis-

charge/time (DIII-D 189998, 3000 ms). The inputs to both TGLF and CGYRO were pro-

duced from a set of plasma profiles and a corresponding kinetic equilibrium. The plasma pro-

files are fits to the experimental data shown previously in Figure 4.2. The kinetic equilibrium

contains the bootstrap contribution to the current density and self-consistent profile/flux-

surface alignment. As part of the kinetic-EFIT process, the TRANSP code was run to evolve

the plasma current density and perform power-balance calculations5.

Eigenvalue spectrum

TGLF and linear CGYRO calculate the eigenvalue spectrum (ω, γ)ky at the nominal DBS

location (ρ = 0.67). The SAT2 saturation rule is used for all TGLF modeling results pre-

sented here unless otherwise noted. The linear CGYRO eigenvalue spectrum is calculated by

performing a series of single-ky simulations covering the same grid of ky wavenumbers as the

default TGLF wavenumber grid for SAT2 (KYGRID MODEL=4). The eigenvalue spectrum from

each code are compared in Figure 4.7. We find reasonable agreement between the two codes

with respect to (ω, γ)ky . Both codes agree that for ky < 0.7, modes propagate in the ion-

drift direction with growth rates, γ < 0.1[cs/a] with the exception of one TEM-type mode

at ky ≈ 0.3 predicted by TGLF. For ky > 0.7 modes propagate in the electron-drift direction

5Recall that NBI is not used for heating nor current drive in these ECH H-mode plasmas. Furthermore,
the ECH was aimed for perpendicular incidence (no current drive).
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Figure 4.7: Comparison of linear eigenvalue spectra calculated by TGLF and CGYRO. Both

TGLF and CGYRO are run at ρ = 0.67 using identical inputs from discharge 189998, 3000

ms. The ‘x’ markers on the CGYRO line indicate cases where long-lived (> 300 a/cs), weak

oscillations prevented complete convergence. Figure 4.7(a) shows the growth rates along

with the local E × B shear. Figure 4.7(b) shows the real frequency of the modes. The

dashed and dotted lines in (b) correspond to the drift frequencies given in Equation 3.35.

with increasing γ. The intermediate-scale region (0.5 ≤ ky ≤ 2), just above the transition

from the ion-direction to the electron-direction, is also where the TGLF and CGYRO dis-

agree the most in terms of γ (TGLF is ≈ 2× CGYRO there). Figure 4.7(b) also shows the

normalized drift frequencies defined in Equation 3.35 as dashed/dotted lines. The calculated

ω(ky) at nearly every ky tracks the magnetic drift frequency, ωD,s, consistent with curvature-

driven drift wave instabilities. Finally, it should be noted that the first subdominant mode

calculated by TGLF (not shown) is a TEM-type mode for ky < 0.7. The growth rates of
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the first subdominant mode, for ky < 0.7, are close in magnitude to the dominant ITG-type

modes shown in Figure 4.7(a). This explains the single TEM mode at ky ≈ 0.3 predicted by

TGLF.

Tests of the quasi-linear approximation

In order to perform the forward modeling of DBS measurements, we require a model for

the density fluctuation spectrum, δn̂(kn, kb). Theoretically, the density spectrum can be

approximated in a quasi-linear fashion using methods outlined in Subsection 2.4.1. The final

expression for the density spectrum (Equation 2.29) combines the quasi-linear weights for

the density field, WnQL
e,ky

(Equation 2.28), with the TGLF model for the nonlinear, saturated

potential spectrum, δϕ̂(kx, ky) (Equation 2.27).

The following results are presented to test the TGLF quasi-linear approximation for the

density field in this case. The quasi-linear weights for the density field, WnQL
e,ky

(Equation

2.28), are a linear quantity and can therefore also be calculated with linear CGYRO. Both

the TGLF and linear CGYRO weights can also be compared with the nonlinear CGYRO

weight for the density field, i.e. Equation 2.28 evaluated with nonlinear quantities6. If the

quasi-linear approximation is correct, all three values would agree, indicating the linear ratio

of density to potential fluctuations is preserved in the nonlinear saturated state. Recall that

in calculating the TGLF WnQL
e,ky

weight, only the dominant unstable mode is used at each

ky.

For an additional test of the TGLF quasi-linear assumption, we can compare the cross-

phase between fluctuating fields. In this case we compare the cross-phase between the fluc-

tuating density and temperature fields calculated by TGLF, linear CGYRO, and nonlinear

6The quasilinear weight in Equation 2.28 includes a flux-surface average. For the large nonlinear simu-
lation shown in this section (discussed in Appendix C) results are output only at θ = 0. Thus, there is no
flux-surface average for the nonlinear quantities.
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Figure 4.8: Comparison of two values relevant for quasilinear theory. In (a) we show a com-

parison of QL-weight for the density field, WnQL
e,ky

between TGLF-SAT2 and linear CGYRO.

In (a) we also show the nonlinear weight calculated from a nonlinear CGYRO simulation.

In (b) we show the cross-phase between the δn and δT fields.

CGYRO. The δne, δTe cross-phase, αneTe is defined as,

αneTe =

〈
arg[δn∗

eδTe]

|δne||δTe|

〉
t,θ

, (4.2)

where arg denotes the argument (angle) of the complex number and the subscript θ indicates

a flux-surface average. The fluctuating temperature field is calculated from CGYRO as,

δTe =
2
3
δEe− δne, where δEe is the fluctuating energy (pressure) moment of the distribution

function. If the quasi-linear approximation is correct, the nonlinear/linear CGYRO and

TGLF values would agree, indicating the linear cross-phase between fields is preserved in

the nonlinear saturated state.

Figure 4.8 provides the results of a three-way comparison between TGLF, linear CGYRO,

and nonlinear CGYRO. Figure 4.8(a) provides a comparison of the WnQL
e,ky

density weights.

We observe very good agreement between TGLF and linear CGYRO over a broad range of

ky. This verifies the TGLF calculation of the linear ratio between δne and δϕ. Also in Figure

4.8(a), the nonlinear weight for the density field calculated by nonlinear CGYRO appears

to agree with the linear values for ky ≤ 1. However, in the range of ky ∈ [2, 4] the nonlinear

density weight is significantly lower than the linear results. Therefore, in range 2 ≤ ky ≤ 4
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we might expect the quasi-linear approximation to be less accurate for this case.

Figure 4.8(b) provides the results of the δne, δTe cross-phase comparison. The TGLF

and linear CGYRO values agree over the ion-scale (ky ≤ 0.3), at the ion/electron transition

(ky ≈ 0.7), and at the highest ky ≥ 10. When comparing the linear and nonlinear CGYRO

cross-phase calculations we observe approximate agreement at the lowest ky ≤ 0.7 and the

highest ky ≈ 6. In general the nonlinear cross-phase appears ‘smoothed’ over the entire range

of ky, i.e. there is no sharp transition between electron and ion scales as observed in the

linear calculations; this is likely due to nonlinear mode coupling. Similar to the comparison in

Figure 4.8(a), the nonlinear cross-phase does not agree with the linear values over the range

1 ≤ ky ≤ 4. Therefore, in range 1 ≤ ky ≤ 4 we might expect the quasi-linear approximation

to be less accurate for this case.

Density and potential spectra

Somewhat independent of the previous comparison of the cross-phase and weights, the TGLF

model for the saturated potential spectrum, δϕ̂(kx, ky) (Equation 2.27), can be verified

against the higher-fidelity nonlinear gyrokinetics (i.e. CGYRO) for this case. Figure 4.9

shows a comparison between the TGLF-SAT2 δϕ̂ model and the δϕ̂ output from a nonlinear

CGYRO simulation (both evaluated at θ = 0). Figures 4.9(a-d) provide 2D (kx, ky) compar-

isons of the fluctuating potential spectrum. Figure 4.9(e) over-plots the kx = 0 slice of the

2D δϕ̂ wavenumber spectrum from each code. We find the TGLF-SAT2 model accurately

captures both the shape and magnitude of the nonlinear δϕ̂ spectrum calculated by CGYRO.

Figure 4.9(f) provides a slice of the spectrum near the peak at ky ≈ 0.3. The comparison

in Figure 4.9(f) can be used to evaluate the kx-model built into the TGLF and discussed

previously in Section 2.4. The Lorentzian kx-model built into TGLF appears to accurately

reproduce the nonlinear gyrokinetics. The spectral shift due to γE×B does appear slightly

over-predicted for this case relative to the CGYRO spectrum. For this case the nonlinear

potential spectrum appears to be well-approximated by the TGLF model.

Similarly, we compare the quasi-linear TGLF δn̂ wavenumber spectrum (Equation 2.29)
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Figure 4.9: Comparison of the gyro-Bohm normalized δϕ̂(kx, ky) spectra simulating using

nonlinear CGYRO and calculated using the TGLF-based method.

with the δn̂ calculated by nonlinear CGYRO. Figure 4.10 illustrates the δn̂-comparison

between the codes. We focus our attention on the comparison in Figure 4.10(e). We find

that over the ion-scale (ky < 0.7) both codes agree in terms of the magnitude and spectral

shape. However, TGLF appears to over-predict the δn̂ fluctuations over the intermediate-

scale relative to nonlinear CGYRO. This discrepancy cannot be independently attributed

to inaccuracies in the quasi-linear weights, nor the TGLF model for the potential spectrum

(as these were verified above). Instead, as observed in previous comparisons, the quasilinear

approximation itself (Equation 2.29) appears less accurate over the intermediate scale for

this case (at least for the δn̂e field). However, despite the disagreement over the intermediate

scale, the asymptotic behavior of the spectra, i.e. the spectral decay at high-ky, appear to

agree.
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Figure 4.10: Comparison of the gyro-Bohm normalized δn̂(kx, ky) spectra simulated with

nonlinear CGYRO and calculated using the TGLF method.

4.4.2 Forward modeling DBS results

In this subsection we show the results of forward-modeling the DBS back-scattered power

wavenumber spectrum, Ps(k). Recall, one has the freedom to provide any model δn̂(kn, kb)

to predict Ps(k). In this work we use the TGLF and CGYRO δn̂ spectra presented in Section

4.4.1 and shown in Figure 4.10. We use the symbols PTGLF
s (kmeas.) and PCGYRO

s (kmeas.) to

denote the synthetic DBS back-scattered power wavenumber spectrum based on TGLF and

nonlinear CGYRO models for δn̂ respectively.

For a detailed look at the synthetic DBS results we will focus on the averaged probed

location (ρ = 0.67) and return to radial variation in the δn̂ predicted by TGLF later.

Figure 4.11 provides an image of the TGLF-δn̂2(kn, kb) with log-scaled color at ρ = 0.67.
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of a DBS trajectory from the wavenumber scan. The arrows indicate the direction DBS

traverses through the measured (kn,meas., kb,meas.) phase-space along the path of the beam

through the plasma.

The underlying data in Figure 4.11 is the same as Figure 4.10(d) except kx, ky have been

converted to kn, kb using Equation C.16. As the DBS beam propagates from the edge, to the

cutoff, then back outwards, the beam probes different wavenumbers. The line superimposed

on the image in Figure 4.11 is a projection of a single DBS k-space trajectory. If we were

to superimpose a different DBS trajectory with different launch angles, the line in Figure

4.11 would translate (approximately) vertically. Thus, varying the DBS launch angles allows

us to sample roughly horizontal (approximately fixed kb) slices of the δn̂ spectrum. The

location where the DBS trajectory intersects the kn = 0 axis sets the measured binormal

wavenumber at cutoff, kmeas..

To forward-model the DBS measurements, we also require the DBS weighting function

discussed previously in Section 3.7. Figure 4.12 shows several components of the DBS weight-

ing function calculated using the SCOTTY code (see Eq. 3.52). The case shown in Figure

4.12 corresponds to the k-space trajectory of the beam in Figure 4.11. In particular, we show

the ‘ray’ (Figure 4.12a), ‘polarization’ (Figure 4.12b), and ‘turbulence’ (Figure 4.12c) terms
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Figure 4.12: Components of the beam-DBS model computed by the SCOTTY code.

4.12(a,b) show the “Ray” and “Polarization” components of the weighting function. 4.12(c)

shows the δn̂2 part of the integrand evaluated along the trajectory of the beam. 4.12(d)

shows the total integrand (i.e. the product of the preceding terms). The “mismatch” is not

shown as it’s roughly a constant between 0.95 and 1.0 for this case. Finally, the shaded

region connects this figure with the path shown in fig. 4.11.

of integrand in eq. 3.52. Recall that the ray component is ∼ k−2 (when θm ≈ 0; with k

being the wavenumber of the central ray) and provides some localization for the signal. The

annotation in Figure 4.12(a) is provided to connect Figures 4.12 and 4.11. The shaded region

in Figure 4.12 corresponds to the horizontal bounds of Figure 4.11, i.e. where kmeas.,n = ±10

cm−1. The localization provided by the ‘turbulence’ component of the weighting function –

shown in Figure 4.12(c) – is due to the anisotropy of the δn̂2 spectrum in Figure 4.11. The

δn̂2 spectrum generally exhibits low amplitude at higher radial wavenumbers. The absence

of large-|kn| power in the δn̂2(kn, kb) spectrum plays a significant role in localizing DBS

measurements. The (kn, kb) anisotropy of the δn̂ spectrum along with the DBS weighting

function support the approximation that the majority of the scattered power originates from
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a relatively narrow region near the cutoff.

Finally, to calculate a synthetic DBS back-scattered power wavenumber spectrum, P syn.
s (kmeas.),

from the results presented thus far, we make two additional assumptions:

1. Everywhere along each DBS trajectory, the δn̂(kn, kb) spectral power is concentrated

near kn = 0,

2. The δn̂ spectrum does not vary significantly over the spread in DBS probed locations

(ρ ∼ 0.67± 0.07).

The first assumption supports the approximation that the scattering is localized to the cutoff,

where kmeas.,n = 0. This allows us to use cutoff-localized gyrokinetics (CGYRO) and gyro-

fluid (TGLF) results when evaluating the trajectory integral in Equation 3.52. The second

assumption supports the approximation that the cutoff-localized δn̂2 results do not vary

significantly across the DBS probed locations. This is further supported by the fact that

turbulence drives (e.g. a/LTe) do not vary significantly over the range of probed locations

(see figures 4.2 and 4.5). Both of these approximations will be relaxed in a later section. For

now they are required to compare the PTGLF
s and PCGYRO

s spectra given that we only have

one local (ρ = 0.67), large nonlinear CGYRO simulation.

Figure 4.13 provides a comparison of the synthetic, local (ρ = 0.67) PTGLF
s and PCGYRO

s

spectra with DBS measurements. These P syn.
s (kmeas.) spectra are calculated by first running

a series of beam-tracing simulations (modeling the launch-angle scan). Separately, we use

the TGLF and CGYRO δn̂(kn, kb) spectra at ρ = 0.67 and θ = 0 shown in the previous

section to calculate the integral in Eq. 3.52 over the path of each trajectory in the scan.

Normalization of synthetic diagnostic results

The results in Figure 4.13 are shown with arbitrary units [a.u.]. This is due to the fact that

quantifying the absolute scattered power from DBS (e.g. in units of µW) is complicated

and the subject of ongoing research. However, we have used consistent polarization, launch-

frequency, and analysis to collect the DBS data shown throughout this chapter. Thus, the
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Figure 4.13: Comparison of synthetic Ps(k) forward modeling results with DBS measure-

ments. The upper x-axis is the theory ky value (calculated using eq. C.16(b)) while the

bottom x-axis is the measured wavenumber in cm−1. The DBS data shown in Figure 4.13

is identical to the data shown in Figure 4.6. The discharge numbers and DBS system infor-

mation has been suppressed for clarity.

relative magnitude of neighboring DBS data in Figure 4.13 is not arbitrary. Only one overall

multiplicative scale factor has been applied to set Ps = 1 at kmeas. = 1 cm.

When comparing with synthetic diagnostic results, there is an additional free parameter:

a multiplicative scale factor used to align the simulated results with data7. It is important

to note that density fluctuations are treated consistently across the simulated launch-angle

scan, i.e. we do not normalize each P syn.
s value separately. Instead, the entire synthetic

wavenumber spectrum is scaled by one factor. Furthermore, the relative magnitude between

TGLF and CGYRO is preserved i.e. both PTGLF
s and PCGYRO

s spectra are multiplied by

the same normalizing scale-factor. This treatment allows us to quantitatively compare both

the magnitude and shape of the predicted PTGLF
s (kmeas.) and PCGYRO

s (kmeas.) spectra with

7Because all Ps results are shown with a log-y scale, the multiplicative factor becomes a vertical shift
up/down.
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each other; but only the shape of the spectra can be compared quantitatively with DBS

measurements. The scale factor applied to the synthetic wavenumber spectra was selected

(arbitrarily) to align the nonlinear CGYRO wavenumber spectrum, PCGYRO
s (kmeas.), with

measurements at ky ≈ 1. It is important to note that the same normalization factor is used

for all forward-modeled synthetic P syn.
s spectra shown in this chapter.

4.4.3 Radial and poloidal variation in the δn̂ spectrum

The results of the forward modeling, PTGLF
s (kmeas.) and PCGYRO

s (kmeas.) shown in Figure

4.13, are based on simulations performed at a single radial location (ρ = 0.67) and evaluated

at θ = 0. In this subsection we address efforts to extend these results to account for any

possible poloidal and/or radial variation in the turbulence and its impact on predicting the

DBS measurements. It should be noted that the CGYRO simulations presented here are

flux-tube simulations performed at a single radial location. Therefore, while we can explore

the possible θ-dependence of δn̂ in CGYRO, we cannot use the CGYRO simulations here

to investigate the radial dependence without performing additional (prohibitively expensive)

global nonlinear simulations.

To extend the TGLF modeling from the previous subsection to account for radial/poloidal

variation in the turbulence we use the following procedure: we identify the cutoff location and

corresponding poloidal angle for each DBS beam-tracing trajectory (ρc and θc). Then, we

run TGLF at each ρc, and use the full θ-dependent version of the TGLF model δϕ spectrum

(Equation 2.27) to calculate δn̂(kx, ky, θ; ρ) (Equation 2.29). Finally, the general θ-dependant

wavenumber mapping (Equation C.15) is used to transform kx and ky into the radial and

binormal wavenumbers kn, kb. The back-scattered power is then calculated by performing

the integral in Equation 3.52 for each (ρc, θc). This procedure accounts for variations in

the local δn̂(kn, kb, θc; ρc) spectra while maintaining the approximation that the scattering is

localized to the cutoff location (ρc, θc). The result of this more advanced forward model is

shown in Figure 4.14.

Figure 4.14 demonstrates that the TGLF-predicted θ-dependence of the δn̂(kn, kb, θ; ρ)
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Figure 4.14: Comparison of synthetic PTGLF
s (k) forward modeling results with DBS mea-

surements. The upper x-axis is the theory ky value (calculated using eq. C.16(b)) while

the bottom x-axis is the measured wavenumber in cm−1. The DBS data shown in Figure

4.14 is identical to the data shown in Figure 4.6. The discharge numbers and DBS system

information has been suppressed for clarity.

spectrum is negligible compared to the TGLF-predicted variation with ρ. This is largely due

to the fact that the the DBS measurements are close to the LFS midplane with θc ∈ [0, 20◦].

The θ-dependence predicted by TGLF will be verified against CGYRO later. The ρ-variation

of the TGLF-predicted δn̂(kn, kb, θ; ρ) spectrum is significant. The primary difference be-

tween the PTGLF
s results in Figure 4.14 is the spectral decay over the 1 ≤ k ≤ 3 cm−1

(0.4 < ky < 1.2) range. In fact, the PTGLF
s result accounting for δn̂(ρ) appears to be in very

good agreement with shape of the measured DBS spectrum at nearly every k. It appears

that with a different choice in our normalizing scale-factor, the PTGLF
s prediction can be

vertically shifted lower (smaller normalizing constant) and made to pass roughly through

all of the DBS data. More detailed analysis of this result will be discussed in discussed in

Subsection 4.5.3.
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Figure 4.15: Comparison of the TGLF-SAT2 geometric factor G(θ) at ky ≈ 1 and the

normalized amplitude of the fluctuating potential spectrum calculated from a nonlinear

CGYRO simulation also evaluated at ky ≈ 1.

Testing the θ-dependence predicted by TGLF

The weak θ-dependence of the δn̂ spectrum predicted by TGLF can be verified with nonlin-

ear CGYRO simulations. For the TGLF model, the θ-dependence of δn̂ is entirely contained

with the G(θ) function built into the TGLF-SAT2 δϕ̂ model (Equation 2.27). To verify

G(θ) for this case, we performed an additional nonlinear ion-scale CGYRO-simulation with

data output at many θ-locations (THETA PLOT=12). The amplitude of the potential spec-

trum was time-averaged and evaluated at kx = 0 and (arbitrarily) ky = 1.0. Theoretically,

Gky(θ) ≈ δϕ̂ky(θ)/δϕ̂ky(0) [33]. Figure 4.15 compares the normalized amplitude of the po-

tential spectrum with the G(θ) model for this case. We find that the overall shape of δϕ̂(θ)

is captured by the TGLF model for θ ∈ [−π/2, π/2]. Furthermore, the nonlinear CGYRO

simulation predicts only a slight (< 20%) reduction in the amplitude of the potential fluctu-

ations over the DBS measurement region (θ/π ∈ [0, 0.1]). This supports the approximation

that any variation in the DBS cutoff poloidal location(s) does not impact the wavenumber

spectrum measurement.
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4.4.4 Inverse modeling DBS results

To solve the inverse problem outlined in Section 3.7, we use the experimental Ps(kmeas.)

spectrum as the target of a nonlinear least-squares fitting procedure. We use the symbol

P inv.
s (kmeas.) to represent the synthetic back-scattered power spectrum resulting from a so-

lution to the inverse problem. The parameters of an analytic δn̂ model are optimized by

comparing P inv.
s (kmeas.) with the fit to DBS data, P fit

s (k) (Equation 4.1) at each k = kmeas..

The output of solving the inverse problem is both a set of optimized δn̂ model parameters,

and a P inv.
s (kmeas.) spectrum that matches the DBS data (assuming a good fit). We use the

following function presented in [8] as our model δn̂2 spectrum,

⟨|δn̂|2⟩ ∝ 1

1 +
(

|kn|
wn

)γ
+
(

|kb−k∗b |
wb

)β . (4.3)

This power-law model has five parameters: µ⃗ = [wn, γ, k
∗
b , wb, β]. These parameters are not

allowed to vary with radius as this would lead to ‘over-fitting’. In other words, we make

equivalent assumptions as those underlying the local (ρ = 0.67) forward modeling results

shown in Subsection 4.4.2.

Importantly, DBS measurements cannot isolate the effects of the normal (radial) wavenum-

ber spectrum on the scattered power. This is because scattering along the DBS trajectory

essentially integrates over a wide range of kn (see Figure 4.11). Therefore, the kn parameters

[wn, γ] are under-constrained by the DBS data. Inspired by the TGLF model, we fix γ = 2

to form a Lorentzian in kn. Multiple fixed values of the spectral scale-length in the normal

direction, wn, were tested. We found the final P inv.
s to be somewhat insensitive to the precise

value of wn so long as the spectrum is not highly broadened in the kn-direction, diminishing

the cutoff kb resolution. Therefore, we arbitrarily select a scale factor, wn = 2 cm−1. This

simplifies the model, allowing us to iterate only the binormal parameters, [k∗b , wb, β].

For each optimizer iteration, the P inv.
s (kmeas.) spectrum is calculated using a fixed set of

δn̂2 parameters: µ⃗ = [k∗b , wb, β]. Then, residuals are evaluated (in log-space) according to:

Res. = | logP inv.
s (k)− logP fit

s (k)|. Based on these residuals, µ⃗ is updated and the process is
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Figure 4.16: Comparison of synthetic Ps(k) inverse modeling results with DBS measure-

ments. The upper x-axis is the theory ky value (calculated using eq. C.16(a)) while the

bottom x-axis is the measured wavenumber in cm−1. The DBS data shown in Figure 4.16

is identical to the data shown in Figure 4.6. The discharge numbers and DBS system infor-

mation has been suppressed for clarity.

repeated until convergence. The inverse problem solution, P inv.
s (kmeas.), is shown in Figure

4.16. The optimal binormal parameters for the model in eq. 4.3 are k∗b = 2.7 cm−1, wb = 2.4

cm−1, β = 4.4 (with γ = 2, wn = 2 cm−1). The binormal shift parameter, k∗b = 2.7 cm−1,

corresponds to ky ≈ 1.

It should be emphasized that convergence is not unique using this approach, and that the

functional form of Equation 4.3 injects bias. It was found that convergence is also possible

with other models. For example, we also used an exponential-type spectrum of the form,

⟨|δn̂|2⟩ ∝ exp

(
−
(
|kn|
wn

)γ
−
(
|kb − k∗b |
wb

)β)
. (4.4)

Once again, we fix the parameters of the normal-direction such that γ = 1, and wn = 2

cm−1. The optimal binormal parameters in this case were: k∗b = 2.4 cm−1, wb = 2.5 cm−1,
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Figure 4.17: Comparison of gyro-Bohm normalized thermal and particle fluxes for each

plasma species (e,D,C) calculated by TGLF-SAT2 and CGYRO.

β = 1.1. Once again, the binormal shift parameter, k∗b = 2.4 cm−1, corresponds to ky ≈ 1.

The exponent, β ≈ 1.0 indicates an almost purely exponential δn̂ spectrum. Interestingly,

the scale factor, wb, from both the power-law fit and the exponential fit are approximately

equal. This is likely driven by the fact that we have fixed wn in both cases (to the same

value). The ratio of wn/wb is indicative of the anisotropy in the δn̂ spectrum. This will be

discussed in more detail in Section 4.5.1.

4.4.5 Transport modeling

The results in Subsections 4.4.1 – 4.4.3 focus on the modeling efforts undertaken to predict

and interpret DBS measurements of the back-scattered power wavenumber spectrum. While

the DBS investigation is one of the primary results of this thesis - more general transport

modeling is also important for interpreting the ECH H-mode plasma scenario. In this subsec-

tion we present results related to the transport modeling of the plasma selected for detailed

analysis (DIII-D 189998, 3000 ms).
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Figure 4.18: Comparison of gyro-Bohm normalized thermal and particle fluxes calculated by

TGLF-SAT2, NL-CGYRO, and TRANSP at ρ = 0.67.

The gyro-Bohm normalized8 thermal and particle flux ky-spectra calculated by nonlinear

CGYRO and TGLF at ρ = 0.67 are shown in Figure 4.17. In almost every transport channel

the two codes agree as to the location and width of the peak flux in ky. One exception is

the electron particle flux, Γe, where CGYRO predicts an inward (negative) flux and null

flux (Γe,ky ≈ 0) at the peak predicted by TGLF (ky ≈ 0.4). Another channel where the

two codes disagree is the electron thermal flux, Qe. TGLF predicts a small secondary peak

in Qe at ky ≈ 2 whereas CGYRO predicts a monotonically decreasing Qe spectrum as ky

increases. Figure 4.18 compares the total fluxes predicted by TGLF and nonlinear CGYRO

with the power balance fluxes inferred by the TRANSP calculation at ρ = 0.67. Both TGLF

(blue) and CGYRO (orange) under-predict the total electron heat flux and the total ion heat

flux. The particle fluxes also do not agree with the power balance values from TRANSP.

However, it should be remarked that the particle source from wall recycling is difficult to

model accurately (although, the lack of an accurate edge particle source model may be

irrelevant given that the results shown in Figure 4.18 are from ρ = 0.67).

We use the code TGYRO [54] to self-consistently evolve the Te and Ti profiles to attempt

a match to the target thermal fluxes from TRANSP. Generally speaking, TGYRO solves an

inverse problem: given plasma sources (inputs), what set of plasma profiles (outputs) are self-

consistent? TGYRO is part of a class of ‘transport solver’ codes mentioned in Subsection 2.6.

8Recall, gyro-Bohm fluxes were defined in Section 2.2.
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Figure 4.19: Comparison of gyro-Bohm normalized transport fluxes vs. radius (ρ) over the

plasma core. The target (grey) is provided by the TRANSP code. The turbulent flux is

calculated by TGLF at each radius (circles) along with the neoclassical flux calculated by

NEO. The target and total thermal fluxes shown in the ion heat flux plots are the same (D

+ C). The nominal DBS location (ρ = 0.67) is shown with a vertical line.

In practice, TGYRO manages the ‘flux-matching’ procedure: given a set of profile (radial)

control points, TGYRO will drive other codes (or use reduced models/analytic formulas)

to compute turbulent and neoclassical transport fluxes along with other forms of energy

exchange (e.g. radiation and collisions). Then, residuals are evaluated by comparing the

calculated fluxes with the target fluxes from power-balance (TRANSP). Newton iteration

(or another Jacobian-based minimization algorithm) is performed and the control points

are adjusted, changing the profiles/gradients. Convergence is achieved when the simulated

fluxes match the fluxes from power-balance. The code NEO [25] (discussed in Subsection 2.3.1)

calculates the neoclassical fluxes and TGLF-SAT2 (discussed in Section 2.4) calculates the

(quasilinear) turbulent fluxes.
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Figure 4.20: Comparison of the Q flux-matching Te and TD profiles from TGYRO with the

experimental data and the fitted profile. The normalized inverse gradient scale-length of

each profile is also shown beneath the profile.

The TGYRO transport-solver does find a thermal flux-matching solution for this set

of profiles. With the TGYRO-adjusted profiles, flux-matching is greatly improved over a

broad radial range in the core plasma. The TGYRO flux-matching result at multiple radii is

shown in Figure 4.19. Figures 4.19(a) and 4.19(b) show that a good match to Qe and Qi was

achieved. In fact, the total (pink) and target (grey) lines coincide in Figures 4.19(a,b). The

neoclassical contributions to both Qe and Qi are negligible except for the outermost point in

Qi. The Carbon contribution to the total Qi is also negligible except for a small turbulent

contribution at the outer-most radius. The total fluxes at ρ = 0.67 from the TGYRO result

are shown in Figure 4.18 in a purple color. Locally, at ρ = 0.67, the flux-matching appears

only significantly improved in the Qe channel relative to the fluxes calculated using the

experiment profiles (blue, orange).

The TGYRO-modified Te and TD profiles are shown in Figure 4.20 over the radial range

modified by TGYRO during the flux-matching procedure. The experimental data and fits

are also repeated from Figure 4.2. The flux-matched profiles (purple) are approximately

equal to the experimental profiles over the entire plasma core. The normalized gradient

114



scale-lengths are shown in figures 4.20(c,d). The TGYRO-modified scale lengths are well

within the experimental uncertainty9. Furthermore, the TGYRO modification at the radial

control points resulted in a very small change to a/LTe and a/LTD at ρ ≈ 0.67.

The (thermal) flux-matching profiles can be evaluated using the forward-modeling syn-

thetic DBS procedure, i.e. if we assume the flux-matched profiles are a more accurate

representation of the plasma - how does that impact our prediction of the DBS measure-

ments? Given that the ne profile was not evolved by TGYRO, the ray-tracing calculations

are not repeated and only the TGLF results are recalculated with the flux-matched Te, TD

profiles. The resulting flux-matched DBS prediction (not shown) is nearly identical to the

result using the experimental profiles (Figure 4.13). This is perhaps not surprising because

the ne profile was not evolved and therefore any changes to the δn̂ spectrum (and thus the

Ps(k)) would be the result of changes to Te, TD and their gradients. As shown previously in

Figure 4.20, very little change occurred at ρ ≈ 0.67 in support of flux-matching.

As noted previously, the TGYRO flux-matching used TGLF as the underlying model for

the turbulent fluxes. It is not computationally feasible to run the TGYRO transport solver

with nonlinear CGYRO as the turbulence model. Flux matching solutions with nonlinear

gyrokinetics are especially infeasible for this case given that ideally the CGYRO simulations

would capture the highest ky values DBS is able to measure (ky ≈ 6). However, additional

comparisons can be made by performing 1D parameter scans using TGLF. These can be

compared with equivalent 1D scans using ion-scale nonlinear CGYRO simulations (discussed

in Appendix C).

The result of independently scanning the electron and main-ion temperature scale lengths,

a/LTe and a/LTD is shown in Figure 4.21. It is important to note that the scans plotted in

Figure 4.21 do not vary parameters self-consistently, i.e. scanning a/LTe does not update

the background Te nor Te-dependent parameters such as ν∗e. In Figure 4.21 the nominal

9The uncertainty on the inverse gradient scale length is calculated by propagating the uncertainty in the
profile through the radial derivative operation.
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Figure 4.21: Comparison of independent a/LTe and a/LTD scans performed using TGLF-

SAT2 and ion-scale nonlinear CGYRO simulations.

(experimental) a/LT values are shown with vertical lines10. The TRANSP power-balance

(PB) values are shown with stars.

The flux-gradient relationship, (Qi, a/LTD) shown in Figure 4.21(a), predicted by TGLF

and nonlinear CGYRO are in good agreement both in terms of the value and the transport

stiffness, i.e. the slope of the trend. However, the electron (Qe, a/LTe) relationships differ

significantly between the two codes. Importantly, TGLF predicts a steep increase in Qe just

above the experimental a/LTe value. Further analysis of these TGLF results revealed that

the increase in Qe is caused by TEMs which – according to TGLF – become the dominant

instability just above the experimental a/LTe . The TGLF-predicted TEM modes drive a

peak in the Qe flux at ky ≈ 0.5 and, in theory, should be captured by the ion-scale nonlinear

CGYRO simulations (max ky = 1.2) in Figure 4.21(b). This discrepancy between TGLF

and nonlinear CGYRO will be discussed in more detail in Section 4.5.3.

10The flux-matching gradients are not shown in Figure 4.21 because they are very close in value to the
experimental values at ρ = 0.67 (see Figure 4.20). Furthermore, the TGYRO flux-matching updated the
entire Te, TD profiles and therefore other parameters were changing in the background independent of the
gradients (e.g. νe). Thus, showing the flux-matching gradients might appear inconsistent with the scan in
Figure 4.21, leading to confusion.
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4.4.6 Summary of modeling results

The previous subsections presented a wide array of modeling results pertaining to the core

of a representative ECH H-mode discharge. The key points are as follows:

1. At the average probed location (ρ = 0.67) TGLF-SAT2 reproduces linear (and some

nonlinear) CGYRO results – garnering confidence in the TGLF model for this plasma.

See Figures 4.7, 4.8, 4.9, 4.15, and 4.21(a). Notably, TGLF does not reproduce the

nonlinear CGYRO density fluctuation spectrum, δn̂, at intermediate/high-ky scales

(Figure 4.10).

2. The forward-modeled synthetic wavenumber spectra (PTGLF
s and PCGYRO

s ) shown in

Figure 4.13 have mixed agreement with the DBS measurements in terms of the rate

of spectral decay. For CGYRO, the spectral decay agrees with DBS measurements

at ky < 0.4 and over the intermediate scale, 1.2 ≤ ky ≤ 4.5. However, over the

range 0.4 < ky < 1.2 TGLF and CGYRO both predict a much steeper spectral decay

compared to DBS measurements.

3. Radial and poloidal variation in the TGLF-δn̂ spectrum was considered in forward

modeling (Figure 4.14). Poloidal variation was found to have a negligible effect. Radial

variation appears to be a significant factor in the shape of the measured spectrum (more

on this in Section 4.5.3).

4. Inverse modeling of the DBS wavenumber spectrum (an example result is shown in

Figure 4.16) found that multiple ⟨|δn̂|2⟩ analytic models are able to reproduce the

DBS measurements.

5. Transport modeling with TGYRO found that TGLF-SAT2 can reproduce the TRANSP-

inferred levels of heat flux with small changes to the Te and TD profiles (Figures 4.19,

4.20).

6. One dimensional scans of the a/LTe and a/LTD with TGLF and ion-scale nonlinear

CGYRO revealed an important discrepancy between the codes. Namely, TGLF pre-
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dicts that with a slight increase in the a/LTe TEMs become the dominant instabilities

at ky < 1 causing a substantial increase in Qe (Figure 4.21). This behavior is not

predicted by nonlinear CGYRO.

4.5 Analysis

4.5.1 The shape of the wavenumber spectrum

The measured DBS Ps(kmeas.) spectrum presented in Figure 4.6 exhibits variable spectral

decay over the wavenumber range probed in the experiment, 0.5 ≤ k ≤ 16 cm−1. Table

4.1 provides a comparison with results from other fusion experiments. Previous studies

generally report δn̂2 wavenumber spectra with variable decay, including a ‘knee’ feature near

kmeas.ρs = 1. In previous studies, the ‘knee’ often bifurcates the wavenumber spectrum

between a lower-k region with spectral decay index ν ≈ 3 and a higher-k region with ν > 3

(here ν : δn̂2 ∼ k−ν). Our results are similar to what has been previously reported. We

observe a spectral ‘knee’ at kmeas. ≈ 3.5 cm−1 (ky ≈ 1.4) followed by a region (3.5 ≤ kmeas. ≤

8.5 cm−1) with ν ≈ 2.6. The high-k knee in our spectrum is less pronounced, located at

k ≈ 8.5 cm−1 (ky ≈ 3.2); separating the regime with ν = 2.6 from a steeper region with

ν = 9.4. At low-k, preceding the knee at ky ≈ 1.4, we observe a relatively flat spectrum

with ν ≈ 0.6. However, it should be noted that we do not have DBS measurements over the

region 1 < k < 3 cm−1.

Many theoretical studies have sought to predict the form of spectral decay and the spec-

tral energy transfer mechanism(s) in tokamak plasmas [123,124]. Rather than compare with

analytic models, we employ our synthetic DBS diagnostic to compare with nonlinear gyroki-

netic simulations of the plasma under investigation. However, it is worth making general

remarks about tokamak plasma wavenumber spectra. Variable spectral decay (in log-log

space) distinguishes plasma fluctuations from fluid turbulence where a single spectral index

may be applicable from driving at a large scale (low k) to dissipation at a small scale (high

k). Plasmas naturally exhibit driving at multiple scales due to an array of unstable modes
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Table 4.1: Published wavenumber spectrum results from other fusion experiments. To assem-

ble this table we have equated Ps, δn̂
2, and (δn̂/n)2. We have multiplied the spectral-index

by two in any cases where authors have published a spectrum ∝ δn̂. Data shown in the

table comes from a variety of confinement regimes, this may have an effect on the range

of measured wavenumbers and the decay index, ν. The abbreviation ‘Coll. TS’ refers to

collective Thomson scattering.

k-range cm−1

(a, b) : a ≤ k ≤ b

Decay (ν)

δn̂2 ∼ k−ν
Method Radial Loc. Device/Regime Reference

(1, 3.5)

(3.5, 8.5)

(8.5, 16)

0.6

2.6

9.4

DBS Core DIII-D/H-mode This thesis

(15, 25) 4.7 DBS Core MAST/L-mode [125]

(4, 7)

(7, 11)

2.2

7.2
DBS Mid-r/a AUG/L-mode [78]

(2, 5)

(9, 11)

0.5-2

5-10
DBS 0.65 ≤ ρ ≤ 0.85 TJ-II/L-mode [126]

(3.5, 8.5)

(8.5, 15)

2.7

9.2
DBS 0.6 < ρ < 0.8 TJ-II/L-mode [127]

(3.5, 9)

(9, 13)

1.8

10.2
DBS Edge TJ-II/L-mode [128]

(3.5, 7.5)

(7.5, 10)

2.6

11
DBS Edge TJ-II/H-mode [128]

(6, 14)

(14, 26)

3.5

6.5
Coll. TS 0.7 < r/a < 1 Tore Supra/L-mode [129,130]

(3, 11) 3.0 DBS Mid-r/a Tore Supra/L-mode [95]

(3, 6)

(6, 15)

< 3

3
Coll. TS Line-averaged Tore Supra/L-mode [131]
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(e.g. ITG/TEM/ETG in tokamaks). The observed variation in the decay index, ν, could be

a symptom of different turbulence regimes, where the final ν value is a nonlinear balance of

driving, dissipation mechanisms, and cascade phenomena (such as three wave coupling).

Nonlinear multi-scale gyrokinetic simulations by Howard et al. in [132] found that the

relative importance of ITG/ETG impacted anisotropy in the density spectrum and the spec-

tral energy transfer mechanism. Their cases with strong ETG activity (as we might expect

in these ECH H-modes) exhibited a ‘shoulder’ in the simulated δn̂2 spectrum at ky ≈ 3.5

and a non-local inverse energy cascade from ETG wavenumbers (ky ∼ [2−7.5]) extending to

ITG wavenumbers (ky ∼ 0.4). For the case presented here, DBS measurements do observe

a change in spectral index at the high-k knee (ky ≈ 3.2). This appears similar to what is

reported by Howard et al. [132]. However, despite strong electron heating, this knee is not

present in the underlying δn̂2 spectra (Figure 4.10) and could be caused by instrumental

effects discussed later in Subsection 4.5.2. It should be noted that the simulation presented

here has ky,max = 6.2 whereas the simulation presented in [132] has ky,max = 48. Other

explanations for the rapid spectral decay at high-k are discussed next.

Spectral decay at high-k

The measured Ps(k) spectrum shown in Figure 4.6 exhibits rapid decay (∼ k−9.4) at higher-k.

Previous studies have also reported spectral decay indices, ν > 7 including several examples

from the TJ-II stellarator [127,128]. While a value of ν ≈ 9 (or ζ ≈ 4 in the exponential kρs

case) is seemingly large, these are well within the range of previously reported decay indices

(exponential spectra are discussed later in this subsection).

DBS mismatch attenuation was also considered when analyzing the seemingly-rapid spec-

tral decay at high kmeas.. During the experiment, toroidal steering with the DBS240 system

was employed to maintain mismatch-angle θm < 1◦ (at cutoff) for the entire DBS240 dataset.

Additionally, the effects of mismatch are included in the SCOTTY calculation of the DBS

weighting function. Therefore, any deviations from θm = 0 are accounted for in the synthetic

diagnostic.
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The poloidal dependence of turbulence amplitude was also considered in investigating the

seemingly-rapid spectral decay at high kmeas.. Returning to Figure 4.5(a), it is clear that high-

k trajectories tend to probe further away from θ = 0 (θ being the poloidal angle around the

flux surface). The highest-k measurements probe closer to θ ≈ 20◦. However, the modeling

results presented in Section 4.4.3 suggest that the high-ky decay is not a consequence of the

poloidal variation.

Exponential spectral decay

In Section 4.2 we made the observation that the measured Ps(k) spectrum appears to decay

exponentially rather than according to a simple power-law. Hennequin et al. [129] reported

collective Thomson scattering measurements on Tore Supra with an exponentially decaying

spectrum, |δn̂|2 ∼ e−ζ(kθρi) with a value of ζ ≈ 4 over 0.5 ≤ kθρi ≤ 2.5 for a variety of plasma

conditions. Similarly, Schmitz et al. [133] reported DBS measurements on DIII-D exhibiting

exponential spectral decay, |δn̂|2 ∼ e−ζ(kθρs), with ζ ≈ 3 in L-mode and ζ ≈ 4 in H-mode for

kθρs < 6.

The measured DBS spectrum reported earlier in this chapter (Figure 4.6(b)) shows two

values of the exponential decay factor, ζ. For values of kmeas.ρs < 3.2 the Ps spectrum has ζ ≈

1.7. However, for kmeas.ρs > 3.2 the spectrum decays with ζ ≈ 3.9. This larger value agrees

remarkably well with previous studies [129,133]. Exponential wavenumber spectra with two

decay factors were also reported by Vermare et al. [134] using DBS on Tore Supra. Vermare

reported |δn̂|2 ∼ e−ζ(kθρs) for two values of collisionality (ν∗ ≈ 0.4 and ν∗ ≈ 1.2). For lower ν∗

they found ζ = 3.9 (0.4 < kθρs < 0.7) and ζ = 5.8 (0.7 < kθρs < 1.4). Meanwhile, at high ν∗

they reported ζ = 1.7 (0.4 < kθρs < 0.7) and ζ = 5.2 (0.7 < kθρs < 1.4). Interestingly, the

value ζ ≈ 4 appears in the measurements reported here as well as measurements reported

by Vermare, Hennequin, and Schmitz (albeit at different ranges of k⊥ρs). Furthermore, we

observe the same ζ ≈ 1.7 value as Vermare at low-kρs despite their measurements coming

from higher ν∗. The similarity of these normalized exponential decay factors (ζ) suggests

there may be a universal mechanism underlying the spatial structure of δn fluctuations.
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Physically, the value of ζ can be interpreted if we assume Ps(k) is proportional to the

Fourier transform of the spatial δn autocorrelation function (cf. Equation 3.23). Then, an

exponential spectrum in k-space corresponds to Lorentzian structure in real-space. If we

define the correlation length of δn fluctuations in the binormal direction, Lb, as the half-

width at half-maximum of the Lorentzian autocorrelation function, then Lb = ζρs. Thus, in

this simplified picture, ζ is the Lb correlation length in units of ρs. This interpretation implies

a binormal correlation length on the order of 1–5ρs. This can be compared with reported

measurements of radial correlation lengths, Lr, which have been reported on the order of

5–10ρs [135]. The fact that Lb/Lr ̸= 1 is indicative of the anisotropic nature of turbulence in

tokamaks. Although we might expect Lb > Lr, the algebraic decay of a Lorentzian real-space

autocorrelation function leaves room for longer-range effects in the binormal direction.

Finally, it is worth returning to the discussion of exponential models for the DBS frequency

spectrum presented in Subsection 3.1.6. Previously, we referred to work by Maggs et al. [96]

where it was found that, in some cases, the DBS frequency spectrum exhibited exponential

decay. In related work, Maggs et al. relate the exponential spectrum to chaotic dynamics

arising from the interaction between unstable modes [98,99]. Thus, the measured exponential

wavenumber spectrum reported in this chapter can be interpreted as suggesting spatially

chaotic structure.

Interpretation of inverse-modeling results

Results of inverse-modeling the Ps(k) wavenumber spectrum were presented in Subsection

4.4.4 (Figure 4.16). We found that multiple analytic models of ⟨|δn̂(kn, kb)|2⟩ were able to fit

the measured DBS Ps(k) after being integrated with the beam-DBS weighting function. We

tested a power-law model (Equation 3.53) as well as an exponential model (Equation 3.54).

The power law model was inspired by work from Ruiz Ruiz et al. [8], where it was used to

fit 2D ⟨|δn̂(kn, kb)|2⟩ spectra from nonlinear gyrokinetic simulations. In their case, a strongly

ETG-driven case had spectral decay indices γ = 2.9 and β = 3.1 corresponding to the normal

and binormal directions respectively. The ETG case in [8] also had wn/wb ∼ Lb/Ln = 0.75
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where Lb and Ln are the correlation lengths in the binormal and normal directions. The

ratio Lb/Ln is theoretically related to the turbulent eddy aspect ratio. Meanwhile, the ITG

dominant case in [8] had γ = 3.9 and β = 3.2 with wn/wb ∼ Lb/Ln = 0.6. In our case, the

fit to the DBS data found β = 4.4 with γ fixed at γ = 2 and wn/wb ∼ Lb/Ln = 0.83 with

wn fixed to wn = 2 cm−1. Similar to our interpretation of the exponential decay factor (ζ),

the ratio Lb/Ln < 1 suggests Lb < Ln.

The exponential ⟨|δn̂(kn, kb)|2⟩ model also resulted in an inverse-modeling fit to the DBS

Ps(k) measurements. In the exponential case the fit returned a binormal exponent of β ≈ 1,

indicating that an almost purely exponential ⟨|δn̂(kn, kb)|2⟩ spectrum can account for the

DBS observations. With wn fixed to the same value of wn = 2 cm−1, the fit finds wb = 2.5

cm−1 such that wn/wb ∼ Lb/Ln = 0.8, similar to the value from the power-law model.

4.5.2 Investigating DBS instrumental effects

Results presented in Subsection 4.4.2 included outputs of our novel synthetic DBS diagnos-

tic. The synthetic diagnostic allows us to relate the measured Ps(kmeas.) to models of the

underlying density fluctuation spectrum δn̂2(kn, kb). By examining the relationship between

P syn.
s and δn̂2, we can approximately separate diagnostic effects from measurements of δn̂2.

Recall that under the beam-DBS theoretical framework, the DBS back-scattered power, Ps,

is an integral of δn̂2 along the trajectory of the beam (Equation 3.52). Thus, it is important

to consider the impact of the turbulence spectrum on signal localization (mentioned previ-

ously in Subsection 4.4.2), and the impact the weighting function, Û , may have on scattered

power. In this subsection we discuss the impact Û has on the relationship between P syn.
s and

δn̂ in more detail.

Figure 4.12 shows a situation where diagnostic effects are somewhat minimal. The total

integrand (Figure 4.12(d)) has roughly the same shape as the probed ⟨|δn̂|2⟩ along the

trajectory (Figure 4.12(c)). Therefore, when P syn.
s is calculated by integration, the result is

essentially a constant multiplied by the spectrum, i.e. Ps ∝ ⟨|δn̂|2⟩. If this proportionality

holds true for every probed wavenumber, then it would be a reasonable approximation to
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say DBS measures ⟨|δn̂|2⟩ (with some overall normalization).

The analysis presented in this chapter does not assume Ps ∝ ⟨|δn̂|2⟩ a priori. The

synthetic DBS diagnostic accounts for back-scattering along the ray trajectory and variations

in the weighting function across the wavenumber scan. To investigate DBS instrumental

effects we return to the local (ρ = 0.67, θ = 0) forward-modeling PTGLF
s (k) result shown

in Figure 4.13. The PTGLF
s (k) result can then be compared directly with the (ρ = 0.67,

θ = 0) δn̂2(kn, kb) spectrum. For this comparison the δn̂2 spectrum must reduced to a one

dimensional function of kb. Two options for contracting the kn dimension are compared: (1)

taking a slice of δn̂2(kn, kb) at kn = 0 and (2) integrating over the kn dimension at each kb.

Figure 4.22 illustrates analysis comparing PTGLF
s (k) and δn̂2. Figure 4.22(a) shows the

PTGLF
s (k) result along with the fit to the DBS measurements (both are repeated from Figure

4.13). Figure 4.22(a) also shows both the kn = 0 slice of the TGLF δn̂2 spectrum and

the integral over kn. Figure 4.22(b) shows the ratio of PTGLF
s with each contraction of

the 2D ⟨|δn̂|2⟩ spectrum. If the approximation Ps ∝ ⟨|δn̂|2⟩ were true, the line in Figure

4.22(b) would be horizontal, indicating the constant of proportionality. Interestingly, close

inspection of Figure 4.22(b) shows that over the intermediate-k regime (1 < kb < 7 cm−1)

the ratio PTGLF
s /⟨|δn̂|2⟩|kn=0 (solid black line) does appear roughly horizontal. This supports

the approximation of treating Ps ∝ ⟨|δn̂|2⟩ in some cases (the curves in Figure 4.22(b) are

not thought to be general results). Interestingly, the ratio of PTGLF
s /

∫
dkn⟨|δn̂|2⟩ (solid grey

line) is clearly not horizontal at any scale. This suggests PTGLF
s is not proportional to the

kn-integral of ⟨|δn̂|2⟩. The difference between the two ratios in Figure 4.22(b) suggests that,

for a given kb, the DBS Ps is more closely related to the ⟨|δn̂|2⟩ value at kn = 0 than its kn-

integrated value. This is perhaps evidence that the ‘ray’ ∼ k−2 term (discussed in Subsection

3.1.4) in the DBS weighting function acts as a filter to concentrate the scattering signal to

the cutoff (where the matching kn = 0).

Outside of the intermediate-k regime, the PTGLF
s /⟨|δn̂|2⟩|kn=0 curve in Figure 4.22(b)

deviates from horizontal. This implies that the simple Ps ∝ ⟨|δn̂|2⟩ relationship does not

hold across the entire wavenumber scan. Diagnostic effects captured by the DBS weighting
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Figure 4.22: Illustration of the relationship between Ps and δn̂. 4.22(a) shows the synthetic

PTGLF
s (k) (solid line) along with the kn = 0 slice of the underlying δn̂2 spectrum (dashed

line), the kn integral of the underlying δn̂2 spectrum (dotted line), and the fit to the DBS

measurements (red line). The PTGLF
s (k) line is identical to the one shown in Figure 4.13.

The results shown in (a) use a single radial location (ρ = 0.67). 4.22(b) shows two ratios of

PTGLF
s (k)/δn̂2 on a log-log scale along with linear (power-law) fits.

function, Û , produce an overall relationship PTGLF
s ∝ k−0.5⟨|δn̂|2⟩ (as indicated by the linear

fit in Figure 4.22(b)). Thus, the predicted PTGLF
s is steeper than the underlying ⟨|δn̂|2⟩|kn=0

spectrum. This effect is more pronounced when comparing PTGLF
s with the kn-integrated

spectrum where the overall relationship is PTGLF
s ∝ k−1.2⟨|δn̂|2⟩.

125



The differences between the ⟨|δn̂|2⟩ and PTGLF
s in Figure 4.22(a) highlight the importance

of treating DBS measurements with a synthetic diagnostic framework. It should be stressed

that the precise ratios in Figure 4.22(b) are not a general result. The specifics of the DBS

Û vary with the background plasma and the choice of frequency, polarization, and launch

angles.

4.5.3 Revisiting radial variation of δn̂ predicted by TGLF

In Subsection 4.4.3 we discussed the radial variation in the δn̂2 predicted by TGLF. Figure

4.14, showed that the forward-modeled PTGLF
s (k) spectrum becomes flat over k < 3 cm−1

(ky < 1.2) when the (TGLF-predicted) radial variation in the δn̂2 spectrum is taken into

account. The underlying reason for this is directly related to TGLF’s prediction of dominant

TEM turbulence at slightly increased a/LTe (see Figure 4.21(b)). The lowest-k points in the

measured DBS spectrum come from slightly smaller ρ locations where the experimental a/LTe

is slightly larger. At these inner radii, with larger a/LTe , TGLF predicts dominant TEM

turbulence. This is the same effect causing the nonlinear increase in Qe shown in Figure

4.21(b). Increased fluctuations at ky ≈ 1 and decreased fluctuations at ky ≈ 0.3 produce a

flat PTGLF
s (k), reproducing the shape of the measured Ps(k) spectrum.

To show this effect more explicitly, we return to the forward modeled PTGLF
s (k) at ρ =

0.67 (blue line in Figure 4.13). Figure 4.23 shows an additional synthetic PTGLF
s (k) spectrum

where the underlying TGLF simulation was modified to have 5% larger a/LTe . Figure 4.23

shows that the predicted spectrum becomes largely flat over the ion-scale (ky ≤ 1) with a

mere +5% increment in a/LTe . Because this modification more closely resembles the shape

of the measured DBS spectrum, it would seem the +5% a/LTe TGLF simulation is more

realistic than the experimental profiles. However, given the a/LTe scans performed with

nonlinear CGYRO (Figure 4.21(b)), we have reason to believe that this TGLF prediction is

not in accordance with the higher-fidelity CGYRO. Therefore, although the dominant TEM

regime at +5% a/LTe improves agreement between DBS measurements and the PTGLF
s (k),

there is some doubt as to whether TEM instabilities are the root cause of the flat spectrum
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Figure 4.23: Comparison of synthetic PTGLF
s (k) forward modeling results with DBS mea-

surements. The upper x-axis is the theory ky value (calculated using eq. ??(a)) while the

bottom x-axis is the measured wavenumber in cm−1. The DBS data shown in Figure 4.14

is identical to the data shown in Figure 4.6. The discharge numbers and DBS system infor-

mation has been suppressed for clarity. The green PTGLF
s (k) result corresponds to a TGLF

simulation where the a/LTe value is increased by 5%.

at low-k. Furthermore, the flux-matching solution found with TGYRO-TGLF in Subsection

4.4.5 actually decreased the experimental a/LTe at ρ ≤ 0.67 to match the thermal fluxes.

It is also important to note that for ky ≥ 1 the forward-modeled PTGLF
s (k) spectra shown

in Figure 4.14 are roughly in agreement regardless of whether we include the ρ variation. This

suggests that the higher-k portion of the density fluctuation spectrum appears insensitive to

the precise radial location – validating the use of the ρ = 0.67 TGLF-δn̂ at various radii.

4.5.4 Additional synthetic diagnostic modeling

Both the forward-modeled TGLF and CGYRO Ps(k) spectra shown in Figure 4.13 exhibit

a steeper spectral index at low-k relative to the DBS measurements. Specifically, the pre-

127



dicted spectral decay is steeper than measurements11 over the range 0.4 < ky < 1.2. The

are two possible explanations for the discrepancy: (1) Both nonlinear CGYRO and TGLF

are inaccurately simulating12 the fluctuations over this range of ky or (2) The beam-DBS

model (providing the DBS weighting function) is not accurately modeling the DBS diagnos-

tic response over this range of ky. Pursuing explanation (1) would require computationally

intensive turbulence simulations exceeding the state of the art and is therefore deemed be-

yond the scope of this thesis. In this subsection we investigate explanation (2) by comparing

low incidence angle beam tracing simulations with full-wave calculations of the probing DBS

E-field introduced in Section 3.6.

It should be remarked that the beam-DBS model can fail to capture the DBS diag-

nostic response if the fluctuation amplitude becomes large enough to enter the nonlinear

response regime introduced in Section 3.8. For sufficiently large density fluctuation ampli-

tude we expect the level of back-scattered power to saturate. This effect would result in a

flat measured Ps(k) spectrum but would not be present in the synthetic P syn.
s (k) calculations

(the beam-DBS model assumes a linear diagnostic response). Scans of the δn/n amplitude

in 2D full-wave COMSOL simulations found the linear/nonlinear threshold to be approx-

imately δn/n ≈ 1% for this plasma (Figure 3.12(b)). Meanwhile, the nonlinear CGYRO

and TGLF simulations predict the (time-averaged) amplitude of low-ky δn̂ fluctuations to

peak at δn/n ≈ 0.5%. Therefore, we are not obviously impacted by nonlinear scattering

phenomena but we are also not far from the linear/nonlinear threshold at low-k.

To further investigate the beam-DBS weighting function at low-k, we will focus on cases

with low poloidal launch angles. The lower-k measurements shown in Figure 4.6 were per-

formed with a poloidal launch-angle of approximately 2.5◦. To investigate this situation

further, we performed a 2D-FW COMSOL simulation with 2.5◦ poloidal launch angle. The

11It should be noted that we do not have DBS measurements over the range of k where the spectral decay
disagrees with simulations. Thus, the ‘measured’ spectral decay over this range is technically an interpolation
over measurements at lower and higher k.

12Of course TGLF intends to mimic the higher-fidelity gyrokinetics within CGYRO, and some parame-
ters of the TGLF saturation rule are fit to nonlinear CGYRO simulations - thus the two are not strictly
independent models.
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Figure 4.24: COMSOL results for low launch-angle DBS. Figure 4.24(a) shows the full-wave

Re(Ey) field with the SCOTTY trajectory and beam envelope over-plotted. Figure 4.24(b)

shows the magnitude of the wave electric field along the trajectory of the central ray. The

case shown in Figure 4.24 corresponds to 72.5 GHz, X-mode polarization.

result of this simulation is shown in Figure 4.24. In Figure 4.24(a) we observe that the

incident and reflected beams have folded onto one another with the outgoing reflected beam

visible to the right of the COMSOL port before striking the PML. The SCOTTY beam trac-

ing simulation in Figure 4.24(a) does appear to capture the overall envelop of the full wave

result (dashed green lines) with the exception of excessive ‘pinching’ of the beam width at

cutoff. Beam-pinching is the formation of a ‘bottleneck’ in the beam width calculated using

beam tracing (see Section 3.5). This effect can be a sign of the failure of the beam-tracing

method near fold-type caustics [136].

Figure 4.24(b) shows the electric field amplitude, E = |E|, along the trajectory of the

central ray as reported by SCOTTY and COMSOL13. The E-field comparison in Figure

4.24(b) shows that SCOTTY predicts a large, narrow peak at the cutoff location roughly

13Close inspection of Figure 4.24(a) suggests that the SCOTTY trajectory misses the peak of the field at
cutoff. To extract the COMSOL field more accurately, we displace the SCOTTY trajectory by ∆R = +6
mm and interpolate the COMSOL field onto the shifted trajectory.
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Figure 4.25: Synthetic DBS frequency spectra for the 72.5 GHz channel of the DBS60 system.

The synthetic spectra are generated with the COMSOL 2D full-wave E-field and the δn̂ from

a nonlinear CGYRO simulation. Figure 4.25(a) shows the intermediate launch angle case

while Figure 4.25(b) shows the low-incidence launch angle case.

6× the COMSOL value. This peak in the SCOTTY E enters the DBS weighting function

as part of the ‘ray’ term. The end result of this type of peak will be to focus and enhance

the DBS response at the cutoff. Thus, this effect may produce undue DBS sensitivity at

low-k leading to a steeper predicted spectral decay. This effect may be responsible for the

low-k portion of the PTGLF
s /⟨|δn̂|2⟩|kn=0 ratio in Figure 4.22(b). Thus, the discrepancy in

spectral decay between the DBS measurements and the synthetic P syn.
s in Figure 4.13 may

be partially due to a failure of the beam-DBS model at lower-kmeas..

The SCOTTY-COMSOL comparison shown in Figure 4.24 motivated an additional com-

parison between DBS measurements and simulations at low-kmeas.. For this comparison we

depart from the beam-DBS synthetic diagnostic discussed throughout this chapter. Instead,

we combine 2D full-wave COMSOL results with a nonlinear CGYRO simulation to produce

a synthetic frequency spectrum using methods outlined in Section 3.7. We compare the low

incidence angle case (Figure 4.24) with an intermediate-k case using 6◦ poloidal launch-angle

(similar to what was shown previously in Figure 3.10).

Figure 4.25 shows synthetic frequency spectra created by combining COMSOL and non-

linear CGYRO results (using Equation 3.56). The measured DBS (quadrature amplitude)
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frequency spectrum was calculated using methods14 discussed in Section 3.3 and is shown

with arbitrary units [a.u.]. Both synthetic results shown in Figure 4.25 use the same overall

multiplicative normalizing factor15 to be consistent. Both measured DBS frequency spectra

shown in Figure 4.25 come from the X-mode polarized, 72.5 GHz channel of the DBS60

system and can therefore be compared on the same scale.

The intermediate-k comparison in Figure 4.25(a) shows the COMSOL+CGYRO syn-

thetic frequency spectrum agrees remarkably well with the measured, Doppler-shifted peak

in the negative frequency half-plane16. The COMSOL+CGYRO model reproduces both

the signal-to-noise level and width of the measured peak. However, the measured spec-

trum appears to contain multiple components including a broad feature in the positive

frequency half-plane. This additional spectral component was not reproduced by the COM-

SOL+CGYRO model. Table 4.2 provides a comparison of the frequencies in Figure 4.25. In

Figure 4.25(a), the Doppler shift of the synthetic spectrum is approximately 130 kHz larger

(more negative) compared with the measured Doppler shift. Given kmeas. ≈ 5 cm−1 for this

case, ∆fDopp. = 130 kHz implies a difference in velocity of ∆v ≈ 1.7 km/s.

Upon further investigation, the Doppler shift from the COMSOL+CGYRO model is

almost entirely due to local E × B motion (synthetic fDopp. − fE×B = 25 kHz in Table

4.2). The local E × B rotation value enters the nonlinear CGYRO analysis through the

value of ωE×B = Er/RBp, the toroidal E × B rotation frequency (this will be discussed

in more detail in Section 5.1.1). The local ωE×B value was input to CGYRO from charge

exchange recombination (CER) rotation measurements with local (ρ = 0.67) uncertainty

≈ ±1 km/s for this plasma. Therefore, the shift between the COMSOL+CGYRO model

and the DBS data in Figure 4.25(a) may be due to an inaccurate local ωE×B value from CER.

Alternatively, if we take the local ωE×B value from CER as ground-truth, the shift in Figure

14Specifically, for the spectra in Figure 4.25, we use NFFT=16,384, 50% overlap, 5 kHz smoothing, and
50-95% ELM filtering.

15In this case the normalizing factor was (arbitrarily) selected such that the synthetic peak in Figure
4.25(a) matches the measurements.

16In this case, increasingly negative frequency corresponds to lab-frame motion in the ion diamagnetic
direction.
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Table 4.2: Parameters related to the synthetic frequency spectra shown in Figure 4.25. All

frequency values are given in kHz.

Quantity intermediate-k – Figure 4.25(a) low-k – Figure 4.25(b)

measured fDopp. -325 -50

synthetic fDopp. -458 -107

∆fDopp. = meas.− syn. 133 57

k 4.85 [cm−1] 0.74 [cm−1]

∆vDopp. = 2π∆fDopp./k 1.7 [km/s] 4.8 [km/s]

fE×B (CER) -484 -74

measured fDopp. − fE×B 159 (elec. dir.) 24 (elec. dir.)

synthetic fDopp. − fE×B 25 (elec. dir.) -33 (ion dir.)

measured vph. = 2π(fDopp. − fE×B)/k 2.1 [km/s] (elec. dir.) 2.0 [km/s] (elec. dir.)

synthetic vph. = 2π(fDopp. − fE×B)/k 0.3 [km/s] (elec. dir.) -2.8 [km/s] (ion dir.)

Linear CGYRO vph. 0.75 [km/s] (elec. dir.) -0.25 [km/s] (ion. dir.)

4.25(a) implies that DBS observes a turbulence phase velocity in the electron diamagnetic

direction of vph. ≈ 2.1 km/s which is not reproduced in the CGYRO simulation. The implied

vph. ≈ 2.1 km/s is larger than the linear estimate of the turbulence phase velocity, vph. ≈ 0.75

km/s based on the CGYRO eigenvalue spectrum (Figure 4.7).

Unlike the intermediate-k case shown in Figure 4.25(a), the low-k synthetic frequency

spectrum in Figure 4.25(b) is significantly different from the DBS measurements. The

synthetic spectrum has a series of narrow (∆fs ≈ 10 kHz) spikes located at fDopp. ± nfs

with fs ≈ 56 kHz and n ∈ [−2,−1, 0, 1, 2]. The spacing of the spikes appears to be

fs ≈ syn. fDopp./2. These spikes are not observed in the measured spectrum. Similar to

the intermediate-k case, the synthetic spectrum is shifted to a more negative Doppler shift

compared to the measured spectrum. In this case, the difference in Doppler shift between

the synthetic spectrum and the measurements is ∆fDopp. = 57 kHz. Given kmeas. ≈ 0.74

cm−1 for this case, ∆fDopp. = 57 kHz implies ∆v ≈ 4.8 km/s. This discrepancy in veloc-

ity is very large (on the same order as the local vE×B). Furthermore, in contrast with the

intermediate-k case, the Doppler shift of the COMSOL+CGYRO spectrum (largest spike in

Figure 4.25(b)) is shifted in the ion diamagnetic direction relative to the fE×B value implied

by CER measurements. The DBS measurements are shifted in the electron diamagnetic
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direction relative to the CER fE×B, same as the intermediate-k case.

In summary, the synthetic frequency spectra shown in Figure 4.25 provide another means

to compare DBS measurements with simulations. The synthetic frequency spectrum for the

intermediate-k case shown in Figure 4.25(a) appears more similar to the measured spectrum

than the low-k case shown in Figure 4.25(b). However, we still cannot distinguish whether

any discrepancies are a consequence of an inaccurate DBS model (i.e. the COMSOL E-field

and Equation 3.56) or a consequence of an inaccurate simulation of δn̂ by nonlinear CGYRO.

In reality it may be a mixture of effects. We also must be careful in interpreting discrepancies

in the Doppler shifts visible in Figure 4.25 given that the CGYRO ωE×B value originates

from another diagnostic (CER) with its own uncertainties.

4.6 Conclusions

In this chapter we reported results from an investigation of the (binormal) wavenumber

spectrum of density fluctuations using the Doppler back-scattering diagnostic. Wavenumber

spectrum measurements we made in ECH H-mode plasmas where microturbulence driven

by electron pressure gradients (TEM, ETG modes) was expected to contribute significantly

to transport. During the experiment, ECH H-modes were reliably obtained and provided a

suitable background for fluctuation measurements. Plasmas obtained low core collisionality

ν∗e ≈ 0.1 and high ηe ≈ 3. Using two DBS systems, we performed an extensive scan of the

DBS launch-angle(s) while leveraging the toroidal steering capability of the DBS240 system

to make high-k measurements without losing signal to mismatch attenuation.

The measured back-scattered power wavenumber spectrum, Ps(k), is the primary ex-

perimental result from this investigation. When analyzed in terms of power-laws, k−ν , the

measured spectrum exhibited variable spectral decay: ν ≈ 0.6 (k < 3.5 cm−1), ν ≈ 2.6

(3.5 < k < 8.5 cm−1), and ν ≈ 9.4 (k > 8.5 cm−1). When analyzed in log-linear space the

measured spectrum was found to exhibit approximately exponential decay overall. Exponen-

tial decay was analyzed in normalized k⊥ρs-space and two exponential decay factors, ζ for
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e−ζ(k⊥ρs), were found. Over the majority of the measurements ζ ≈ 1.7 was found to describe

the exponential spectral decay. For the highest-k⊥ρs measurements, the decay increased

to ζ ≈ 3.9. Results from this investigation were compared with previous studies and the

physical implications of variable spectral decay in δn̂2 were discussed.

Synthetic diagnostic modeling was used to test models of plasma turbulence given the

measured Ps(k) spectrum. Forward-modeling of DBS measurements was performed using

the beam-DBS framework (3D beam-tracing with the code SCOTTY) and theory-based

models of the δn̂ spectrum (from CGYRO and TGLF). The resulting synthetic P syn.
s (k)

spectrum was compared directly with measurements. The predicted spectral shape at ky ≤

0.3 and ky ≥ 1.2, was in good agreement with the DBS measurements. Over the range

0.4 < ky < 1.2 the predicted spectrum decayed more rapidly than the measured spectrum.

In Subsections 4.5.2 and 4.5.4 we presented some evidence that the beam-DBS model may

become inaccurate near the cutoff at low incidence angles, leading to steeper P syn.
s predictions

at low kmeas.. However, the precise cause of increased spectral decay for 0.4 < ky < 1.2

cannot be attributed completely to the DBS model, i.e. it may be a failure of the turbulence

simulations. In Subsection 4.5.4 we departed from the beam-DBS model to performing an

additional comparison using the DBS frequency spectrum. Measured frequency spectra were

compared with synthetic frequency spectra calculated by combining 2D full-wave COMSOL

and nonlinear CGYRO simulations. The frequency spectrum comparison reveled mixed

agreement with significant differences between the intermediate vs. low-k cases. It remains

unclear if discrepancies are due to the model for DBS or the simulations of δn fluctuations.

Beyond DBS modeling, transport modeling presented in Subsection 4.4.5 was performed

to interpret the transport character of the ECH H-mode regime. Both TGLF and nonlinear

CGYRO predict the transport in all channels to be dominated by ion-scale modes at ky <

1. Both CGYRO and TGLF under-predict the experimentally-inferred thermal fluxes at

ρ = 0.67 when simulations are performed with the experimental profiles. Flux-matching

was performed with the TGYRO transport solver. Iteration with TGYRO-TGLF resulted

in a close match of the thermal fluxes over the core of the plasma (ρ ∈ [0.35, 0.85)). One-
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dimensional scans of the ion and electron temperature gradient scale-lengths (a/LTe , a/LTD)

with TGLF and ion-scale nonlinear CGYRO simulations found that TGLF was able to

reproduce the flux-gradient relationship in the ion thermal channel. However, in the electron

thermal channel TGLF predicts the dominance of TEM instabilities at marginally larger

a/LTe with an associated nonlinear increase in Qe. This prediction from TGLF was not

reproduced by nonlinear CGYRO. Therefore, while flux-matching with TGLF was possible

– it is unclear if the underlying quasi-linear predictions of transport in the ECH H-mode

regime are faithful to the higher-fidelity gyrokinetics.
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CHAPTER 5

Cross-diagnostic comparison of rotation measurements

In this chapter we present cross-diagnostic comparisons of rotation measurements made

by the DBS and Charge Exchange Recombination Spectroscopy (CER) diagnostics. The

goal of this investigation was to rigorously quantify the tendency for the E × B rotation

values inferred from DBS and CER to agree (or disagree) under a variety of NBI-applied

torque conditions. DBS makes rotation measurements through the Doppler shift of scattered

electromagnetic radiation (scattering is primarily due to electrons). CER makes rotation

measurements through the Doppler shift of photons emitted while impurity ions (Carbon)

interact with neutrals from NBI. Given that DBS and CER make measurements through

different physical processes, their agreement can bolster confidence in each technique, sug-

gesting mutual validation. Furthermore, since CER is an NBI-dependant diagnostic, it is

challenging for CER measurements to capture the neutral beam’s own fast timescale (< 10

ms) impact on the rotation profile. However, DBS measurements are available regardless

of the neutral beam and can theoretically observe rapid changes in E × B rotation. The

majority of the work presented in this chapter has been published by the author in [9].

The primary results of this study include rigorous analysis of the DBS velocity mea-

surements including the propagation of uncertainties through ray tracing simulations and

lineshape fitting in the frequency domain. We present radial profiles of the E × B rotation

frequency for three background NBI-torque levels. Extended analysis includes: estimation of

the turbulence phase velocity from TGLF simulations, statistical analysis of the DBS-CER

agreement, the impact of prompt-torque on the rotation profile, and a comparison of the

E ×B shearing rate derived from each diagnostics’ measurements.
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5.1 Background

5.1.1 Rotation in tokamaks

Neoclassical theory for rotating tokamak plasmas was developed by Hinton and Wong in

[137]. Hinton and Wong presented a small gyro-radius expansion of the Fokker-Planck equa-

tion, retaining velocities on the order of the ion thermal speed in a general axisymmetric

tokamak magnetic field of the form,

B = I(ψ)∇ϕ+∇ϕ+∇ψ. (5.1)

In Equation 5.1, ψ is the poloidal magnetic flux, ϕ is the toroidal coordinate, and I(ψ) = RBϕ

is a flux function. The general form of the velocity was shown to be,

u = ω(ψ)Rêϕ + F (ψ)B, (5.2)

where ω(ψ) is a toroidal angular rotation flux function, R is the major radius, êϕ = R∇ϕ is

the unit vector in the toroidal direction, and F (ψ) is another scalar flux function. Helander

and Sigmar [138] discuss that the velocity in Equation 5.2 is in fact the most general form

for an incompressible flow tangential to flux surfaces in a tokamak. Any poloidal rotation

within the flux surface would be included included in the quantity F (ψ).

Hinton and Wong [137] find that, to lowest order in ρ∗, the toroidal angular speed in

Equation 5.2 is ω(ψ) = −dΦ/dψ = Er/RBθ ≡ ωE×B(ψ). Where Φ is the electrostatic

potential, Er is the radial electric field, and Bθ is the poloidal magnetic field. Hinton and

Wong also show that, at this order in ρ∗, the scalar function F (ψ) = 0. Thus, the only

bulk plasma rotation theoretically allowed is rigid toroidal rotation due to a background

radial electric field. Helander and Sigmar [138] explain this rotation is such that the local

Er vanishes in the rotating frame. Note that while the E ×B velocity itself is manifestly in

the binormal direction (mutually perpendicular to both B and Er), the quantity Er/RBθ is

a toroidal angular frequency.
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First order (in ρ∗) expressions for neoclassical flows can be found in work by Kim et

al. [139]. At first order, terms involving the (species-dependant) diamagnetic flow appear in

Equation 5.2. It can be shown that the bulk flow velocity takes the form,

ua = ωa(ψ)Rêϕ + uθ,aB, (5.3)

where a index the plasma species and we introduce the following quantities,

ωa(ψ) = Vψ,a/I(ψ), (5.4a)

uθ,a = −Vψ,a/B2 + u∥,a/B, (5.4b)

Vψ,a = I(ψ)

[
ωE×B − 1

qana

dpa
dψ

]
. (5.4c)

In comparing Equation 5.2 and 5.3 we see that the flux function F is the poloidal rotation

speed, F (ψ) = uθ,a(ψ). The neoclassical poloidal velocity involves the diamagnetic drift

term and ωE×B. Additionally, Equation 5.4(b) shows that the poloidal and parallel flows are

linked. Conservation of momentum can be used to derive an expression for the evolution of

the poloidal flow. It can be shown that poloidal flows are strongly damped on the ion-ion

collision timescale [140]. Thus, while neoclassical rotation includes toroidal and poloidal

components, poloidal rotation is expected to be smaller than E × B toroidal rotation and

strongly damped toward the form in Equation 5.3.

Radial force balance

Equilibrium pressure-balance on flux surfaces requires that,

E =
∇pa
qana

− (ua ×B). (5.5)

If we take the dot product of the above equation with êr = êψ = ∇ψ/|∇ψ| we find,

ωE×B =
1

qana

dpa
dψ

−
(
Bϕ

Bθ

)
uθ,a
R

+
uϕ,a
R

, (5.6)
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where we have used |∇ψ| = RBθ. Equation 5.6 is more commonly written as an equation

for Er,

Er =
∇pa
qana

− uθ,aBϕ + uϕ,aBθ. (5.7)

This is often called the radial force balance equation and is used in the analysis of charge

exchange data discussed in the next subsection.

5.1.2 The CER diagnostic

The Charge-Exchange Recombination Spectroscopy (CER) diagnostic measures the Doppler

shift in radiation from ions in the plasma undergoing a charge-exchange reaction with neutral

atoms from Neutral Beam Injection (NBI). In this case, the ions are Carbon impurities from

the DIII-D graphite wall and the injected neutral atoms are deuterium. When participating

in charge-exchange, impurity ions transiently enter an excited atomic state and then – after

the lifetime of the state – emit a photon and relax to a ground state. The emitted photons

are collected by CER spectrometers positioned around the tokamak. Multiple quantities are

derived from the received photons: the intensity of the radiation is related to the impurity

density, the Doppler shift of the atomic line gives a velocity, and the broadening of the atomic

line is used to calculate the impurity temperature. The direction of the velocity inferred from

the CER Doppler shift depends on the line-of-sight of the spectrometer. Vertical, radial,

and tangential lines-of-sight are used to determine different components of the impurity

velocity [141].

Multiple corrections must be applied to CER measurements to accurately derive the

impurity density, temperature, and velocity. Notably, one must correct for the energy-

dependence of the cross section for charge-exchange [142, 143]. Measurements of poloidal

rotation require vertical lines-of-sight and must be corrected for gyro-motion coupled with

atomic physics effects. Corrections to the poloidal velocity are often a significant fraction of

the measurement. For a more complete description of the CER methodology for extracting

poloidal rotation quantities see [141]. It is worth noting that the C6+ ion density profile

calculated by the brightness of CER lines also depends on simulated neutral beam deposition
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profiles which themselves depend on the electron density and temperature. Thus, CER

analysis includes outputs from other diagnostics to calculate the final observables.

For the rotation comparison at hand, we use CER measurements to derive the radial

electric field, Er, using the radial force balance equation (Eq. 5.7 above) [144]. For use with

CER measurements, ua, na, and qa are the velocity, density, and charge of the measured

species (a) respectively. Theoretically, the Er appearing in Equation 5.7 is the self-consistent

field produced by the motion of all plasma species. Therefore, the Er provided by CER should

be independent of the observed species. As discussed in Section 3.1.5, the E × B angular

frequency, ωE×B is the preferred quantity for making E × B rotation comparisons because

it is theoretically a flux-function. Thus, the ωE×B value from CER is simply Equation 5.6,

where kinetic quantities are evaluated for the Carbon impurity species (given that CER

measures Carbon in this case).

There is no general ordering for the three terms in Equation 5.6 since each terms’ mag-

nitude varies strongly with radius (e.g. the dps/dψ term can be small in the core plasma

but large in an H-mode pedestal). Furthermore, depending on the magnitude of external

sources of momentum, the rotation terms can be virtually any magnitude. However, as

discussed previously, background poloidal rotation is O(ρ∗) smaller than toroidal E × B

rotation according to neoclassical theory, so we generally expect uϕ > uθ. In the L-mode

plasmas presented here, given weak pressure gradients and unbalanced external NBI torque,

we expect the toroidal rotation velocity term to dominate, but it is important to note that

each term is accounted for in the analysis.

5.2 Experiment

The plasma used for this investigation is an L-mode DIII-D discharge (180882). This dis-

charge was designed to test upgrades to the DIII-D NBI system to allow for off-axis heating

and current-drive using the 210◦ beam-line [145]. Importantly, this discharge contains a

feed-forward scan of the NBI-applied torque. Figure 2.3 provides a plan-view of the DIII-D
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tokamak illustrating the orientation of the various neutral beams for this discharge. It is

important to note that the neutral beam located at the 210◦ port is oriented counter-Ip (as

shown in Figure 2.3).
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Figure 5.1: Overview of DIII-D discharge 180882 used for this study. 5.1(a) shows the plasma

current, 5.1(b) shows the line-averaged density, 5.1(c) shows the injected power from NBI,

5.1(d) shows the torque applied by NBI, 5.1(e) shows the electron temperature from electron-

cyclotron emission in the core region, and 5.1(f) shows the toroidal rotation in the deep core

(t1, R = 1.8 m), mid region (t4, R = 2.0 m) and edge (t24, R = 2.2 m). The colored lines

in 5.1(c) indicate counter-Ip NBI. The yellow shaded portion of the figure indicates where

we perform our analysis.
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Figure 5.1 shows the evolution of plasma discharge. The yellow shaded region indicates

our time span of interest. The plasma current is constant at Ip = 1.0 MA, the toroidal

magnetic field is Bϕ = −2.0 T (opposing Ip), and the line-averaged plasma density is ap-

proximately 2 × 1013 cm−3. To avoid an L-H transition the plasma shape was placed in an

upper single null configuration with edge safety factor q95 ≈ 5.0 and normalized plasma beta

βn ≈ 0.6. High q95 and low βn produce a relatively MHD-quiescent plasma. The core electron

temperature, seen in Figure 5.1(e), exhibits sawteeth oscillations when strong co-injection

occurs. Sawteeth oscillations are core MHD instabilities associated with the collapse and

rearrangement of flux surfaces with safety factor q < 1 [19]. The sawteeth oscillations ap-

pear subdued when the applied torque is negative. Lastly, the toroidal rotation measured by

CER at various radial positions is visible in Figure 5.1(f). As expected, the toroidal rotation

decreases dramatically when the 210 beam is injected.

Figure 5.1(c) shows the power delivered by NBI. The power from the 210L/R beams is

indicated by colored lines to highlight the counter injection. An estimation of the applied

torque from the NBI is shown in Figure 5.1(d). This estimation is based on the beam

orientations and accelerating voltages. We focus our analysis on the large change in applied

torque when the 210 neutral beam is injected (2280 < t < 2630 ms). The two 210 sources

(L, R) fire sequentially starting at 2280 ms. Both sources apply a 170 ms pulse with a 10

ms gap in between. In order to perform a meaningful cross-diagnostic comparison, we must

identify locations and times where both diagnostics have data. Details of the time resolution

and analysis specifics for both DBS and CER are given in the next section.

5.3 CER, DBS measurements and data analysis

The CER diagnostic system uses 10 ms duration diagnostic ‘blips’ from the 330L/R and 30L

neutral beams to make measurements (see Figure 2.3). As discussed in Subsection 5.1.2,

CER makes measurements along specific lines-of-sight. These lines-of-sight intersect the

paths of different NBI sources at different radial locations. Thus, more than one NBI source

is required to measure a complete radial profile. Given the sequence of blips used in this
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Figure 5.2: Kinetic profiles for discharge 180882 at the nominal times for DBS-CER com-

parison along with a profile of the cutoffs relevant to DBS at 2270 ms. Each figure (a-d)

shows spline fits along with 20 ms time-averaged data. 5.2(a) shows the electron density with

Thomson scattering (TS) and profile reflectometry measurements. 5.2(b,c,d) show the CER-

measured Carbon impurity temperature, density, and toroidal rotation velocity respectively.

5.2(e) shows fundamental frequencies evaluated along the low-field-side midplane. The DBS

frequencies are shown with red horizontal lines.

plasma, the complete radial profile of CER measurements comes from a 20 ms time span.

Thus, ±10 ms is the fundamental time resolution of the CER profiles for the present analysis.

Higher time-resolution diagnostics are ultimately mapped to this time-basis. Three separate

sets of NBI blips are visible as large spikes in the highlighted portion of Figures 5.1(c,d).

The midpoint of each 20 ms blip span is used as a nominal time for comparison with DBS.

These times are: 2270, 2450, and 2640 ms.

Figure 5.2 shows kinetic profiles for this plasma discharge at the three nominal times.

We find all profiles remain relatively unchanged except for the core impurity density and

the carbon toroidal rotation frequency (due to the changing NBI torque). Figure 5.2(e)

shows radial profiles of relevant DBS frequencies evaluated along the low field side midplane.

Because the density profile in Figure 5.2(a) is largely unchanged over our time span of

interest, we expect the probed DBS locations to remain approximately unchanged over the
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torque scan. However, to observe any prompt changes in the rotation caused by the NBI

blips, we will leverage the high time resolution of DBS and the similarly high time resolution

of the profile reflectometry diagnostic [117]. The reflectometry profiles of ne are averaged over

2 ms intervals for DBS ray tracing simulations. The reflectometry profiles shown in Figure

5.2(a) are averaged over a 20 ms interval for comparison with Thomson scattering, the 2 ms

time resolution ne profiles (not shown) are similar but with higher statistical variance.

The DBS data used in this investigation comes from the eight-channel DBS60 system.

X-mode polarization is used with a relatively low poloidal launch angle of 3◦. DBS data

were digitized at 5 MHz and processed using spectral methods presented in Section 3.3. The

quadrature spectrogram of the 72.5 GHz channel at ρ ≈ 0.5 is shown in Figure 5.3(a) along

with the neutral beam torque in Figure 5.3(b). Three time slices of the spectrogram in Figure

5.3(a) are shown in 5.3(c) with fits (dashed lines). When performing fits, spectra are subject

to a ±40 kHz notch-filter about f = 0. This is to avoid fitting the narrow “spike” with no

Doppler shift which is possibly due to spurious reflections or high-kr scattering mentioned

in Section 3.3.

In this investigation it was noted that the shape of the spectrum changed considerably

over the time window of interest. The shape near the Doppler-shifted peak appears to change

between Gaussian and exponential (parabolic and linear in semilog-y space). Based on this

observation we use the four-parameter Generalized Gaussian (GG) lineshape to fit the DBS

spectra. This lineshape has the form,

ŜGG(f ;A, fDopp., σ, β) =
Aβ

2
√
2σΓ(1/β)

exp

(
−|f − fDopp.|√

2σ

)β
, (5.8)

(repeated from Appendix B). For the spectrum shown in Figure 5.3(a), the GG function re-

sulted in an average reduced chi-squared 17% closer to 1.0 versus standard three-parameter

Gaussian fits. Fits to the DBS spectra are performed at every time-slice of the DBS spec-

trograms to systematically identify the Doppler shift. Evolution in the spectral full-width-

half-max (FWHM) is also captured by the GG fitting function, FWHM = 2
√
2σ[ln(2)]1/β for

β > 0. The evolution of the FWHM from this dataset was shown earlier in Figure 3.3. The
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Figure 5.3: DBS quadrature spectrogram displaying the effects of variable NBI torque. 5.3(a)

shows the spectrogram of the 72.5 GHz DBS along with the Doppler shift (solid black curve)

from GG fits. The red vertical lines in (b) indicate the 20 ms spans where DBS-CER

comparisons are possible. 5.3(c) shows particular slices of the spectrogram in (a) along with

GG fits (dashed lines) to the peaks of the spectra demonstrating the determination of the

Doppler shift. The arrows at the top of 5.3(a) indicate the time-slices for the curves in 5.3(c)

Doppler shift from these fits is superimposed on the spectrogram in Figure 5.3(a). Finally, fit

parameters are combined over 2 ms windows to obtain statistical uncertainties. Therefore,

over the 20 ms span of CER data, DBS has 10 Doppler shift measurements for each channel.

This sets the time-scale of the DBS measurements to ±1 ms.

Ray tracing simulations using the GENRAY code were performed to determine the measured

wavenumber and location for every 2 ms DBS interval. Each ray tracing simulation is
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provided with the high time-resolution ne profile from reflectometry and an EFIT equilibrium

reconstruction synchronized to the Thomson scattering sampling rate (3 ms). Given the

Doppler shift, measured wavenumber, and equilibrium parameters, Equation 3.37 is used to

evaluate the DBS ωE×B on a 2 ms timescale. The time spans where the final DBS-CER

comparisons are possible are indicated by red vertical lines in Figure 5.3(b).

5.3.1 Uncertainty quantification

There are two independent sources of potential error when performing DBS data analysis.

First, the relatively simple uncertainty associated with fitting for the Doppler shift in the

DBS spectrogram. This error is retained and propagated through to the final value of ωE×B.

However, fitting for the Doppler shift is subject to systematic errors associated with the par-

ticular spectral model selected. With the flexible Generalized Gaussian model (Equation 5.8)

we ensure good fits are archived despite the variable shape of the DBS spectrum. The second

type of potential error in DBS analysis arises when propagating uncertain inputs through

ray tracing simulations. Uncertainty in both the magnetic equilibrium reconstruction (from

EFIT) and the electron density profile (from reflectometry) were considered. Ultimately,

uncertainty in the magnetic equilibrium was not included to be consistent with the CER

method of uncertainty quantification – which does not consider magnetic equilibrium un-

certainty. Furthermore, varying the magnetic equilibrium appeared to have no independent

effect on ray tracing results when compared to varying the density profile.

Uncertainty in the electron density profile was found to cause significant variation in

the GENRAY-reported value of the wavenumber at the scattering location. To address

this, we performed a Monte Carlo-style variation of the density profile within its 1σ error

bars. Varying the density profile changes all outputs of the GENRAY simulation including

the wavenumber and the scattering location. Given the highly-correlated nature of adjacent

reflectometry measurements, our method of randomly shifting and scaling the density profile

may result in over-estimation of this form of error. The error bars in the report DBS ωE×B

profiles account for both sources of DBS uncertainty: fit-errors for the Doppler shift, and
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the uncertainty in other variables in Equation 3.37 associated with propagating uncertain

density profiles through GENRAY.

The error-band on the CER ωE×B profile accounts for uncertainty in both the ∇P and

(u×B) terms in the radial force-balance equation (Equation 5.7). However, given the dis-

parity in magnitude between these two components of Er and the weak pressure gradient

in this L-mode plasma, the uncertainty in the (u×B) term dominates over the ∇P uncer-

tainty. Uncertainties in the velocity measured by CER are handled by a similar Monte Carlo

approach of randomizing inputs to the CER-Er analysis.

5.4 Results

The effect of the counter-injected neutral beam is captured in the DBS spectrogram shown

in Figure 5.3(a). The Doppler shift changes from approximately -250 kHz to 0 kHz over the

first 170 ms counter-Ip NB pulse. When the second pulse begins 10 ms later, the Doppler

shift changes sign and increases from 0 to approximately 90 kHz. After the second pulse is

complete, the Doppler shift restores its steady-state value of approximately -250 kHz over a

100 ms period.

Comparison between DBS and CER is possible during the time spans indicated by vertical

lines in Figure 5.3(b). The midpoints of each span are the nominal times: 2270, 2450, and

2640 (all ±10) ms. Figure 5.4 provides the DBS-CER ωE×B comparisons. Figures 5.4(a,c,e)

show the DBS values with ±1 ms resolution and Figures 5.4(b,d,f) show an average of the

DBS results with the same ±10 ms time resolution as the CER profile. The average DBS

profile is computed by an inverse variance weighted average of the ±1 ms DBS data. It is

also worthwhile to calculate absolute residuals between the measurements. We use absolute

residuals, |d| = |ωE×B,CER − ωE×B,DBS| due to the fact that the rotation is nearly zero in

some cases, and thus division to produce scaled residuals is not appropriate. The residuals

are calculated at radial locations where DBS measurements are made and then averaged over

the profile. We use the symbol |d| to indicate the radially averaged absolute residuals.
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Figure 5.4: Profiles of ωE×B from DBS and CER. 5.4(a,c,e) show the ±1 ms DBS data,

5.4(b,d,f) show the averaged DBS profile. Note that the y-axis limits change across the

three sets of profiles.

The first comparison of ωE×B is shown in Figures 5.4(a,b). At 2270 ms the counter-

injected beam has not yet been applied. The DBS and CER computed values of ωE×B

generally agree well across the entire co-Ip directed profile. The CER profile passes through

all DBS error-bars except the fifth channel where both 1σ bounds (barely) intersect each
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other. The radial average of the absolute residuals for this profile is |d| = 4.0 kRad/s.

The second comparison is made in Figures 5.4(c,d). At 2450 ms the first 170 ms counter-

injected NBI pulse has been applied. The result of the negative applied torque is evident

as the rotation profile is decreased to near zero. Both DBS and CER measure a flat and

low-magnitude rotation profile. The radial average of the absolute residuals for this profile

is |d| = 1.3 kRad/s. The third comparison is made in Figures 5.4(e,f). At this time the

second counter-injected beam pulse has concluded and the rotation has decreased further to

the point where rotation is reversed toward the core. There is a notable difference between

the inner four averaged DBS channels and the CER result. Due to this discrepancy, the

radial average of the absolute residuals for this profile is largest with a value of |d| = 4.2

kRad/s. In the latter two comparisons, Figures 5.4(c-f), the CER profile was truncated at

ρ = 0.96. This choice was made because the CER analysis used in this case is optimized for

the core and not appropriate as you approach the LCFS. When a different edge-optimized

CER analysis is used, the resulting edge Er ≈ 0, in agreement with DBS.

5.5 Analysis

5.5.1 Estimation of the turbulence phase velocity

Our ability to approximate the DBS-measured velocity as vmeas. ≈ vE×B (and by extension

calculate Er and ωE×B) depends on the magnitude of the turbulence phase velocity discussed

in Section 3.1.5. To estimate the magnitude of vph., we use the code TGLF to calculate the

linear eigenvalue spectrum over the plasma minor radius given profiles shown in Figure

5.2. We use Equation C.16 to convert the dimensionless TGLF ky to kb [rad/cm] and we

convert the dimensionless real frequency, ωky using the local cs/a. The phase velocity is then

calculated by evaluating vph. = ωkb/kb at the DBS kb = kmeas..

Figure 5.5 shows radial profiles of the measured DBS velocity, vmeas. = ωDopp./kmeas.,

and estimates of the phase velocity using TGLF. In Figure 5.5(a) we show profiles of vmeas.

and the TGLF vph. at each nominal time. Figure 5.5(b) contains the same values as (a)
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TGLF.

but is zoomed to ±1 km/s to show the TGLF estimate. Figure 5.5(b) also indicates the

ion/electron diamagnetic directions. Based on this estimate, the |vph.| < 0.5 [km/s] over

all radii and times. This estimate of vph. is less than the radially averaged uncertainty on

vmeas. for each time: σ̄v ≈ 3.9, 0.9, 1.4 [km/s]. Therefore, it is reasonable to neglect vph. and

approximate vmeas. ≈ vE×B.

5.5.2 Statistical cross-diagnostic analysis

The uncertainty of the CER/DBS diagnostics can be assessed further by collecting all av-

eraged DBS values from Figures 5.4(b,d,f) along with all CER values at matching radial

positions. The average 1σ errorbar across all DBS values is σ̄DBS = 2.6 kRad/sec and

the average 1σ from CER is σ̄CER = 1.5 kRad/sec. The sum of the average 1σ values,

σ̄DBS + σ̄CER = 4.1, is similar in magnitude to the radial average of the absolute residuals,

|d| = 4, 1.3, 4.2 kRad/s, suggesting a tendency to agree within their respective uncertainties.

Figure 5.6 shows the collection of all (averaged) DBS and corresponding CER values from

Figures 5.4(b,d,f) plotted against each other. The Pearson correlation coefficient is r = 0.96

suggesting strong positive correlation. The errorbars on points in Figure 5.6 are not used to
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Figure 5.6: Scatter plot of DBS and CER ωE×B values from Figures 5.4(b,d,f). The CER

values and their error are taken from radial positions matching DBS. The color of the points

indicates their radial (ρ) positions. The dashed line y = x signifies perfect agreement and is

only to guide the eye.

weight the calculation of Pearson r.

To assess DBS-CER agreement more rigorously we use the mean-difference plot1 shown

in Figure 5.7 [146]. The y-value indicates the difference between DBS and CER values at

the same radial position, d = ωE×B,DBS − ωE×B,CER. The x-value is the two-point weighted-

average of ωE×B,DBS and ωE×B,CER at each position. Statistics are calculated for the differ-

ences, d, weighted by their uncertainty. We find an average difference, d̄ = −0.1 kRad/sec

and standard deviation of differences, σd = 2.5 kRad/s. It is common to compute the ‘limits

of agreement’, d̄ ± 2σd = −0.1 ± 5 kRad/sec, indicated by red horizontal lines in Figure

5.7. Points outside of this agreement-region are discussed in the next section. Assuming the

differences are normally distributed, the agreement-region between the red horizontal lines

in Figure 5.7 is the 95% confidence region for discrepancies between DBS and CER.

1Sometimes called a Bland-Altman plot
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d̄ = −0.1 kRad/sec. The red horizontal lines provide the ‘limits of agreement’, d̄ ± 2σd =

−0.1± 5 kRad/sec.

5.5.3 Effects of prompt torque

During neutral beam injection, high energy neutral particles are ionized and born onto

orbits in the plasma. The motion of fast ions born onto trapped orbits produces a fast radial

current. This fast radial current, jf , is canceled by a radial current established in the bulk

plasma by ambipolarity. The result is a fast ‘prompt torque’ caused by jf ×B and a slower

transfer of momentum from collisional forces on the fast ions [147]. The prompt jf×B torque

occurs almost instantly as the beam ions are ionized. Analysis by J. deGrassie in [148] found

that 90% of the torque impulse is imparted to the plasma within 10 ms. By contrast, the

collisional transfer of beam momentum occurs on a much slower timescale characterized by

the beam slowing-down time which can be approximated following Wesson [19] using,

τ [ms] ≈ 78
T

3/2
e

ne
ln

(
1 +

(
Eb

19Te

)3/2
)
, (5.9)
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with ne in units of ×1019 m−3 and Eb, Te in units of keV. For the plasma considered here, this

estimate gives τ ≈ 100 ms. This value is in rough agreement with the slower evolutionary

periods of the DBS Doppler shift in Figure 5.3(a).

We attribute some discrepancies in the final DBS-CER ωE×B profiles (Figure 5.4) to

the effects of prompt torque imparted by the beam blips used for CER measurement. The

estimated magnitude of the applied torque is shown in Figure 5.3(b). For the first nominal

time (2270 ms), the estimated applied torque increases sequentially from 0.9 to 2.3 to 4.5

Nm. The high time-resolution DBS ωE×B values shown in Figure 5.4(a) do not appear to

vary systematically with time in the core. However, there is a trend visible in the edge DBS

points, suggesting a prompt increase in edge ωE×B during blip. For the second nominal

time (2450 ms), the estimated applied torque increases from -1.3 to 0.0 to 4.5 Nm. The

high time resolution DBS measurements in Figure 5.4(c) show a clear trend with time in

almost every DBS channel. Finally, for the third comparison-time (2640 ms) the estimated

torque varies from -1.7 to 4.5 to 1.3 Nm. The DBS measurements in Figure 5.4(e) are clearly

non-stationary in time with the innermost channels increasing by more than ∆ωE×B ≈ 10

kRad/s over the time of the blip.

The high time-resolution DBS ωE×B values in Figures 5.4(c,e) indicate a systematic

increase of ωE×B in time, particularly in the inner four channels. This spread of points is

most pronounced in Figure 5.4(e) when the most abrupt change in the estimated torque

occurs, ∆Tinj = 6.2 Nm. This causes the final time-averaged DBS values in Figure 5.4(f)

to be offset from the CER values. We attribute this to the prompt-torque creating a non-

stationary Er in the plasma over the duration of the blips. The measurements most affected

by prompt torque - inner four channels in Figure 5.4(f) - are also the lowest four points in

Figure 5.6 and the outlying four points in the upper-left of Figure 5.7.

To estimate the prompt torque density from DBS measurements we begin with the con-

servation of momentum for plasma species a and follow arguments made in [147,148],

mana
∂ua
∂t

= −∇pa −∇ · πa + qana(E+ ua ×B) + F (5.10)
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where F represents a source of momentum and πa is the trace-less momentum stress tensor

[138]. Then, we take a dot product of Equation 5.10 with êϕ = R∇ϕ and compute a flux-

surface average ⟨. . . ⟩θ to find,

mana
∂

∂t
⟨Ruϕ,a⟩θ = −⟨R∇ϕ · (∇ · πa)⟩θ + ⟨ja · ∇ψ⟩θ + ⟨R∇ϕ · F⟩θ. (5.11)

The first term on the right hand side describes transport of toroidal momentum across flux

surfaces, this occurs on a slow timescale. In fact, in many cases the momentum transport

time is similar to the energy confinement time τϕ ≈ τE [149]. The term involving F describes

the collisional transfer of momentum which also happens on a slow timescale (the slowing-

down time discussed previously). Finally, we use Equation 5.3 and retain only terms to

lowest order in ρ∗. The resulting equation describes fast-timescale evolution of toroidal

angular momentum,

mana
∂

∂t
⟨R2ωa⟩θ ≈ ⟨ja · ∇ψ⟩θ. (5.12)

Recall that, to lowest order in ρ∗, ωa = ωE×B(ψ) is a flux-function. Then, we sum over

plasma species and use arguments made in [148] to replace the total current on the RHS

with −jf . The result is,

∑
a

mana⟨R2⟩θ
∂ωE×B

∂t
≈ −⟨jf · ∇ψ⟩θ. (5.13)

The LHS of Equation 5.13 is the time derivative of the total flux surface averaged angular

moment density, ∂⟨ℓϕ⟩θ/∂t. The RHS of Equation 5.13 is the flux-surface averaged toroidal

prompt torque density, ⟨ηϕ⟩θ = −⟨jf ·∇ψ⟩θ. The total torque on the plasma contained within

a flux-surface ρ is calculated by volume-integration of the torque density,

τϕ =

∫ ρ

0

dρV ′⟨ηϕ⟩θ, (5.14)

where V ′ accounts for the change in plasma volume with ρ.

To make a crude estimate of the prompt torque using DBS measurements, we focus on the
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Figure 5.8: Estimation of prompt torque using DBS measurements. 5.8(a) shows the DBS

ωE×B data from Figure 5.4(e) vs. time along with the inverse-variance weighted spline fits

for each channel. 5.8(b) shows the spline derivatives, providing the rate of change of rotation

with time. 5.8(c) shows the result of Equation 5.13 with the dashed lines indicating crude

extrapolation to the core. 5.8(d) shows the result of Equation 5.14.

fast time evolution of ωE×B from 2630 - 2650 ms. We use inverse variance weighted splines

to fit the time evolution of ωE×B in each DBS channel. The spline fit provides the derivative

in time, i.e. ∂ωE×B/∂t. Then, Equation 5.13 is used to calculate the evolving ⟨ηϕ⟩θ. To

calculate the total toroidal prompt torque we must (crudely) extrapolate the torque density

from the eight DBS measurements to the core (ρ = 0) before applying Equation 5.14. Figure

5.8 illustrates the technique of using high time resolution DBS measurements to approximate

the beam-blip prompt torque. The estimated toroidal torque on the plasma is ≈ 4 Nm at the

earliest time. This value decreases toward zero as the plasma Er evolves to establish a new

steady-state value (∂ωE×B/∂t→ 0) visible as the derivative decreasing in Figure 5.8(b). This

is not to say that the beam applied torque goes to zero, rather the transient prompt torque

effect on Er approaches zero. The estimated value of 4 Nm agrees remarkably well with the
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Figure 5.9: Calculation of γE×B using DBS measurements. 5.9(a) shows the DBS ωE×B data

from Figure 5.4(b) with the inverse-variance weighted spline fit. 5.9(b) shows the result of

Equation 5.15.

estimated torque value based the NBI parameters (voltages, tangency, etc.) Tinj ≈ 4.5 Nm

(see Figure 5.3(b)).

5.5.4 Comparison of the E ×B shearing rate

The normalized radial (ψ) derivative of ωE×B is the E ×B shearing-rate,

γE×B =
(RBθ)

2

B

∂

∂ψ
ωE×B. (5.15)

The magnitude of γE×B plays an important role in the theory of turbulence suppression in

magnetic confinement devices [150]. To compare CER and DBS values of γE×B we focus

on the core (ρ < 0.7) at the first nominal time (2270 ms). This location and time appears

minimally affected by prompt torque (see Figure 5.4(a,b)). To create a radial profile from the

DBS measurements we use an ensemble of inverse variance weighted spline fits to the eight

ωE×B points and their corresponding values of ψ. Derivatives of the splines (with respect to

ψ) are averaged together and used to calculate γE×B.
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Figure 5.9 shows the cross-diagnostic γE×B profile comparison. Figure 5.9(a) shows the

DBS data and CER profile from Figure 5.4(b) with the additional spline fit to the DBS

data2. Figure 5.9(b) shows the calculated profiles of |γE×b| using the profiles in 5.9(a). Over

the shaded vertical region in Figure 5.9, the DBS and CER values of |γE×B| range from total

agreement to disagreement by a factor of ≈ 2. Meanwhile, the |γE×B| values calculated using

the edge DBS channels disagrees with CER by a larger margin. However, these channels

appear to be somewhat affected by prompt torque (see Figure 5.4(a)) hence our focus on the

core region for comparison.

Although the γE×B comparison shown in Figure 5.9(b) is specific to this plasma, time,

and radial location; this analysis is meant to illustrate the potential level of uncertainty in

a derived quantity such as γE×B. This factor of ×1–2 agreement between CER and DBS

can inform scans of γE×B when performing transport modeling and simulations involving

E ×B-shear suppression.

5.6 Conclusions

In this chapter we presented DBS measurements of the E × B rotation in an L-mode DIII-

D discharge with varying external torque. Rigorous cross-diagnostic comparisons we made

between DBS and charge exchange recombination spectroscopy (CER). During DBS data

analysis, we propagated uncertainties in the density profile through ray tracing simulations

and used nonlinear least-squares fits to the frequency spectrum to derive the measured ve-

locity and its uncertainty. We found that ωE×B values derived from DBS and CER generally

agree with an average difference near zero, d̄ = −0.1 kRad/s. The 2σ confidence region for

their disagreement was found to be ±5 kRad/s, including points known to be affected by

prompt torque. Statistically speaking, this implies that in 95% of cases the DBS and CER

values of ωE×B will agree within 5 kRad/s of each other.

2We use the MonteCarloSpline routine within OMFIT to perform the fit. We also constrain the gradient
of ωE×B to be zero on axis (ρ = 0) similar to CER.
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The high time resolution (±1 ms) DBS measurements were able to observe prompt (< 10

ms) modifications to the Er profile from diagnostic neutral beam blips. The perturbation

from NBI-blips was proportional to the change in the approximate torque imparted by the

blip. The largest change in torque, ∆Tinj ≈ 6.2 Nm, caused the most significant modification

of Er. Additional analysis of the DBS data estimated the NBI torque density from the time

rate-of-change of E ×B rotation. Despite crude extrapolation to the plasma core, we found

the total torque to be roughly in agreement with the estimate based on the NBI parameters.

We also used DBS and CER profiles of ωE×B to calculate the E×B shearing rate, γE×B. In

the core, where DBS measurements appear to be less impacted by prompt-torque, we found

the DBS/CER derived γE×B values to be within a factor of two from one another.
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CHAPTER 6

Conclusions and future work

6.1 DBS modeling

Chapter 3 presented a comprehensive overview of the Doppler back-scattering diagnostic

including a novel synthetic diagnostic model and 2D full-wave simulations. The synthetic

DBS methods introduced in Chapter 3 and applied in Chapter 4 provide a new means of

predicting and interpreting DBS measurements in a theory-based manner. The ultimate goal

of a synthetic DBS model is to account for – or remove – instrumental effects which may

impact fluctuation measurements. Furthermore, a diagnostic model with sufficient physics

can also aid in understanding the instrument itself, leading to innovations and optimization

of measurement techniques.

We demonstrated two models for DBS: one based on beam-tracing (a reduced model

for electromagnetic wave propagation), and a second based on higher-fidelity full-wave sim-

ulations. Both DBS models are flexible, and can use either analytic expressions for, or

simulations of density fluctuations to model scattering. To facilitate comparisons with the-

ory, we developed a novel method for post-processing the outputs of the quasilinear code

TGLF. There are two primary benefits to using reduced models (beam-tracing and TGLF):

(1) the ability to quickly make predictions and perform parameter scans with lower sim-

ulation overhead and (2) the modular nature of the physics within the diagnostic model.

Faster modeling time has the potential to greatly benefit the DBS community. For exam-

ple, through predict-first experimental planning, one can identify theoretically-important

wavenumbers to inform aiming the DBS probe beam during an experiment. Furthermore,

scans of plasma parameters with fixed DBS aiming can answer questions such as: given a
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change in x, would we theoretically observe a change in measured DBS power? The modular

nature of the beam-DBS diagnostic model makes it easier to separate diagnostic effects (e.g.

mismatch attenuation, ‘ray’ cutoff enhancement, etc.) when interpreting results.

The new full-wave DBS model uses the commercial software COMSOL. This new DBS

model allows us to benchmark beam-tracing results and study full-wave effects using real-

istic plasma parameters. For example, the full-wave model was used to evaluate nonlinear

scattering effects in Chapter 3. In Chapter 4 the full-wave electric field was combined with

nonlinear CGYRO simulations to produce a synthetic DBS frequency spectrum. Both ap-

plications present exciting opportunities for future work. Full-wave modeling can be used

to study cross-polarization scattering (CPS), wave tunneling, cross-beam DBS, etc.. Given

the success of the 2D full-wave model, 3D modeling should be pursued to understand the

the behavior of the DBS beam near critical layers and verify beam-tracing results (e.g. test

beam-pinching discussed in Subsection 4.5.4).

Future work pertaining to DBS includes further development of theory-based models for

the DBS frequency spectrum. For example, in the context of the Taylor model, a database

study of DBS spectra could uncover trends in the model parameters (the Kubo number, K,

and the auto-correlation time, τac) with respect to the probed wavenumber. Similarly, in

terms of the exponential frequency model discussed in Subsection 3.1.6 one could perform

a similar database study of the exponential decay time-constant to uncover trends in the

implied chaotic dynamics. One could also derive new models for the frequency spectrum

by analyzing databases of nonlinear gyrokinetic simulations – similar to the development

strategy for quasi-linear transport models. One could imagine a quasi-linear model for the

DBS frequency spectrum based on linear mode frequencies and a combination of k-space

resolution and turbulent frequency-broadening effects. Lastly, more development is needed

in both the ray and beam models for DBS at lower incidence angles. Presently, both ray

tracing and beam tracing methods struggle in this limit. It would benefit the analysis of DBS

(and other research areas) to have more robust models for wave propagation near caustics

in magnetized plasmas.

160



6.2 Wavenumber spectrum investigation

Chapter 4 describes an investigation of the wavenumber spectrum of density fluctuations

in ECH H-mode tokamak discharges. We were able to sustain H-mode plasmas with very

low collisionality (core ν∗e ≈ 0.1) and pure auxiliary electron-heating. Core ECH yielded

Te/Ti > 1 over the entire plasma core and large values of the dimensionless quantity ηe ≈ 3.

Scans of the DBS launch-angles during the experiment provided unique measurements of

the back-scattered power wavenumber spectrum, Ps(k), in the core plasma. The measured

wavenumber spectrum appears to decay exponentially with spectral indices (k−ν) and expo-

nential decay factors (e−ζ(kρs)) largely in agreement with what has been reported previously.

Future work should address the physics controlling the spectral decay of density fluctuations

in magnetically confined plasmas including extending measurements to lower and higher k

and performing cross-diagnostic δn comparisons.

Significant modeling efforts were directed toward developing a theory-based prediction

of the DBS wavenumber spectrum. As part of this DBS-oriented modeling, we performed

calculations with the quasi-linear code TGLF as well as linear and nonlinear gyrokinetics sim-

ulations with the code CGYRO. The linear eigenvalue spectra from both TGLF and CGYRO

show curvature-driven ITGmodes are dominant at normalized wavenumbers ky ≤ 0.7. TGLF

also reports marginally subdominant TEM modes over this wavenumber range1. The trans-

port spectra (Qky , Γky) from both codes suggest fluxes are driven by ion-scale modes despite

our expectation that electron modes would be active in this plasma regime. Notably, TGLF

and nonlinear CGYRO disagree as to the direction of the electron particle flux and the mag-

nitude of total Qe,Γe fluxes. The TGLF-CGYRO disagreement can be directly attributed to

the quasi-linear weights (phase shifts) given that the eigenvalue spectrum and the saturated

potential model (SAT-rule) were verified for this case. The CGYRO and TGLF synthetic

wavenumber spectra (Figure 4.13) do match the shape of the measured wavenumber spec-

trum for ky ≤ 0.3 and ky ≥ 1.2. However, the spectral decay predicted by the synthetic

1In Figure 4.7 one of the marginally subdominant TEMs becomes the dominant mode at ky ≈ 0.3.
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diagnostic does not match the measurements over 0.4 < ky < 1.2. Additional modeling

efforts were directed at the low-k portion of the wavenumber spectrum. Full-wave modeling

at low-k combined with nonlinear CGYRO simulations does suggest that some component

of the modeling begins less accurate at low-k (see Subsection 4.5.4). We are unable to defini-

tively attribute measurement/theory Ps(k) discrepancies solely to the turbulence simulations

nor the instrument function model. Future work on this front includes further investigation

into the physics of DBS measurements at the lowest and highest wavenumbers. Additionally,

it would be beneficial to develop a synthetic frequency spectrum model based on reduced

models of turbulence – as the frequency spectrum is readily calculated from DBS data (as

opposed to the wavenumber spectrum which requires dedicated scans).

Transport modeling with the code TGYRO found that TGLF is capable of matching the

experimental thermal fluxes at multiple radii with small adjustments to the observed Te and

Ti profiles. However, TGLF appears to exhibit undue sensitivity to the normalized electron

temperature gradient scale length, a/LTe , which was not reproduced by nonlinear CGYRO.

The sharp increase in Qe with a/LTe was found to be caused by a transition to a completely

TEM-dominated regime – again, this was not observed in nonlinear CGYRO (see Figure

4.21). The TGLF sensitivity to a/LTe also impacted our interpretation of the synthetic

DBS wavenumber spectrum. It was found that the synthetic PTGLF
s (k) in the completely

TEM-dominated case (nominal +5% a/LTe) appears to completely reproduce the shape of the

measured DBS spectrum (Figure 4.23). However, given the fact that nonlinear CGYRO does

not reproduce the TGLF behavior – there are doubts as to whether ITG/TEM dominance is

the root cause of the discrepancy in the Ps(k) spectral decay for 0.4 < ky < 1.2 between the

nominal synthetic and measured wavenumber spectra2 (see Figure 4.13). This conclusion

suggests that the TGLF model may not properly capture the TEM instability boundary,

despite being able to match thermal fluxes. Another lesson-learned from this modeling is:

in cases where TGLF predicts stiff, nonlinear flux-gradient behavior one should verify the

2Recall that the saturation rule of TGLF attempts to mimic the underlying higher-fidelity gyrokinetics of
CGYRO. Thus, one tends to trust the CGYRO results more than TGLF results. It is possible that TGLF
is – by chance – modeling reality more closely than CGYRO. However the underlying physics in the TGLF
model is a fundamentally a reduction of CGYRO.
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behavior is reproduced by higher-fidelity gyrokinetics. Future work addressing this issue

is non-trivial, and may involve changes to the TGLF model to reduce stiffness. Another

interesting avenue for future work would be to extend transport-solvers such as TGYRO to

include synthetic diagnostics such that the quality of a flux-matching solution can be put in

context with fluctuation measurements.

6.3 Cross-diagnostic rotation comparisons

Chapter 5 presented an investigation of E × B rotation using DBS. We presented rigorous

cross-diagnostic comparisons with the charge-exchange recombination spectroscopy (CER)

diagnostic under varying external NBI torque conditions. We propagated two sources of un-

certainty in DBS analysis: (1) fit uncertainty for the DBS Doppler shift and (2) uncertainty

in the electron density profile. The latter was propagated through ray tracing simulations,

leading to an ensemble of probed locations and wavenumbers. The final cross-diagnostic

comparison was made through the toroidal E ×B angular velocity, ωE×B, which is theoret-

ically a flux-function. The magnitude of the turbulence phase velocity was estimated using

linear TGLF eigenvalue spectrum calculations. The estimated phase velocity was found to

negligible compared to the E × B velocity – supporting the approximation the measured

Doppler shift is due to E ×B motion for this plasma.

Statistical analysis of the CER and DBS profiles of ωE×B found that the two diagnostics

tend to agree within their respective uncertainties. Across the entire dataset of ωE×B values

the average difference between DBS and CER is d̄ = −0.1 kRad/s. The 95% confidence

interval for the differences was found to be ±5 kRad/s. Further analysis of the high time-

resolution (±1 ms) DBS measurements revealed rapid modification to the derived ωE×B value

caused by the NBI ‘blips’ used for CER measurement. The rate of change in ωE×B with time

was used to deduce the NBI prompt torque density. The volume-integrated prompt torque

based on DBS measurements appears to be in rough agreement with the routine estimates

of the total NBI torque. Finally, the E × B shearing rate, γE×B, was calculated from both

CER and DBS data revealing variable agreement across the plasma radius. At radii which

163



appear minimally affected by prompt-torque, the DBS-γE×B value was a factor of ≈ 2×

smaller than the CER values. This provides some insight into the range of uncertainty in

the γE×B values used in turbulence simulations when data from only one diagnostic is used.

Future work related to this investigation should focus on standardizing the practice of

propagating uncertainties through ray tracing simulations and using DBS measurements to

supplement CER rotation profiles. In principle, profiles of Er can be routinely calculated

from DBS data as long as an estimate of the phase velocity magnitude is available. For the

case presented in Chapter 5, we are confident in neglecting the turbulence phase velocity

not only because its linear estimate is small, but because of the small average CER-DBS

difference value (d̄). Conversely, the statistical analysis presented here suggests that, for any

singular DBS-CER comparison, the difference should exceed ωE×B values of 5 kRad/s (v ≈ 2

[km/s]) to be statistically significant. However, for an ensemble of DBS-CER differences, d,

an offset may be statistically significant if it exceeds the average d̄ = −0.1 kRad/s reported

here. This can inform future studies where the direction of the turbulence phase velocity is

inferred from DBS-CER differences. Furthermore, future work can include a more detailed

investigation of non-stationary Er on fast timescales including using DBS to estimate the

magnitude of intrinsic torque when NBI is not used (and thus CER measurements are not

available).
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APPENDIX A

The OMFIT DBS module

This appendix provides details regarding the OMFIT DBS module developed by the au-

thor as part of this doctoral research. As mentioned in Section 3.3, OMFIT is open-source

software tool used throughout the tokamak research community to facilitate the analysis

of experimental data, manage and post-process simulations, and build modeling workflows

for more customized analysis. Broadly speaking, OMFIT has two components: the OMFIT

framework, and the physics modules. The framework of OMFIT provides underlying meth-

ods for importing, running, and coupling the physics modules together. Other aspects of

the OMFIT framework are beyond the scope of this appendix. There are dozens of physics

modules within OMFIT; almost all physics modules are collections of python programs1.

More information regarding OMFIT and the physics modules can be found on the OMFIT

website (omfit.io) and in [102].

The OMFIT DBS module supports a variety of workflows specific to DBS modeling and

analysis. In the spirit of OMFIT, the DBS module comes with a comprehensive graphical user

interface (GUI) to facilitate and guide analysis. The DBS module also interfaces with other

physics modules and OMFIT framework classes to accelerate development time and reduce

code-duplication. The DBS module also supports modeling and analysis on tokamaks besides

DIII-D, for example MAST-U [10]. Finally, OMFIT and the DBS module are available

and version-controlled through a GitHub repository2. In this appendix we describe several

workflows supported by the DBS module.

1Some physics modules ‘wrap’ other programs written in IDL or FORTRAN

2OMFIT-source (access to the repository may be limited – see the OMFIT website).
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Figure A.1: Block diagram of the detailed data analysis workflow in the OMFIT DBS module.

Inputs and outputs are shown as rounded boxes. Each rectangular block represents one or

more programs. The portion of the diagram labeled (a) pertains to analysis of the DBS data

itself. The portion of the diagram labeled (b) pertains to ray/beam-tracing simulations used

to interpret DBS data.

A.1 Detailed analysis of experimental DBS data

The DBS module was originally designed for detailed analysis and interpretation of experi-

mental DBS data from a single discharge and device3. Figure A.1 illustrates a typical DBS

analysis workflow. In Figure A.1, inputs are shown as blue boxes on the periphery of the

diagram. At the beginning of analysis, the user specifies: the device, one discharge number, a

list of times (hereafter referred to as the nominal times), a (time) window, and the DBS sys-

tem(s) under consideration. At the end of the analysis, the user obtains one results-dataset

for each requested DBS system. Each results-dataset contains for example, the Doppler shift,

the wavenumber kmeas., the probed location, etc.. Each component of the results-dataset is

3In OMFIT a ‘device’ refers to a tokamak, e.g. DIII-D.
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an array with two dimensions: channels, and nominal times.

In Figure A.1, the portion of the diagram labeled (a) contains the analysis of DBS data

itself. The DBS data (digitized quadrature outputs: I and Q) are fetched and sliced (in

time) according to user inputs. The user selects the desired mathematical operations to be

performed on the raw DBS data. The default mathematical operation is the windowed, short-

time-Fourier-transform (STFT) of the demodulated scattering signal, S(t) = I(t) + iQ(t),

resulting in the quadrature spectrum (discussed in Section 3.3). However, the module can

also perform spectral coherence calculations and compute windowed-STFT spectra of the

amplitude, A(t) =
√
I2(t) +Q2(t), and phase, ϕ(t) = arctan (Q(t)/I(t)), of the scattering

signal. Other mathematical operations are also supported, for example the phase-derivative

approach to determining the DBS Doppler shift. However for this description we will focus

on the quadrature spectrum. The DBS module is flexible and other mathematical operations

can be added in the future.

The output of the previous ‘mathematical operation’ stage of the DBS module is a three

dimensional array with dimensions: X, time, and nominal-time. The time dimension is local

to each nominal time, its size is set by the user-provided time window at the beginning

of analysis (and other calculation parameters e.g. overlap and NFFT). The X dimension

depends on the mathematical operation; for standard spectral analysis X is frequency. The

user is then directed to a secondary ‘spectral analysis’ GUI for detailed data analysis of

each three-dimensional array. For standard quadrature spectral analysis this consists of

determining the Doppler shift and spectral power using methods outlined in Section 3.3

and Appendix B. Once the detailed data analysis is complete, the outputs (Doppler shift,

spectral power, spectral full-width-half-max, etc.) are stored in the results dataset object.

In Figure A.1, the portion of the diagram labeled (b) contains the setup and execution of

ray/beam-tracing simulations (discussed in Sections 3.4, 3.5). These simulations generally

require the magnetic equilibrium and the plasma density as inputs. The DBS module over-

sees fetching of experimental magnetic equilibria (in the form of gEQDSK files) and electron

density profiles for each nominal time. The DBS module automatically calculates the fun-
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damental frequencies shown in Figure 3.2 and presents them in an interactive figure. The

DBS module allows the user to load other OMFIT physics modules to oversee the ray/beam

tracing. Currently, GENRAY, SCOTTY, and TORBEAM are all supported via their respective OM-

FIT modules. Finally, the ray/beam-tracing simulations are executed in parallel, generally

through an HPC workload manager (e.g. SLURM). Lastly, ‘derived’ DBS quantities are calcu-

lated by combining the ray/beam-tracing outputs with outputs of the spectral analysis, e.g.

vmeas. = 2πfDopp./kmeas.. The ray/beam-tracing outputs and any derived outputs are stored

in the results-dataset. The DBS module offers a variety of plotting options and allows the

user to export the results-dataset to a file for use outside of OMFIT.

A.2 DBS modeling and experimental planning

In addition to the data analysis and interpretation described in the previous section, the

OMFIT-DBS module can be used for experiment-planning and other predictive modeling.

In an experiment-planning workflow the user specifies the device, a target discharge, one

or more times, and DBS system(s). Then, the user fetches magnetic equilibria and kinetic

profiles – skipping the DBS data analysis portion of Figure A.1. The DBS module includes

methods for modifying an experimental magnetic equilibrium. Namely, methods to scale the

magnetic field and/or plasma current without changing the flux surface geometry. The user

can also scale the density and/or temperature profiles or provide a new set of hypothetical

profiles. Then, the fundamental frequencies (e.g. Figure 3.2) are calculated, allowing the

user to inspect DBS access in the hypothetical plasma.

For more detailed planning, the (potentially modified) magnetic equilibrium and kinetic

profiles can be input to ray/beam-tracing simulations. Scans of the poloidal and/or toroidal

launch-angles can also be performed. Launch-angle scans allows the user to predict the

range of probed locations and wavenumbers. The OMFIT-DBS module includes methods

for orchestrating launch-angle scans using the supported ray/beam tracing codes. Figure A.2

provides an example launch-angle scan using the GENRAY code. The launch-angle scan is

performed by varying the poloidal launch-angle (β) over the range, 5◦ ≤ β ≤ 9◦, with fixed
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Figure A.2: Example OMFIT DBS module output illustrating a scan of the poloidal launch

angle (β). Figure A.2(a) shows a poloidal projection of the plasma with rays from the launch-

angle scan superimposed. Figure A.2(b) shows the toroidal displacement of rays shown in

(a). Figure A.2(c) shows the probed-locations (ρ) and scattering wavenumbers (k⊥,sc). The

background plasma used in the angle scan was discussed in Chapter 4.

toroidal launch-angle α = 0◦. In Figure A.2(a) we show a poloidal projection of a magnetic

equilibrium with rays from the scan. In Figure A.2(b) we show the toroidal displacement of

the rays when viewed from above. In Figure A.2(c) we show the resulting probed locations

(ρ) and kmeas. = k⊥,sc = −2k⊥,i. The subscript ‘sc’ refers to the scattering wavenumber, an

alternative notation to kmeas.. Figure A.2 also shows a tabulation of results (automatically

generated by the DBS module for launch-angle scans).

The angle-scan methods built into the OMFIT DBS module can also be used for wavenumber-

targeting. The k-targeting routine determines the poloidal and toroidal launch-angles nec-

essary to achieve a particular kmeas.. Wavenumber-targeting is commonly used to mini-

mize mismatch-attenuation (discussed in Section 3.1) by iteratively seeking the poloidal and

toroidal launch-angles such that both k∥,i = 0 and k⊥,i = −1
2
kmeas. at cutoff. Figure A.3 il-

lustrates a k-targeting output for the case shown previously in Figure A.2. For the example

in Figure A.3, we target k∥,sc = 0 and k⊥,sc = 8 cm−1. The resulting set of launch-angles:
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Figure A.3: Example OMFIT DBS module output for the wavenumber-targeting workflow.

The background plasma and DBS channel used in this k-targeting example are shown in

Figure A.2. The sequence of the k-targeting algorithm is shown with annotations.

β = 7.8◦ and α = −2.0◦ correspond to the point in Figure A.3 closest to the the target. In

this situation α < 0◦ corresponds to the out-of-plane direction in Figure A.2(a) and negative

toroidal displacement in Figure A.2(b). Intuitively, aiming α < 0◦ servers to negate the

positive toroidal displacement in Figure A.2(b), ideally resulting in k∥,sc = 0 at cutoff.

Finally, the OMFIT DBS module supports other theory-based predictive DBS model-

ing. The synthetic beam-DBS diagnostic discussed in Section 3.7 has been incorporated into

the OMFIT-DBS module for predictions of the DBS scattered power and estimates of the

turbulent phase velocity. Figure A.4 illustrates two synthetic-DBS workflows. In each case

the user begins with a set of profiles and a magnetic equilibrium file. The workflow on the

left side of Figure A.4 (labeled (a)) corresponds to calculating a synthetic DBS wavenum-

ber spectrum (e.g. one of the primary results in Chapter 4). The user performs a series

of beam-tracing simulations corresponding to a launch-angle (kmeas.) scan. Then, at least

one turbulence simulation at a nominal probed-location is performed. To account for ra-

dial variation in the turbulence simulations, the user has the option to perform additional

turbulence simulations if the probed locations are significantly different. The output of the
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Figure A.4: Block diagram illustrating synthetic DBS workflows within the OMFIT-DBS

module. The portion of the diagram labeled (a) pertains to calculation of a synthetic DBS

scattered-power wavenumber spectrum. The portion of the diagram labeled (b) pertains to

predictions of the DBS scattered power and turbulence phase velocity as a function of an

arbitrary turbulence parameter (e.g. a/LTe).

turbulence simulations are post-processed to calculate the density fluctuation wavenumber

spectrum, δn̂(kn, kb; ρ, θ). Finally, the DBS scattered power is calculated and stored for each

loop iteration. The result is a synthetic DBS wavenumber spectrum, P syn.
s (kmeas.).

An alternative synthetic DBS workflow is illustrated on the right side of Figure A.4 (la-

beled (b)). In this workflow, one beam-tracing simulation is performed providing a single

probed location and kmeas.. Separately, the user performs a scan over a physics parameter

input to turbulence simulations (e.g. a/LTe , ν∗e, Te/Ti, etc.). Then, for each turbulence sim-

ulation output, the synthetic DBS scattered power, P syn.
s , is calculated. Similarly, if TGLF or

linear CGYRO is used, an estimate of the turbulence phase velocity can be calculated from

the real ω evaluated at kmeas. (discussed in Subsection 5.5.1). The output of this workflow
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is a prediction of the DBS P syn.
s (and/or vph.) vs. X (the physics parameter). These results

can be used to answer the question: Given a particular DBS launch-angle and background

plasma – how would a change in X affect the DBS scattered power or Doppler shift (through

vph.)?
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APPENDIX B

Models for the DBS frequency spectrum

The shape of the DBS frequency spectrum was discussed in Sections 3.1.6 and 3.3. In this

Appendix we present the theory-based Taylor model for the frequency spectrum as well as

other ad-hoc models for the frequency spectrum used in the analysis of DBS data.

B.1 Taylor model

The Taylor model for the frequency spectrum is owes its name to work by G. I. Taylor [151]

where an expression for the ensemble averaged squared displacement of particles in a turbu-

lent fluid was derived using classical Lagrangian fluid mechanics. The result from Taylor was

later combined with a statistical interpretation of frequency spectra from collective scatter-

ing measurements by D. Gresillon et al. [152]. The resulting ‘Taylor model’ was applied for

collective scattering and DBS data analysis in [94,95]. In their doctoral thesis, A. Casati [69]

referenced the connection between the Taylor model and the method of cumulant expansion.

The cumulant expansion method for describing stochastic broadening of frequency spectra

was developed by R. Kubo in [153, 154] and discussed in the context of plasma physics

in [155].

Starting with Equation 3.21 (repeated here),

Ak(t) =

∫
V

d3rδn(r, t)U(r)e−ik·r, (B.1)

the instantaneous received signal amplitude for a fixed wavenumber (k = kmeas.) is Ak(t).
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The goal is to calculate the (temporal) auto-correlation function,

⟨Ak(t)A
∗
k(t

′)⟩ =
〈∫

V

∫
V ′
d3rd3r′δn(r, t)δn(r′, t′)U(r)U(r′)e−ik·(r−r′)

〉
. (B.2)

Following D. Gresillon et al. [152], we wish to separate the spatial and temporal statistics of

the turbulence by making the coordinate transformation, r′′ = r′ −∆(r′′, τ) with τ = t′ − t.

The microscopic displacements ∆ are such that δn(r′, t + τ) = δn(r′′, t). The differential

integral volume is assumed to be approximately unchanged as particle number is conserved

and the DBS weighting function, U(r), varies on a disparate scale relative to ∆. The signal

amplitude auto-correlation becomes,

⟨Ak(t)A
∗
k(t+ τ)⟩ =

〈∫
V

∫
V ′′
d3rd3r′′δn(r, t)δn(r′′, t)U(r)U(r′′)e−ik·(r−r′′)eik·∆(r′′,τ)

〉
. (B.3)

To make further simplifications we use the independence approximation to separate the τ -

dependant exponential from the ensemble average. This approximation is valid when the

spatial δn statistics become independent from the time-evolution statistics governing the

stochastic displacements ∆. The resulting equation is,

⟨Ak(t)A
∗
k(t+ τ)⟩ =

〈∫
V

∫
V ′′
d3rd3r′′δn(r, t)δn(r′′, t)U(r)U(r′′)e−ik·(r−r′′)

〉〈
eik·∆(τ)

〉
.

(B.4)

This approximation makes the first bracketed term independent of the time τ . This first

term encodes the wavenumber-response of the signal amplitude, we will define it as F (k).

We will also assume the dynamics are (temporally) stationary such that the signal amplitude

is independent of the instantaneous time t. The resulting auto-correlation function is,

Rk(τ) = ⟨Ak(0)A
∗
k(τ)⟩ = F (k)

〈
eik·∆(τ)

〉
. (B.5)

The approximations leading to Equation B.5 imply that the time-dynamics (and therefore

the frequency spectrum) of the received signal amplitude are completely determined by the
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stochastic displacements of the plasma density,

∆(τ) = vτ +

∫ τ

0

δv(t)dt, (B.6)

where v is an average velocity and δv(t) are the stochastic velocity fluctuations. The remain-

ing ensemble-average term in Equation B.5 can be handled rigorously using the cumulant

expansion methods from R. Kubo [154]. The exponential is expanded as,

〈
eik·∆(τ)

〉
= eik·vτ exp

(
∞∑
n=1

(ik)n
∫ τ

0

dt1

∫ t1

0

dt2· · ·
∫ tn−1

0

dtn⟨⟨δv(t1) . . . δv(tn)⟩⟩

)
, (B.7)

where ⟨⟨. . . ⟩⟩ represents the cumulant. If we assume the stochastic velocity fluctuations are

normally distributed, δv ∼ N (0, σ2
v), the sum in Equation B.7 is exact to second order1.

Thus, Equation B.7 reduces to,

〈
eik·∆(τ)

〉
= eikvτ exp

(
−k2

∫ τ

0

dt1

∫ t1

0

dt2⟨δv(t1)δv(t2)⟩
)
. (B.8)

At this point we must prescribe a functional form for the auto-correlation of velocity fluc-

tuations. Assuming Gaussian/Markovian statistics, the auto-correlation function has simple

exponential decay,

⟨δv(t)δv(t′)⟩ = u2e−|t−t′|/τac , (B.9)

where u2 ≡ ⟨|δv|2⟩ is the mean-squared velocity fluctuation amplitude and τac is the auto-

correlation time of velocity fluctuations. Substituting Equation B.9 into Equation B.8 and

performing the integrals results in,

〈
eik·∆(τ)

〉
= eikvτ exp

(
− k2u2τ 2ac(τ/τac − 1 + e−τ/τac)

)
. (B.10)

Physically, the dimensionless factor kuτac plays an equivalent role as the Kubo number, K,

1The first two cumulants of a Gaussian process are equal to the first two moments, all other cumulants
are exactly zero.
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in the stochastic frequency modulation theory developed in [154]. The triple-product kuτac

encodes the strength of the random frequency modulation (ku) over one δv auto-correlation

time (τac).

Finally, the normalized spectral density function can be calculated by calculating the

Fourier transform of the auto-correlation function in Equation B.52. The normalization

removes the k-dependence,

S(ω) =
1

π
Re

∫ ∞

0

dτ
Rk(τ)

Rk(0)
e−iωτ . (B.11)

The resulting exp(. . . exp(. . .)) integral can be evaluated using tabulated results in [156],

S(ω) =
τac
π
eβ Re[β−µγ(µ, β)] (B.12)

wherein β = k2u2τ 2ac and µ = β + iτac(ω − kv) such that µ ∈ C with Re(µ) = β > 0. In

Equation B.12(b), γ(a, b) is the lower incomplete gamma function defined as,

γ(a, b) ≡
∫ b

0

dzza−1e−z. (B.13)

The numerical implementation of the lower incomplete gamma function available within

standard numerical libraries (e.g. scipy.special.gammainc) does not support complex-

valued inputs to γ(µ, β). We have developed a numerical implementation based on the

2This is the Wiener–Khinchin theorem which relies on the stationary statistics assumption.
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following continued fraction representation of γ(µ, β)3,

γ(µ, β) =
βµe−β

µ−
µβ

µ+ 1 +
β

µ+ 2−
(µ+ 1)β

µ+ 3 +
2β

µ+ 4−
(µ+ 2)β

µ+ 5 +
3β

µ+ 6− . . .

. (B.14)

It’s important to note that the top-level numerator of B.14 cancels exactly with the eββ−µ

terms in Equation B.12. Leveraging this cancellation in the numerical implementation im-

proves the stability of the continued fraction representation of S(ω). Figure B.1 shows

multiple S(ω) curves for three values of the Kubo number, K = kuτac, evaluated using

Equation B.12(b).

The limiting cases of the Taylor model can be easily understood in the time domain by

inspecting Equation B.10. In the small K limit, i.e. when the velocity fluctuations are weak

and have short auto-correlation time such that τac ≪ τ , the R(τ) is exponential, yielding

a Lorentzian S(ω) upon taking the Fourier transform. In the opposing limit where velocity

fluctuations are strong and have long auto-correlation time, τac ≫ τ , the inner exponential

is expanded to second order and the resulting R(τ) is Gaussian, yielding a Gaussian S(ω)

upon taking the Fourier transform.

3Wikipedia: Incomplete gamma function
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Figure B.1: Evaluation of the Taylor model S(ω) using B.12(b) for three values of the Kubo

number, K = kuτac.

B.2 Three-parameter models

The three-parameter class of ad-hoc DBS models includes lineshapes with an amplitude (A),

center frequency (fDopp.), and width (σ). Some examples of three parameter models are

given below along with their square-integral (= Ps) and full-width at half-max (FWHM).

The Gaussian model,

ŜG(f ;A, fDopp., σ) =
A√
2πσ

exp

(
−(f − fDopp.)

2

2σ2

)
(B.15a)∫ ∞

−∞
|ŜG|2df =

A2

2
√
πσ

(B.15b)

FWHMG = 2
√
2 ln 2σ (B.15c)
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The Lorentzian model,

ŜL(f ;A, fDopp., σ) =
A

πσ

[
1 +

(
f − fDopp.

σ

)2
]−1

(B.16a)∫ ∞

−∞
|ŜL|2df =

A2

2πσ
(B.16b)

FWHML = 2σ (B.16c)

The exponential (Laplace) model,

Ŝe(f ;A, fDopp., σ) =
A

2σ
exp

(
−|f − fDopp.|

σ

)
. (B.17a)∫ ∞

−∞
|Ŝe|2df =

A2

4σ
(B.17b)

FWHMe = 2 ln(2)σ (B.17c)

The logistic (sech-squared) model,

Ŝlg(f ;A, fDopp., σ) =
A

4σ
sech2

(
f − fDopp.

2σ

)
. (B.18a)∫ ∞

−∞
|Ŝlg|2df =

A2

6σ
(B.18b)

FWHMlg = 4σ · acosh(
√
2) (B.18c)

B.3 Four-parameter models

The four-parameter class of ad-hoc DBS models includes lineshapes with an amplitude (A),

center frequency (fDopp.), and two width/shape parameters. Some examples of four parame-

ter models are given below along with their square-integral (= Ps) and full-width at half-max

(FWHM). The added flexibility in these models often improves fits to DBS spectra. It was

noted in Subsection 3.1.6 that the shape of the DBS spectra often lie between a Lorentzian

and a Gaussian (or more generally between two of the three-parameter models listed above).
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This motivates lineshapes that connect two distributions from the previous section.

For example, the Voigt model,

ŜV (f ;A, fDopp., σG, σL) = A
Re{w(z)}
σG

√
2π

(B.19)

where w(z) is the Faddeeva function with argument z = (f − fDopp. + iσL)/σG
√
2. For

σG → 0, ŜV → ŜL and for σL → 0, ŜV → ŜG. The square integral and FWHM of the Voigt

lineshape are calculated numerically.

The (generalized) Student’s T distribution,

ŜT (f ;A, fDopp., σ, ν) = A
Γ(ν+1

2
)

Γ(ν
2
)
√
πνσ2

[
1 +

1

ν

(
f − fDopp.

σ

)2
]− ν+1

2

(B.20a)

∫ ∞

−∞
|ŜT |2df = A2

[
Γ(ν+1

2
)

Γ(ν
2
)

]2
Γ(ν + 1

2
)

Γ(ν + 1)

1√
πνσ2

(B.20b)

FWHMT = 2σ
√
ν(22/(ν+1) − 1) (B.20c)

connects the Lorentzian and Gaussian distributions through the parameter ν such that

ŜT (ν = 1) = ŜL and ŜT (ν → ∞) = ŜG.

The Generalized Gaussian model,

ŜGG(f ;A, fDopp., σ, β) =
Aβ

2
√
2σΓ(1/β)

exp

(
−|f − fDopp.|√

2σ

)β
(B.21a)∫ ∞

−∞
|ŜGG|2df =

A2βΓ( 1
2β
)

4σΓ2( 1
β
)

(B.21b)

FWHMGG = 2
√
2σ[ln(2)]1/β (B.21c)

connects the exponential and Gaussian distributions such that ŜGG(β = 2) = ŜG and

ŜGG(β = 1) = Ŝe. The FWHMGG formula is applicable for β > 0.
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B.4 Mixture models

In the previous section we presented a collection of three and four parameter ad-hoc line-

shape models for the DBS frequency spectrum. For frequency spectra with a single peak-like

component these lineshape models can be fit to data using least-squares fitting algorithms.

In this thesis we have made used of methods in the lmfit python module [157]. However, in

situations with non-trivial frequency spectra where the peak-of-interest cannot be isolated

through notch filtering, fitting a single lineshape model may produce inaccurate results.

The most straightforward extension of the lineshape models is to create ‘composite mod-

els’ by taking a linear combination of individual lineshapes. However, least-squares fitting

algorithms can become computationally slow for a large number of free parameters.

This issue motivated the adaptation of ‘Mixture Models’ (often used for clustering in Ma-

chine Learning (ML) applications) to the problem of quickly isolating multiple peaks in fre-

quency spectra. Traditionally, mixture models are used to identify possible sub-populations

and perform a probability density estimation given a collection of samples. To apply these

methods to frequency spectra we treat the Fourier transform of the DBS signal as a PDF

over frequencies. Frequency samples are then drawn according to the magnitude of Ŝ(f)

and mixture models are applied to determine possible underlying populations in Ŝ(f). The

Expectation-Maximization (EM) algorithm is used to determine the maximum-likelihood

parameters for the underlying distributions.

The Gaussian Mixture Model (GMM) from the scikit-learn [100] python package

has been incorporated in the OMFIT-DBS module along with a Students-T Mixture Model

(TMM) based on work by Peel [101]. Figure B.2 illustrates a three component GMM applied

to DBS data. The discharge shown in Figure B.2 is not featured elsewhere in this dissertation.

Figure B.2(b) shows that with three components the algorithm is able to capture the overall

lineshape. The implementation of these MM methods in the OMFIT-DBS module allows

one to select which mode (1,2,...) to isolate for further analysis.
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Figure B.2: Example of the Gaussian Mixture Method applied to DBS data. (a) shows a

spectrogram featuring at least two modes. (b) shows a time-slice from (a) fit with a three

component GMM.
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APPENDIX C

The CGYRO code and simulation parameters

Gyrokinetic calculations presented in this dissertation make use of the code CGYRO [16]. This

appendix discusses salient code conventions and provides a tabulation of simulation inputs.

In particular, we discuss how wavenumbers perpendicular to the background magnetic field

are defined in CGYRO. The binormal wavenumber (ky) used in CGYRO is also used in the

gyro-fluid code TGLF. The wavenumbers used in the codes must be converted to physical

inverse-lengths for proper comparison with measurements. The issue of converting wavenum-

bers between simulation and experiment was addressed in work by J. Ruiz Ruiz [8].

CGYRO, like its predecessor GYRO [158], is an Eulerian gyrokinetic code. Both GYRO

and CGYRO can be used to solve the linearized GK equation in addition to the nonlinear

GKE discussed in subsection 2.3.2 of this thesis. One of the primary difference between the

two codes is that CGYRO is fully spectral in the perpendicular direction, i.e. CGYRO solves

the nonlinear GK equation in wavenumber-space. Thus, moments of the fluctuating, gyro-

averaged distribution function over a grid of radial (kx) and binormal (ky) wavenumbers are

readily available – motivating the use of wavenumber-space synthetic diagnostics. However,

differences in the normalized theory-units, code variable-names, and lab coordinates can

confuse validation exercises. The following subsection addresses wavenumber metrics in

detail.

C.1 Wavenumber conventions

In Subsection 2.3.2 of this dissertation we discussed the gyrokinetic equation in the context

of modeling turbulent transport in magnetized plasmas. We outlined a derivation of the

183



GKE including a WKB-type expansion of fluctuating quantities. Equation 2.18 (repeated

here),

δX(x, ε, µ, ϑ, t) =
∑
k⊥

δXk⊥(x, ε, µ, ϑ, t) exp[iS(x, t)], (C.1)

shows the decomposition of an arbitrary quantity (X) into an amplitude, δXk⊥ , and an

eikonal phase, S(x). In equation C.1, x refers to spatial coordinates while (ε, µ, ϑ) are

velocity-space coordinates. Perpendicular wavenumbers are defined in terms of the spatial

gradient of the eikonal phase, k⊥ ≡ ∇xS. Generally speaking, k⊥ has normal (kn) and

binormal (kb) components relative to the background magnetic field, B. Thus, before we can

write an explicit formula for the perpendicular wavenumbers we must specify the CGYRO

field-aligned coordinates.

The following subsections provide theoretical background for the CGYRO wavenumber

definitions including a discussion of the local (flux-tube) limit of gyrokinetics. We clarify the

relationship between the binormal angular coordinate α and the binormal spatial coordinate

y. Equation C.12 defines kx and ky used internally by CGYRO (and TGLF). Equation C.15

shows the relationship between the internal code definitions and the physical wavenumbers

corresponding to real inverse-lengths. Finally we present a simplified formula for converting

between kx, ky and kn, kb. The material for this Appendix is thanks to a thorough presenta-

tion of local gyrokinetics by H. Dudding in their Ph.D. thesis [35], work by J. Ruiz Ruiz [8],

and work by J. Candy [16].

Theoretical background and CGYRO definitions

In CGYRO, the magnetic field is written in Clebsch form as B = ∇α × ∇ψ, where ψ is

the poloidal magnetic flux (divided by 2π) and the angular coordinate, α ≡ ϕ + ν(ψ, θ), is

the sum of a toroidal angle, ϕ, and another coordinate, ν(ψ, θ), which is a function of the

poloidal angle, θ, and encodes the helicity of the magnetic field1. In writing the magnetic

field in this way, it is clear that both ψ and α are orthogonal to B (see Figure 2.2(c)). Thus,

1For a circular equilibrium ν ∼ −qθ.
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α and ψ are natural choices for the binormal and radial coordinates respectively. We are

also free to use the minor radius, r, as the radial coordinate. Doing so allows the magnetic

field to be written,

B =
dψ

dr
∇α×∇r. (C.2)

To identify the perpendicular wavenumbers we perform a Fourier series expansion of an

arbitrary function, f(r, α, θ), to identify the eikonal S(r, α, θ). Given that α is a periodic

angular coordinate, its Fourier series expansion is simply,

f(r, α, θ) =
∑
n

f̂n(r, θ)e
−inα, (C.3)

where n ∈ Z is the toroidal mode number. However, poloidal periodicity requires that the

toroidal mode amplitudes satisfy,

f̂n(r, θ) = f̂n(r, θ + 2πM)ein2πMq(r), (C.4)

where M ∈ Z. It is clear from the previous expression that the mode amplitudes are

not periodic in the radial dimension and cannot generally be expanded in a Fourier series.

To circumvent this, we transform to a local ‘flux tube’ of width L at a radial location

r = r0. Taking the local limit allows us to expand q(r) in the neighborhood r ≈ r0 and

impose periodic boundary conditions in the radial direction. While radial periodicity is not

physical; so long as L is more than several turbulence correlation lengths, the periodicity at

the boundaries is irrelevant [159]. Over the flux tube we can define a new radial variable

x = r − r0 and perform another Fourier series expansion,

f(x, α, θ) =
∑
n

∑
p

f̂n,p(θ)e
−inαei2πpx/L. (C.5)

Rather than use the angular binormal coordinate α, it is conventional to define a binormal

coordinate y with units of length. In CGYRO the re-definition of the binormal coordinate
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is,

y =
r0
q(r0)

α. (C.6)

Thus, the 2D Fourier series expansion becomes,

f(x, y, θ) =
∑
n

∑
p

f̂n,p(θ)e
−inq(r0)y/r0ei2πpx/L, (C.7)

and the local magnetic field can be written in a very simple form,

B = Bunit∇y ×∇x, (C.8)

where the reference, normalizing magnetic field is defined as,

Bunit ≡
q(r)

r

dψ

dr
. (C.9)

The Bunit magnetic field is used to define other quantities such as the effective ion-sound

gyro-radius,

ρs,unit ≡
cs

ΩD,unit

, (C.10)

where cs ≡
√
Te/mD is the (Deuterium) ion-sound speed, and ΩD,unit is the Deuterium

cyclotron frequency evaluated with B = Bunit. The ρs,unit quantity is used to normalize

spatial quantities throughout CGYRO. When we normalize y′ = y/ρs,unit and x
′ = x/ρs,unit,

the 2D Fourier series expansion can be written,

f(x, y, θ) =
∑
n

∑
p

f̂n,p(θ)e
ikyy′eikxx

′
, (C.11)

with local, dimensionless wavenumbers defined as,

kx ≡
2πp

L
ρs,unit (C.12a)

ky ≡ −nq(r0)
r0

ρs,unit. (C.12b)
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These dimensionless wavenumbers are used within the code CGYRO2 but they do not cor-

respond to physical inverse-lengths in the radial and binormal directions.

Physical wavenumbers

To derive the physical, flux-tube perpendicular wavenumbers we return to the Fourier series

expansion in equation C.5. We re-define the periodic radial variable to x ≡ 2π(r− r0)/Lx ∈

[0, 2π) such that the 2D Fourier series expansion is simply,

f(x, α, θ) =
∑
n

∑
p

f̂n,p(θ)e
i(px−nα). (C.13)

In comparing equations C.13 and C.1 (we have omitted the velocity-space coordinates), we

identify the eikonal phase as S = px− nα.

The explicit form of S allows us to calculate k⊥ ≡ ∇xS using unit vectors in the nor-

mal and binormal directions: ên ≡ ∇r/|∇r| and êb ≡ b̂ × ên. The physical flux tube

perpendicular wavenumbers are,

kn = ên · k⊥ =
2πp

L
|∇r| − n

∇r · ∇α
|∇r|

(C.14a)

kb = êb · k⊥ = −n
(
b̂× ∇r

|∇r|

)
· ∇α. (C.14b)

The relationship between the physical wavenumbers and the wavenumbers used in the

code can be found by substituting equation C.12 into equation C.14,

kn =
kx

ρs,unit
|∇r| − rky

qρs,unit

∇r · ∇α
|∇r|

(C.15a)

kb =
rky

qρs,unit

(
b̂× ∇r

|∇r|

)
· ∇α. (C.15b)

Equation C.15 provides the general mapping between the (kx, ky) used by the codes and

2This definition of ky is also used by TGLF (up to a factor of −1).
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(kn, kb).

Limiting cases

The wavenumber relationships in equation C.15 can be simplified in the limit of up/down

symmetric (UDS) flux surfaces evaluated at the LFS midplane (θ = 0). This limit is rele-

vant because flux surfaces in the core tend to be up/down symmetric and the majority of

fluctuation measurements are performed in the vicinity of θ = 0. The UDS, θ ≈ 0 limit is,

kn =
kx

ρs,unit
|∇r| (C.16a)

kb =
ky

ρs,unit

r

q

[
1

R2
+

(
∂α

∂θ

)2

/(κr)2

]1/2
, (C.16b)

where R is the major radius of the flux surface and κ is the flux surface elongation. All

quantities in equation C.16 are evaluated at θ = 0.

Physically, the factor |∇r| in equation C.16(a) scales the kx CGYRO wavenumber to

account for the expansion (|∇r| < 1) or compression (|∇r| > 1) of flux surfaces. On the LFS

midplane the typical situation is compression due to Shafranov shift wherein the physical kn

becomes larger than kx indicating that turbulent structures become radially smaller. In the

binormal direction, equation C.16(b) shows that as flux surface elongation (κ) is increased,

the scale factor on ky decreases. This is representative of turbulent structures becoming

larger in the binormal direction as flux surfaces become more elongated [8, 62].

Relevance to synthetic DBS diagnostics

In the synthetic diagnostic work presented in this thesis, we make use of Equation C.16 to

convert simulated δn(kx, ky) wavenumber spectra to physical wavenumber space, δn(kn, kb).

As discussed in Subsection 4.4.3, the DBS measurements come from a span of θ/π ∈ [0, 0.1].

Work in Subsection 4.4.3 (Figure 4.15) showed that time-averaged potential fluctuations do

not vary significantly over this range of θ. Similarly, we find the θ = 0, UDS wavenumbers
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Figure C.1: Comparison of terms in equations C.15 and C.16 for the case presented in

Chapter 4. In each case we take ky = 1. (a) compares terms in the kn(kx) formula while

(b) compares terms in the kb(ky) formula. The shaded region in each subplot is θ/π ≤ 0.1

where all DBS measurements are made.

(Equation C.16) are a good approximation to the general formula (Equation C.15) over this

range of θ.

Figure C.1 provides a plot of terms in the wavenumber equations over the range 0 ≤ θ ≤ π

for the case discussed in Chapter 4 of this thesis. In both subplots (a,b) the UDS, θ = 0

limits are shown with dashed horizontal lines. It is clear that UDS, θ = 0 (Equation C.16)

approximation is very good for θ/π ≤ 0.1. Horizontal lines at unity are provided to show

|∇r|θ=0 > 1 indicating flux surface compression. For the binormal wavenumber (Figure

C.1(b)), the θ = 0 value is far from unity – suggesting binormal distortion is significant and

an approximation ky ≈ kbρs would be significantly inaccurate.

C.2 Simulation parameters

This section documents the input parameters for nonlinear CGYRO simulations presented

in Chapter 4. Parameters are based on experimental profile fits and a corresponding kinetic

equilibrium reconstruction (kinetic-EFIT). Nonlinear CGYRO simulations were performed
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at the average DBS location of ρ = 0.67 for DIII-D discharge 189998 at 3005 ms. Table C.1

provides local input parameters for the nonlinear flux-tube simulations. In all simulations we

use the MXH flux surface parameterization [15], the Sugama collision model [16], gyrokinetic

electrons, and E×B-shear. Simulations were performed using GPUs on the National Energy

Research Scientific Computing Center (NERSC) Perlmutter computer, a Department of

Energy Office of Science User Facility using NERSC award ERCAP0029284.

Two categories of simulations were performed during the wavenumber spectrum inves-

tigation: ion-scale simulations and one more expensive simulation (we will refer the more

expensive simulation as the ‘large’ simulation). The large simulation was designed to include

wavenumbers up to the highest measured DBS wavenumber (ky ≈ 6) while maintaining suf-

ficient ky-resolution to resolve ion-scale modes. The ion-scale simulations were designed to

capture the transport fluxes (which are peaked at ky ≈ 0.4; cf. Figure 4.17). Unless other-

wise noted, simulations used Nθ = 24 poloidal angles, Nξ = 16, Nε = 8, and 3 gyrokinetic

species (Deuterium, Carbon, electrons).

Ion-scale simulations at were performed with Nky = 32 toroidal modes and KY = 0.05

implying a span of 0 ≤ ky ≤ 1.55. These simulations used Nkx = 540 radial modes and

BOX SIZE = 12 resulting in a 128 × 126ρs,unit numerical grid in the radial and binormal

directions respectively. Some lower-resolution ion-scale simulations (particularly for pa-

rameter scans) were performed with Nky = 16 toroidal modes, Nkx = 540 radial modes,

BOX SIZE = 30 and KY = 0.16 implying a span of 0 ≤ ky ≤ 2.4 and a 96 × 40ρs,unit grid.

These low-resolution ion-scale simulations were found to sufficiently resolve the transport

fluxes with respect to the Nky = 32 simulations but were not used for detailed synthetic

DBS investigations. Finally, the large simulation used Nky = 32 toroidal modes, Nkx = 1536

radial modes, BOX SIZE = 48 and KY = 0.197 implying a span of 0 ≤ ky ≤ 6.11 and a

125× 32ρs,unit grid.
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Table C.1: Input parameters for nonlinear CGYRO simulations presented in Chapter 4.

Quantity Value

a/Lne 0.96

a/LTe 2.51

a/LnD
1.13

a/LTD 1.11

a/LnC
0.28

nD/ne 0.795

nC/ne 0.034

Zeff. 2.02

TD/Te 0.76

νei[a/cs] 0.126

a/cs [µs] 2.7

βe 7.1× 10−3

ρ∗ = ρs,unit/a 2.65× 10−3

q 2.74

ŝ = rd(ln q)/dr 1.96

κ (elongation) 1.35

δ (triangularity) 0.16

ζ (squareness) -0.01
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[149] Tala T, Crombé K, De Vries P, Ferreira J, Mantica P, Peeters A, Andrew Y, Budny
R, Corrigan G, Eriksson A et al. 2007 Plasma Physics and Controlled Fusion 49 B291

[150] Burrell K 1997 Physics of Plasmas 4 1499–1518

[151] Taylor G I 1922 Proceedings of the london mathematical society 2 196–212

[152] Grésillon D, Cabrit B, Villain J, Hanuise C, Truc A, Laviron C, Hennequin P, Gervais
F, Quemeneur A, Garbet X et al. 1992 Plasma Physics and Controlled Fusion 34 1985

[153] Kubo R 1962 Journal of the Physical Society of Japan 17 1100–1120

[154] Kubo R 1969 Advances in chemical physics 15 101–127

[155] Hazeltine R D 2018 The framework of plasma physics (CRC Press)

[156] Zwillinger D and Jeffrey A 2007 Table of integrals, series, and products (Elsevier)

[157] Newville M, Stensitzki T, Allen D B, Rawlik M, Ingargiola A and Nelson A 2016
Astrophysics Source Code Library ascl–1606

[158] Candy J and Waltz R 2003 Journal of Computational Physics 186 545–581

[159] Beer M A, Cowley S and Hammett G 1995 Physics of Plasmas 2 2687–2700

200


	Title Page
	Abstract
	Committee
	Dedication
	TABLE OF CONTENTS
	List of Figures
	List of Tables
	Acknowledgments
	Vita
	Introduction
	Nuclear fusion energy
	Summary of the dissertation
	Summary of publications related to this dissertation

	Outline of the dissertation

	Background: turbulent transport in tokamaks
	The tokamak configuration
	The DIII-D tokamak

	Tokamak transport scaling paradigms
	Kinetic theory of tokamak transport
	Neoclassical transport
	Turbulent transport

	Quasilinear transport
	TGLF model for the fluctuating density

	Plasma micro-instabilities
	The ITG mode
	The TEM
	The ETG mode

	Recent turbulent-transport research and open-questions
	Gyrokinetic validation efforts

	Summary

	The Doppler back-scattering diagnostic
	Theory of DBS
	Scattering geometry
	Wave physics in the background plasma
	Plasma scattering of electromagnetic waves
	Back-scattered power
	The frequency of back-scattered waves
	The DBS frequency spectrum

	Doppler back-scattering hardware
	The DBS60 system
	The DBS240 system

	Analysis of Doppler back-scattering data
	Ray tracing
	Beam tracing
	Full-wave simulations
	Synthetic diagnostic development
	Complicating effects in DBS
	Effects related to DBS hardware
	Other wave phenomena impacting DBS
	Nonlinear scattering effects
	Potential issues with ray/beam tracing


	Wavenumber spectrum investigation
	Experiment
	DBS measurements
	DBS results
	Modeling results
	Turbulence simulations
	Forward modeling DBS results
	Radial and poloidal variation in the  spectrum
	Inverse modeling DBS results
	Transport modeling
	Summary of modeling results

	Analysis
	The shape of the wavenumber spectrum
	Investigating DBS instrumental effects
	Revisiting radial variation of  predicted by TGLF
	Additional synthetic diagnostic modeling

	Conclusions

	Cross-diagnostic comparison of rotation measurements
	Background
	Rotation in tokamaks
	The CER diagnostic

	Experiment
	CER, DBS measurements and data analysis
	Uncertainty quantification

	Results
	Analysis
	Estimation of the turbulence phase velocity
	Statistical cross-diagnostic analysis
	Effects of prompt torque
	Comparison of the EB shearing rate

	Conclusions

	Conclusions and future work
	DBS modeling
	Wavenumber spectrum investigation
	Cross-diagnostic rotation comparisons

	The OMFIT DBS module
	Detailed analysis of experimental DBS data
	DBS modeling and experimental planning

	Models for the DBS frequency spectrum
	Taylor model
	Three-parameter models
	Four-parameter models
	Mixture models

	The CGYRO code and simulation parameters
	Wavenumber conventions
	Simulation parameters

	References



