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ABSTRACT OF THE DISSERTATION

Modeling the dynamics of Thwaites Glacier, West Antarctica

By

Hongju Yu

Doctor of Philosophy in Earth System Science

University of California, Irvine, 2018

Professor Eric Rignot, Chair

Thwaites Glacier (TG), West Antarctica, has been experiencing rapid mass loss and ground-

ing line retreat in the past few decades. The mass loss of TG is now responsible for 4% of

global sea level rise. It is therefore crucial to simulate the future evolution of TG to make

projections for future sea level rise. The cause of the dramatic changes is dynamic through

the loss of buttressing from its ice shelf due to calving and ice shelf melting. In this thesis,

we employ various numerical ice sheet models to study the calving dynamics of TG and the

response of TG to enhanced ice shelf melting. We combine a two-dimensional ice flow model

with the linear elastic fracture mechanics (LEFM) theory to model crevasse propagation and

ice fracturing. We find that the combination of a full-Stokes (FS) model and LEFM produces

surface and bottom crevasses that are consistent with the distribution of depth and width

of surface and bottom crevasses observed, whereas the combinations of simplified models

with LEFM do not. We find that calving is enhanced when pre-existing surface crevasses

are present, when the ice shelf is shortened, or when the ice shelf front is undercut. We show

that the FS/LEFM combination yields substantial improvements in capturing the stress field

near the grounding line of a glacier for constraining crevasse formation and iceberg calving.

We then simulate the evolution of TG under different ice shelf melt scenarios and different

ice sheet model configurations. We find that the grounding line retreat and its sensitivity

to ocean forcing is enhanced when a full-Stokes model is used, ice shelf melt is applied on

xiii



partially floating elements, and a Budd friction is used. Initial conditions also impact the

model results. Yet, all simulations suggest a rapid, sustained retreat along the same preferred

pathway. The highest retreat rate occurs on the eastern side of the glacier and the lowest

rate on a subglacial ridge on the western side. Combining the results, we find the differences

among simulations are small in the first 30 years, with a cumulative contribution to sea level

rise of 5 mm, similar to the current rate. After 30 years, the mass loss highly depends on

the model configurations, with a 300% difference over the next 100 years, ranging from 14

to 42 mm.
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Chapter 1

Introduction

1.1 Background

The global mean sea level (GMSL) has been increasing at 1.7 mm/yr in the 20th century,

according to the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment

Report (Stocker et al., 2013). In the past two decades, this rate has increased to 3.2 mm/yr

(Fig. 1.1). This increase of sea level is mostly dominated by the thermal expansion of the

ocean and the mass loss of glaciers. In particular, the contribution to the sea level rise from

the Antarctic Ice Sheet (AIS) increased from 0.08 mm/yr in 1992-2001 to 0.40 mm/yr in

2002-2011 (Stocker et al., 2013).

According to the IPCC report (Stocker et al., 2013), the future projection of GMSL rise is

0.63 m in 2081–2100 relative to 1986–2005 following the RCP 8.5 scenario. Among this, the

contribution from AIS is 0.03 m. Although the contribution is small, ice sheets produce the

largest uncertainty of this projection because the confidence in the simulation of ice sheet

dynamics is currently low compared to other components in the Earth system. Moreover,

the potential collapse of the West Antarctic Ice Sheet (WAIS) is also not considered in

1



Figure 1.1: Sea level history from paleo-climate data (purple), tide gauge data (blue, red
and green), altimeter data (light blue) and future projections from CMIP5 and process-based
models for RCP2.6 (blue) and RCP8.5 (red) scenarios, all relative to pre-industrial values
(Stocker et al., 2013).

this projection, which might be able to raise GMSL by several tens of centimeters before

2100. Previous studies have shown the Amundsen Sea Embayment (ASE) section of WAIS

is currently experiencing the most rapid changes in AIS and may continue losing mass due to

its bed configuration (Fretwell et al., 2013; Medley et al., 2014; Rignot et al., 2008). Located

in ASE, Thwaites Glacier (TG) has also been observed to lose mass in the past three decades

(Mouginot et al., 2014; Rignot et al., 2014). With a vast majority of its drainage basin below

sea level, TG is under the risk of collapse due to rapid dynamical changes. Whether this

collapse will happen or when this collapse will happen, however, is not well understood.
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1.2 Antarctic Ice Sheet

AIS was first formed 34 million years ago due to the decrease of atmospheric CO2 level and

Earth’s temperature (Mayewski et al., 2009). The extent of AIS then fluctuated in response

to the changes of Earth’s orbit, which altered GMSL by 30 to 60 m (Barrett , 2009; Naish

et al., 2001). The current configuration of AIS was formed 14 million years ago, which

is suggested to have survived the Pliocene warming 5 to 3 million years ago (Flower and

Kennett , 1994; Kennett and Hodell , 1993). In the last million years, the climate of Earth

was alternating between long cold glacials (∼90,000 years) with GMSL 120 m lower than

present, and short warm interglacials (∼10,000 years) with the GMSL near or slightly higher

than present (Mayewski et al., 2009). In the last interglacial period (∼125,000 years ago),

the GMSL is considered to be 5.5 to 9 m higher than present. Among this, 2.5 to 4 m is

caused by the disintegration of the AIS (Dutton and Lambeck , 2012; Kopp et al., 2009).

Currently, AIS contains the largest amount of ice on Earth with a total ice extent of 1.4×1017

km2 and a total ice volume of 2.7× 107 km3 (∼90% of total world’s ice). With this amount

of ice, AIS has the potential to raise the global sea level by 58.3 m (Fretwell et al., 2013).

The mass balance of Antarctic Ice Sheet has been decreasing in the past few decades as a

result of global warming (Fig. 1.2). During the period between 1992 and 2001, the total

mass balance for the AIS is -71±53 Gt/yr. According to the studies from Shepherd et al.

(2012), the mass loss rate has been increasing rapidly within this period, from -48±53 Gt/yr

in 1992-2000 to -81±37 Gt/yr in 2000-2011 (Table. 1.1).

Within the AIS, different regions have different trends and rates in their mass balance. The

WAIS is the region that dominates the mass loss of the whole Antarctica. An average of

65±26 Gt of ice was lost into the ocean in this area from 1992 to 2011. The rate of mass

loss also increased abruptly from 66 Gt/yr in 1996 to 112 Gt/yr in 2006 (Rignot et al., 2008;

Shepherd et al., 2012). The mass loss is attributed to the intrusion of warm ocean water,
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which enhanced ice shelf melting and calving of ice shelves (Dutrieux et al., 2014; Jacobs

et al., 2011). The loss of ice shelves have negligible impact on GMSL. However, it leads

to dynamical changes of glaciers upstream, such as glacial speeding up and grounding line

retreat. These dynamical changes result in the significant thinning and mass loss of WAIS

(Pritchard et al., 2009; Rignot , 2008a; Rignot et al., 2011b, 2014).

The Antarctic Peninsula (AP) is another region that is experiencing dramatic changes in

the past few decades. The temperature has increased by 2◦C since the 1950s and the mass

loss rate has increased from 8 Gt/yr in 1992–2000 to 20 Gt/yr in 2000–2011 (Cook et al.,

2005; Shepherd et al., 2012). The majority of ice shelves in AP are undergoing fast retreat,

including the disintegration of Larsen A in 1995 and Larsen B in 2002 (Cook et al., 2005).

Similar to WAIS, following the fast retreat and collapse of ice shelves, significant glacier

speed up is observed, which leads to further mass loss and retreat (Berthier et al., 2012; Rott

et al., 2011).

The East Antarctic Ice Sheet (EAIS) is a region where the changes are small. In the last

two decades, EAIS is about in balance with an averaging mass gain of 14±43 Gt/yr from

1992 to 2011, probably due to an increase of precipitation (Bracegirdle et al., 2008; Shepherd

et al., 2012). However, significant mass loss is still observed in Cook and Totten Glaciers,

which shows East Antarctica is also not immune to changes (Li et al., 2016; Rignot , 2006).

Over the whole AIS, the trend in surface mass balance (SMB) is small compared to inter-

annual variability in the past three decades (Uotila et al., 2007). Future projections also

suggest that the SMB of AIS will increase in the next century due to the increase in pre-

cipitation, which would mitigate the rise of GMSL (Krinner et al., 2007; Bracegirdle et al.,

2008). Therefore, the mass loss of the AIS is owned to the dynamical changes that are

induced from the loss of ice shelves in WAIS, AP and a few glaciers in EAIS.
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a) b)

Figure 1.2: Current state of the Antarctic Ice Sheet. a) Mass balance and ice velocity of
Antarctica. The maps shows ice velocity overlaid on a MODIS mosaic of Antarctica. Circles
represent mass gain (blue) and loss (red) in Gt/yr for each drainage basin. Black lines are
the boundaries of the drainage basins (Rignot et al., 2008). b) Surface elevation change of
Antarctica in m/yr over the period 2003–2007 (Pritchard et al., 2009).

Region
1992-2011
(Gt/year)

1992-2000
(Gt/year)

1993-2003
(Gt/year)

2000-2011
(Gt/year)

2005-2010
(Gt/year)

AP -20 ± 14 -8 ± 17 -12 ± 17 -29 ± 12 -36 ± 10

EAIS 14 ± 43 -2 ± 54 -9 ± 50 26 ± 36 58 ± 31

WAIS -65 ± 26 -38 ± 32 -49 ± 31 -85 ± 22 -102 ± 18

AIS -71 ± 53 -48 ± 65 -71 ± 61 -87 ± 43 -81 ± 37

Table 1.1: Reconciled mass balance of the Antarctic Ice Sheet during various time periods
from 1992 to 2010 (Shepherd et al., 2012).
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1.3 Marine Ice Sheet Instability

To make reliable projections of the contribution from ice sheets to GMSL rise, it is important

to understand the dynamics of ice sheets and their responses to external changes. Weertman

(1974) proposed a theory that ice sheets with retrograde beds are inherently unstable to

changes, i.e. small perturbations from its environment can cause irreversible retreat or

advance. This theory is now referred to as the Marine Ice Sheet Instability (MISI) theory.

The mechanism of MISI theory is shown in Fig. 1.3. A marine ice sheet gains mass through

surface mass balance over all of its grounded area. At the same time, it loses mass through

the ice mass flux at the grounding line. In a steady state, the total mass gain is equal to

the total mass loss. If an external forcing forces the grounding line to retreat, the total

surface accumulation would decrease since the total area of grounded ice decreases, which

leads to a decrease in total mass gain. If the ice sheet has a prograde bed (Fig. 1.3A), the

grounding line would retreat to a shallower water depth. In this case, the ice thickness at

the grounding line decreases and leads to a decrease in ice mass flux at the grounding line.

Therefore, the total mass loss is also reduces. In this way, with the reduction of both mass

gain and mass loss, the ice sheet is able to find a new steady state. However, if the grounding

line retreats into deeper water depth in a retrograde bed case (Fig. 1.3B), the ice thickness

at the grounding line will increase. This means an increase in ice mass flux at the grounding

line and an increase in total mass loss. Due to the decrease of mass gain and increase in

mass loss, the ice sheet would have a negative balance. This negative mass balance would

in turn lead to further retreat of the ice sheet, which forms a positive feedback until the ice

sheet reaches prograde bed or collapse entirely (Weertman, 1974; Thomas , 1979).

The MISI theory is confirmed by Schoof (2006) through an analysis with the boundary layer

theory. According to this theory, the ice flux through the grounding line is approximately

proportional to the fifth power of ice thickness at the grounding line. With a retrograde bed,
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ice flux would increase sharply as the grounding line retreats. Therefore, marine ice sheets

are unable to have stable grounding line positions on beds with reverse slopes. However,

in these studies, the MISI theory is derived and confirmed in a 2D perspective. In 3D,

this instability can be suppressed by lateral drag and ice-shelf buttressing (Dupont and

Alley , 2005; Gudmundsson et al., 2012). The behavior of an ice sheet is dependent on the

combining effect of the MISI and the stabilizing effects, which is unique for every glacier basin.

Therefore, numerical modeling is required to estimate the potential stability (instability) of

any glacier.

In the majority of Antarctica, the bed is deeper inland because of isostatic depression, which

makes the ice sheet unstable according to the MISI theory (Fig. 1.4). Therefore, many

studies have been done to model the stability of AIS. In particular, the WAIS has drawn the

most attention since its bed is both retrograde and immersed in warm ocean water. Hughes

(1981) raised the idea that the WAIS may disintegrate in a CO2 induced climatic warming

scenario. Feldmann and Levermann (2015) also showed that the topographic features in the

WAIS are unable to halt MISI after its initiation and a collapse of WAIS is irrevocable if a

local destabilization is initiated in the ASE sector.

1.4 Ice Sheet Modeling

The basic concept of ice sheet modeling is to treat ice as an incompressible fluid with nonlin-

ear viscosity that is driven by gravity. In this way, the flow of ice can be computed through

the conservation laws of mass, momentum and energy.

The flow law of ice was first derived by Glen in 1955. Through laboratory experiments, he

proposed that the deformation of ice under stress follows a flow law:

ε̇ = Bσn (1.1)
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a)

b)

Figure 1.3: Schematic of the Marine Ice Sheet Instability theory with different bed config-
urations. A) A stable configuration with prograde bed. B) An unstable configuration with
retrograde bed. The solid lines are initial ice sheet profile. The dash lines are ice sheet
profile if a small grounding line retreat occurs and the dotted dash lines are ice sheet profile
if a small grounding line advance occurs. (Thomas , 1979)
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Figure 1.4: Bed elevation of the Antarctica Ice Sheet from BEDMAP2 (Fretwell et al., 2013).

where ε̇ is the strain rate, B the ice hardness, σ the applied stress and n is a constant

about 3 (Glen, 1952, 1955). This flow law was then confirmed using field observations of

the closure of tunnels in glaciers (Nye, 1953). Nye (1957a) also extended Glen’s flow law by

writing it into a tensorial form, the details of which will be discussed in Chapter 2 of this

thesis. Weertman (1957) developed a sliding law for glaciers whose ice bottom temperature

is at the melting point, where the sliding velocity is non-linearly dependent on basal drag.

After these studies, the glacier flow problem became a fluid mechanics problem and rigorous

mathematical analyses started to emerge (Blatter et al., 2010).
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Numerical ice sheet modeling started in the 1970s. The first 3D ice sheet model was developed

based on Glen’s flow law by Mahaffy (1976) on the Barnes Ice Cap. Continental scale

modeling began when Jenssen (1977) applied an ice sheet model to the Greenland Ice Sheet.

To solve the ice flow problem requires solving a set of the full-Stokes equations. Due to limited

computational resources, these earlier models all try to solve an approximation of the full-

Stokes equations, the shallow ice approximation (SIA), a stress balance approximation that

was formally derived later by Hutter (1983) and Morland (1984). With SIA, the only stress

component to consider is the vertical shear and the speed of ice is locally determined, which

means it requires little computational power. This approximation is good at continental scale

paleo-climate reconstructions (Ritz et al., 1997; Huybrechts et al., 2004). However, it breaks

down in some key areas, such as the grounding line region, and is therefore inadequate for

realistic simulations of smaller glaciers with complex bed topography (Blatter et al., 2010).

For this reason, new force balance approximations that can more accurately represent glacier

dynamics but are more computationally demanding have been developed since the 1980s.

There are now two other widely used approximations reduced from the full-Stokes equations.

The first is the shelfy-stream approximation (SSA), a depth averaged 2D model developed

by MacAyeal (1989) and Morland (1987). The second one is the higher order (HO) approx-

imation, a 3D model developed by Blatter (1995) and Pattyn (2003). Even though these

approximations are much more computationally expensive than SIA, they have been used

extensively in the community thanks to the rapid increase of computing power. Studies using

these two approximations have made success in simulating ice dynamics in both theoreti-

cal and realistic settings (Joughin et al., 2014; Larour et al., 2012; MacAyeal , 1992; Pattyn

et al., 2013; Cornford et al., 2013; Seroussi and Price, 2014). In recent years, models that

applied the full-Stokes (FS) equations have also been developed. With no assumptions on

the stress field, the FS model is much more computationally expensive than SSA and HO,

but it can capture more details of ice dynamics in key regions, such as the grounding line

region (Durand et al., 2009b; Morlighem et al., 2010; Favier et al., 2014). Continental scale
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modeling with FS, however, is still unavailable due to its high requirement of computing

resources and spatial resolution.

1.5 Thwaites Glacier

Thwaites Glacier (TG) is a marine terminating glacier located in the ASE sector of West

Antarctica. It drains an area of 1.8 × 105 km3 with the majority of its bed retrograde and

below sea level (Fig. 1.5b). In total, TG contains ice equivalent to 0.59 m of GMSL (Holt

et al., 2006). The flow speed of TG is fast (Fig. 1.5a). In the center trunk, the ice speed is

approximately 2000 m/yr at the grounding line. The ice shelf of TG can be clearly divided

into two parts according to the flow speed. In the western ice shelf, which drains ice from

the center trunk, the maximum ice speed can reach 4000 m/yr near the ice front. In the

eastern ice shelf, where the ice front terminates at an ice rise, the flow speed is slow, at only

few hundreds of meters per year (Rignot et al., 2011a; Mouginot et al., 2014; Rignot et al.,

2014). TG is also the widest ice stream in West Antarctica with a width of 120 km. As one

of the largest ice discharger in AIS, 126 Gt of ice is discharged into the ocean in 2014, nearly

three times of Jakobshavn Isbrae, the largest discharger of ice in Greenland (Mouginot et al.,

2014).

Recent satellite observations have shown rapid mass loss of TG in the past few decades.

Rignot (2001) found that TG is losing mass at a rate of 15 Gt/yr in 1996. Along with this

mass loss, the grounding line retreated by 1.4 km from 1992 to 1996. Recent studies revealed

that the mass loss of TG is continuing and accelerating. In the past decade, the mass loss

rate has increased to 28 Gt/yr in 2006 and then to 50 Gt/yr in 2014 (Medley et al., 2014;

Mouginot et al., 2014; Rignot , 2008b). Meanwhile, from 1992 to 2011, the grounding line of

TG has retreated by 14 km (Rignot et al., 2014). Significant surface thinning is also observed

in TG. At the grounding line region, the surface thinning rate is over 4 m/yr and this thinning
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signal propagates inland, with over 1 m/yr thinning 100 km upstream of the grounding line

(Pritchard et al., 2009). The rate of change in mass loss increased from 2.7 Gt/yr2 in 1978-

2014 to 3.2 Gt/yr2 in 1992-2014, and 5.6 Gt/yr2 in 2002-2014 (Mouginot et al., 2014). If

these rates maintain over the coming decades, they would raise GMSL by, respectively, 41,

48 and 81 mm by 2100. The rapid mass loss of TG is resulted from dynamical changes.
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Figure 1.5: Thwaites Glacier, West Antarctica. a) The velocity of Thwaites Glacier and
its location in Antarctica (Rignot et al., 2011a). b) The bed elevation of Thwaites Glacier
(Morlighem et al., 2013; Millan et al., 2017).

There are currently two main reasons that initialize the dynamical changes of TG, ice shelf

melting and calving. In the past few decades, the warm Circumpolar Deep Water (CDW) is

able to intrude into the ASE sector due to changes in the wind pattern (Spence et al., 2014;

Scambos et al., 2017). This warm water intrusion then enhanced the ice shelf melt under the

ice shelf of TG. This process thins the ice shelf, reduces the buttressing to grounded ice sheet

and leads to the speed up of TG. Calving has a similar impact on TG. By removing the ice

shelf directly, calving reduces the buttressing of the ice shelf to the grounded ice sheet and

causes the retreat of TG.
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Once the dynamical changes are initiated, the further retreat and mass loss of TG is deter-

mined by the bed topography according to MISI. The bed configuration of TG is a typical

example for MISI with large area of retrograde bed (Fig. 1.5b). The large width of TG

also means the lateral drag that can stabilize the glacier is small. Therefore, an initial

speed up and grounding line retreat of TG could trigger further speed up and retreat of the

glacier. Some previous modeling studies have suggested that the irreversible retreat of TG

may already be underway (Joughin et al., 2014; Feldmann and Levermann, 2015)

1.6 Overview of This Dissertation

Due to the rapid changes in the past two decades and the vulnerable bed configuration that

favors sustained retreat, TG might be one of the largest contributors in global sea level

rise. The ability to simulate the behavior of TG and make reliable projections is therefore

necessary. In this thesis, we use state-of-the-art numerical models to model calving of TG

and its response to enhanced ice shelf melting.

In the second chapter, we give a description of ice sheet dynamics. We explain in detail the

conservation laws of mass, momentum and energy of an ice sheet system and their boundary

conditions. We also show the different formulations for both the full-Stokes model and

other simplified models of the momentum balance equations. After that, we introduce the

inversion method, which is used to infer unknown parameters to ensure that our modeled

results match observations.

In the third chapter, we provide a brief introduction of how the ice flow problem is solved

numerically. We first explain the numerical solution sequence of the problem. Then we

explain the numerical implementation of the governing equations using the finite element

method. In the last, we present the validation of our model on benchmark experiments.
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In the fourth chapter, we describe our work done in modeling the calving of TG. We first

give a brief introduction about calving and the datasets we are using. Then we explain how

to combine the ice flow model with a linear elastic fracture mechanics (LEFM) model to

simulate the propagation of crevasses in TG. After that, we present our modeling results on

crevasse propagation on TG under different scenarios. We then analyze the cause of crevasse

propagation and conditions that favor crevasse grow.

In the fifth chapter, we present another modeling work we conducted in simulating the

response of TG under enhanced ice shelf melting with various model configurations. We setup

our experiment with different ice flow models and different ice shelf melt scenarios based on

observations and ocean modeling results. We then show the grounding line migration and

mass loss of TG in 100 years under these scenarios. We discuss the difference among different

model parameterizations and the stability of TG under enhanced ice shelf melting.

In the last chapter, we summarize this thesis and discuss the limitations and implications

for potential future works.
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Chapter 2

Ice Sheet Dynamics

In this chapter, we illustrate the physics of ice sheet dynamics. Firstly, we describe the mass

balance equations. Secondly, we then discuss the momentum balance equations and their

common approximations in the numerical modeling of ice sheets. Thirdly, we present the

energy balance of an ice sheet system. Finally, we introduce the inverse method that we

used to estimate unknown parameters.

2.1 Mass Balance

2.1.1 Mass Balance Equations

The general law of mass conservation is:

∂ρ

∂t
+∇ · ρv = ṡ (2.1)
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where ρ is the density of a material, t is time, v is the velocity vector and ṡ is the net rate

of mass production (source minus sink).

When applying this law to ice sheets, we assume the net production of ice only happens at the

surface (through surface melting and precipitation) and the base (through ice shelf melting

and seawater refreeze). Therefore, the term ṡ would only exist in boundary conditions and

the conservation of mass for the interior of an ice sheet becomes:

∂ρ

∂t
+∇ · ρv = 0 (2.2)

Moreover, in ice sheet models, the flow of ice is treated as an incompressible flow that

satisfies:

dρ

dt
=
∂ρ

∂t
+ v∇ · ρ = 0 (2.3)

This assumption does not hold at the surface snow and firn layer where the density is much

smaller than ice because of the presence of air bubbles. However, the depth of this layer

is small (60 ∼ 70 m), compared to the thickness of an ice sheet that can reach several

thousand of meters. Within the ice body, the density of ice can be affected by temperature

and pressure. Cold temperature and high pressure within ice sheets both act to increase

ice density. Observations, however, have shown that their influence is small. In the mid-

depth of ice sheets, where both low temperature and high pressure prevail, ice density is

at 923 kg m−3, which is 0.65% more than the usually applied ice density of 917 kg m−3.

Therefore, incompressibility is a reasonable assumption for ice sheets (Hooke, 2005; Cuffey

and Paterson, 2010). Combine Eq. 2.2 and Eq. 2.3, the mass conservation equation of ice

is simplified to:

∇ · v = 0 (2.4)
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2.1.2 Boundary Conditions

Using the net production term ṡ in Eq. 2.1, we can define the kinematic boundary conditions

for the surface and base of an ice sheet.

At the surface, the evolution of surface elevation can be described as:

∂s

∂t
+ us

∂s

∂x
+ vs

∂s

∂y
− ws = Ṁs (2.5)

where s is the surface elevation, us, vs and ws are the surface ice velocity and Ṁs is the

surface mass balance.

At the base of grounded ice, the ice bottom elevation satisfies the non-penetration condition

and is the same as the bedrock elevation unless the ice becomes floating. At the base of ice

shelf, we can have similar boundary condition as the surface:

∂b

∂t
+ ub

∂b

∂x
+ vb

∂b

∂y
− wb = Ṁb (2.6)

where b is the ice bottom elevation, ub, vb and wb are the basal ice velocity and Ṁb is the

basal mass balance.

2.2 Momentum Balance

2.2.1 Momentum Balance Equations

In a closed system, momentum is conserved according to Newton’s laws of motion. Gravity

is the only body force that acts on ice sheets (Coriolis force is negligible in the case of ice
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flow). In this system, the conservation of momentum can be written as:

ρ
dv

dt
= ∇ · σ + ρg (2.7)

where σ is the stress tensor of ice and g is the gravitational acceleration.

The acceleration term ρdv
dt

is small in ice sheets compared to the other terms even in extreme

cases (Reist , 2005). Therefore, in the general case, this term can be neglected and the

momentum balance equation becomes:

∇ · σ + ρg = 0 (2.8)

2.2.2 Ice Constitutive Law

As discussed in section 2.1.1, ice can be treated as an incompressible fluid. With the in-

compressibility, the stress tensor of ice can be decomposed to a deviatoric stress term and a

pressure term:

σ = σ
′ − pI (2.9)

where σ
′

is the deviatoric stress tensor, p is the pressure and I is the identity matrix.

Despite the incompressibility, ice is also treated as a perfect isotropic viscous material. Such

a material satisfies a constitutive relation between deviatoric stress and strain rate:

σ
′

= 2µε̇ (2.10)

where µ is ice viscosity and ε̇ is the strain rate.
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Glen’s flow law states that the strain rate and the stress of ice follows a power-law relation

(Glen, 1955):

ε̇e =

(
σ
′
e

B

)n

(2.11)

where B is the ice hardness and n is a parameter, usually taken as 3 (Cuffey and Paterson,

2010). ε̇e and σ
′
e are the second invariant of the strain rate and deviatoric stress:


ε̇e =

1

2
(ε̇2xx + ε̇2yy + ε̇2zz) + ε̇2xy + ε̇2xz + ε̇2yz

σe =
1

2
(σ2

xx + σ2
yy + σ2

zz) + σ2
xy + σ2

xz + σ2
yz

(2.12)

Glen’s flow law was extended to cover multi-axial states of stress by Nye (1957a). It is

assumed that each strain rate component is proportional to its corresponding deviatoric

stress component:

ε̇ = λσ
′

(2.13)

combining with Eq. 2.12, we can get:

ε̇e = λσ
′

e (2.14)

Then by applying Glen’s flow law (equation 2.11) to equation 2.14, we have:

λ =
σ
′
e

n−1

Bn
(2.15)

Thus, using Eq. 2.13:

ε̇ =
σ
′
e

n−1

Bn
σ

′
(2.16)
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Substituting σ
′
e by ε̇e using Glen’s flow law again, we get:

ε̇ =
2ε̇e

n−1
n

B
σ

′
(2.17)

Finally, after combining Eq. 2.10 and Eq. 2.17, the viscosity of ice can be identified as:

µ =
B

2ε̇e
n−1
n

(2.18)

The ice hardness B is mostly affected by temperature. Ice is softer when temperature is

higher. In practice, the value of B is usually interpolated from in-situ observations (Cuffey

and Paterson, 2010).

2.2.3 Boundary Conditions

The boundary conditions of the mass and momentum balance equations are shown in Fig. 2.1.

At the ice-atmosphere interface, a stress-free boundary is applied as the atmospheric pressure

is small compared to the ice lithostatic pressure:

σ · n = 0 (2.19)

where n is the unit normal vector pointing outward.

At the ice-bedrock interface, a friction law linking basal velocity and basal stress is applied.

There are several proposed friction laws and their general form is (Weertman, 1957; Budd

et al., 1979; Gagliardini et al., 2007):

τb = −CN q‖vb‖1/p−1vb (2.20)
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where τb is the basal drag, vb is the basal velocity, N = ρigH+ρwgb is the effective pressure

at the base (ρi is ice density, H is ice thickness and ρw is water density), C, p, and q are all

constant parameters.

In this thesis, we will be using two linear friction laws, one considers the effective pressure and

one does not. They are both special cases from the above general equation with q = 0, p = 1

and q = 1, p = 1, respectively. The basal friction coefficient, C, is computed through

inversion so that modeled surface velocity matches observations, which will be discussed in

more detail in section 2.4.

At the ice-ocean interface, the normal stress of ice is assumed to be balanced by water

pressure:

σ · n = ρwgzn (2.21)

where z is the vertical coordinate with sea level at z = 0.

At the boundary of the domain of our models, Dirichlet conditions are applied. The ice

surface velocity is constrained to be equal to the observed surface ice velocity:

u = uobs (2.22)

2.2.4 Full-Stokes Model

If we combine the equations of mass conservation (equation 2.4) and momentum conservation

(Eq. 2.8), we get a model that solves for the ice velocity and pressure field. Expressing this
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Figure 2.1: Schematic boundary conditions for the mass balance and the momentum balance
equations in 2D

model in a Cartesian coordinate system, we get the full-Stokes (FS) model:
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+ µ

∂v

∂x

)
+

∂

∂y

(
2µ
∂v

∂y

)
+

∂

∂z

(
µ
∂w

∂y
+ µ

∂v

∂z

)
− ∂p

∂y
= 0

∂

∂x

(
µ
∂u

∂z
+ µ

∂w

∂x

)
+

∂

∂y

(
µ
∂v

∂z
+ µ

∂w

∂y

)
+

∂

∂z

(
2µ
∂w

∂z

)
− ∂p

∂z
− ρig = 0

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0

(2.23)

The FS model does not make assumptions on the stress field, but it is computationally ex-

pensive. Because of the high requirement of computational resources, simplified models are

always used in the ice sheet modeling community. There are three widely used approxima-
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tions: the Higher-Order (HO) approximation, the Shelfy-Stream Approximation (SSA) and

the Shallow Ice Approximation (SIA).

2.2.5 Higher-Order Approximation

The HO approximation is derived and proposed by Blatter (1995) and Pattyn (2003). In

HO, two main assumptions are made from the FS model. First, the horizontal gradients of

vertical velocity are neglected:

∂w

∂x
� ∂u

∂z
,

∂w

∂y
� ∂v

∂z
(2.24)

Second, the bridging effect is neglected (Fig. 2.2). In a bridge, the weight of the arches is

supported by the abutment, which means the vertical normal stresses are higher than the

lithostatic pressure under the abutment. These variations in vertical normal stresses can

then alter the shear stresses in the bridge. van der Veen and Whillans (1989) stated that

in small scale, this bridging effect can be important for glaciers. By neglecting the bridging

effect:

∂σxz
∂x
� ρg,

∂σyz
∂y
� ρg (2.25)

The vertical normal stress of ice would be equal to the overburden ice pressure:

∂σzz
∂z
− ρg = 0 (2.26)

23



The vertical velocity w is also decoupled from the governing equations with these two as-

sumptions:


∂

∂x

(
4µ
∂u

∂x
+ 2µ

∂v

∂y

)
+

∂

∂y

(
µ
∂u

∂y
+ µ

∂v

∂x

)
+

∂

∂z

(
µ
∂u

∂z

)
= ρg

∂s

∂x
∂

∂x

(
µ
∂u

∂y
+ µ

∂v

∂x

)
+

∂

∂y

(
4µ
∂v

∂y
+ 2µ

∂u

∂x

)
+

∂

∂z

(
µ
∂v

∂z

)
= ρg

∂s

∂y

(2.27)

In the vertical direction, the momentum balance equation is reduced to:

∂

∂z
(2µ

∂w

∂z
)− ∂p

∂z
− ρg = 0 (2.28)

The vertical velocity, w, can then be recovered through incompressibility.

2.2.6 Shelfy-Stream Approximation

The second widely used simplified model is the Shelfy-Stream Approximation (SSA) model,

which was proposed by Morland (1987) and MacAyeal (1989). With both the assump-

tions made in the HO model, SSA makes the further assumption that the vertical shear is

negligible:

ε̇xz = 0, ε̇yz = 0 (2.29)

With this assumption, the original 3D model is reduced to a depth-averaged 2D model. The

governing equations for the SSA model are:


∂

∂x

(
4Hµ̄

∂u

∂x
+ 2Hµ̄

∂v

∂y

)
+

∂

∂y

(
Hµ̄

∂u

∂y
+Hµ̄

∂v

∂x

)
= ρgH

∂s

∂x
∂

∂x

(
Hµ̄

∂u

∂y
+Hµ̄

∂v

∂x

)
+

∂

∂y

(
2Hµ̄

∂u

∂x
+ 4Hµ̄

∂v

∂y

)
= ρgH

∂s

∂y

(2.30)

where µ̄ is the depth-averaged ice viscosity.
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Figure 2.2: The bridging effect: vertical normal stresses is higher than lithostatic pressure
under the abutment and lower under the arch (van der Veen and Whillans , 1989).

2.2.7 Shallow Ice Approximation

The third simplified model is the Shallow Ice Approximation (SIA) model derived by Hutter

(1983). This is the simplest and most efficient ice flow model. Unlike SSA, which neglects

the vertical shear, SIA assumes that only the vertical shear is important to ice flow and

all other components of the stress field are neglected. By applying this assumption, the
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governing equations are reduced to a simple form:


∂

∂z

(
µ
∂u

∂z

)
= ρg

∂s

∂x

∂

∂z

(
µ
∂v

∂z

)
= ρg

∂s

∂y

(2.31)

The SIA model is a semi-analytical model as the ice velocity is locally determined. The

velocity is only dependent on ice geometry and not on upstream or downstream velocities.

This model is valid for grounded ice with limited sliding, which is true for the majority

regions of an ice sheet. However, this model breaks down in the key regions of ice sheet,

such as grounding line regions or ice shelves. This drawback makes it more suitable for

large spatial and temporal scale reconstructions of ice sheets, but not for detailed simulation

of specific glaciers with complex geometry on a short temporal scale (Blatter et al., 2010).

Therefore, in the following of this thesis, only FS, HO and SSA models are considered.

2.3 Energy Balance

2.3.1 Energy Balance Equations

The viscosity of ice is dependent on ice hardness, which is a function of temperature. Thus,

it is crucial to have a realistic temperature field to simulate realistic ice dynamics. However,

measuring ice temperature at different depths with high spatial resolution is not possible at

present. In practice, the temperature field within an ice body is computed using the energy

conservation law with observed surface temperature, geothermal heat flux and ice velocity.
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The energy conservation law states that the total energy is constant for an isolated system.

According to the Fourier’s law, energy balance can be written as:

d

dt
(ρcT ) = ∇ · (kth∇T ) + Φ (2.32)

where c is the heat capacity, T is the temperature, kth is the thermal conductivity and Φ is

the net energy production.

In the case of an ice sheet, Φ is created through internal deformation heating and can be

computed through (Cuffey and Paterson, 2010):

Φ = Tr(σε̇) (2.33)

where Tr() is the trace operation of a square matrix.

Moreover, for ice, it is a common and realistic assumption that ρ, c, kth are constant (Hooke,

2005). With this assumption, the energy balance equation can be rewritten as:

∂T

∂t
= −v · ∇T + kth ·∆T +

Φ

ρc
(2.34)

2.3.2 Boundary Conditions

At the ice-atmosphere interface, ice temperature is constrained by observed annual mean

surface air temperature:

Ts = Tair (2.35)

This boundary condition is widely used in ice sheet modeling studies because the ice temper-

ature at depth below 15 m in a glacier has limited seasonal variations and is equal to annual
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mean air temperature (Cuffey and Paterson, 2010; Hulbe and MacAyeal , 1999; Seroussi

et al., 2013).

At the ice-ocean interface, a heat flux between seawater and ice is imposed, which is assumed

to be proportional to the difference between ice temperature and ocean temperature (Holland

and Jenkins , 1999):

kth∇T |b · n = −ρwcpMγ(Tb − Tpmp) (2.36)

where Tb is the ice bottom temperature, Tpmp is the pressure melting point of ice (assumed

to be ocean temperature), cpM is the mixed layer specific heat capacity and γ is the thermal

exchange velocity.

At the ice-bedrock interface, ice gains energy from the geothermal heat flux and frictional

heating:

kth∇T |b · n = G+ |τ b · ub| (2.37)

where G is the geothermal heat flux.

2.4 Inversion

In the process of ice sheet modeling, there are some necessary ice properties that cannot be

obtained from direct observations, such as the basal friction coefficient and the ice hardness.

The accuracy of these parameters are, however, critical to model results. Therefore, to model

realistic ice sheet dynamics, these parameters need to be computed from known data through

inversion. The basic idea of inversion is to find a set of basal friction coefficients and ice
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hardness so that modeled results can match direct observations (surface ice velocity). Then

this set of parameters is applied to the model to simulate the future evolution of ice sheets.

In the scope of this thesis, we infer the basal friction coefficient, C, (Eq. 2.20) and ice hard-

ness, B, (Eq. 2.18) by matching observed surface velocity (MacAyeal , 1992, 1993; Morlighem

et al., 2010, 2013). Increases in ice hardness reduces ice velocity, which is the same as in-

crease basal friction coefficient. This indicates that if we infer both ice hardness and basal

friction coefficient for grounded ice, the result will not be unique. Therefore, we assume that

the temperature computed from the thermal model is correct for grounded ice and only infer

B for floating ice.

To match observed surface velocity, we compute a cost function that measures the difference

between modeled surface velocity and observed surface velocity:

J (u, v, α) =

∫
Γs

c1
1

2

(
(u− uobs)2 + (v − vobs)2) dΓ +

∫
Γs

c2
1

2
ln

( √
u2 + v2 + ε√
u2
obs + v2

obs + ε

)2

dΓ+

∫
Γb

c3
1

2

((
∂α

∂x

)2

+

(
∂α

∂y

)2
)
dΓ

(2.38)

where u, v and uobs, vobs are the modeled and observed surface velocity in x and y directions,

α is the inferred variable (C or B), ε is a small number (10−8 m/yr) to avoid zero velocity

and c1, c2 and c3 are all constants.

In Eq. 2.38, the cost function is determined by three terms. The first term is a measure of

the misfit between modeled and observed surface velocity. This term alone favors the match

of velocity in fast regions as the mismatch (u − uobs) is high in fast regions even when the

relative difference is small. To take more account of the slow regions, we add the second

logarithm term so that the mismatch is in the same magnitude for both fast and slow speed

regions. The third term is a regularization term, which acts to avoid non-physical short-scale
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spatial variations of the inferred variable α (Vogel , 2002). While doing inversion, we first

calibrate c1 and c2 so that the first two terms are in the same magnitude. Then, we calibrate

c3 to make sure the modeled velocity is close to observation and α is smooth in space.

With this cost function, we use the adjoint method to compute its gradient to the inferred

parameters and apply gradient descent to reduce it. The details of the adjoint method can

be found in Morlighem (2011).

2.5 Conclusion

In this chapter, we presented an overview of ice sheet dynamics. We illustrated the three

conservation laws (mass, momentum and energy) that govern the behavior of ice sheets. For

each conservation law, we discussed its general expression, specific assumptions made for

ice and its boundary conditions. We also showed that there are several ways to solve the

momentum balance equations with varying complexity. The FS model is the most complete

model but requires a high amount of computational resources. The HO, SSA and SIA are

all models simplified from the FS model and require less resources. Finally, we discussed the

use of inversion to infer important parameters that cannot be observed directly.
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Chapter 3

Numerical Ice Sheet Modeling

In this chapter, we describe the numerical implementation of the governing equations we

introduced in Chapter 2. In the first section, we present the solution sequence for the three

conservation laws. Then, in the second section, we briefly explain the finite element method

that we use to implement the equations numerically. In the last section, we discuss how we

validate our model using model intercomparision projects.

3.1 Solving Sequence of Ice Flow Models

With the three sets of conservation laws and their corresponding boundary and initial con-

ditions, we formed a complete system and are capable to model the evolution of an ice sheet

in time. The solving sequence of this system is illustrated in Fig. 3.1 and discussed in detail

below.
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3.1.1 Thermal Model

Within the scope of this thesis, we will only simulate the evolution of an ice sheet in 100

years. In this time scale, it is reasonable to assume that the internal temperature field stays

constant. Therefore, we compute the thermal regime of an ice sheet first and keep it fixed

in the entire transient simulation to reduce computational cost.

Before computing the thermal regime from energy balance, we first do inversion for the

basal friction coefficient over grounded ice and ice hardness over floating ice with a default

ice temperature field. Then we assume the modeled ice velocity is the correct ice velocity

and use it to compute the temperature field through:

∂T

∂t
= −v · ∇T + kth ·∆T +

Φ

ρc
(3.1)

constrained by boundary conditions:


Ts = Tair Ice upper surface

kth∇T |b · n = G+ |τ b · ub| Grounded ice sheet bottom

kth∇T |b · n = −ρwcpMγ(Tb − Tpmp) Ice shelf bottom

(3.2)

3.1.2 Mechanical Model

After the thermal regime is computed, inversion of the basal friction coefficient and the ice

hardness is conducted again to better match observations. After this inversion, we can use
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the conservation of momentum and mass to compute the velocity and pressure field of ice:


∇ · σ + ρg = 0

∇ · v = 0

σ
′

= 2µε̇

(3.3)

constrained by boundary conditions:



σ · n = 0 Ice sheet surface

τb = −CN q‖vb‖1/p−1vb Grounded ice sheet bottom

σ · n = ρwgzn Ice shelf bottom and ice front

u = uobs Domain boundary

(3.4)

For the FS model, a modification of the above boundary conditions is needed. During the

solving process, the ice shelf bottom elevation, zb(t), is unknown when applying the boundary

condition at ice shelf bottom. A replacement with zb(t−dt), with dt the time step, produces

large vertical velocities that destabilize the system (Durand et al., 2009a). Therefore, a shelf

dampening term based on ice velocity and geometry is added to zb(t − dt) to approximate

zb(t):

zb(t) = zb(t− dt) + v · n
√

1 + (∂zb(t− dt)/∂x)2dt (3.5)

For HO and SSA, this dampening term is not necessary because hydrostatic equilibrium is

an inherent assumption.

Since the equations are nonlinear, the solving procedure is an iterative process. Once the

velocity field is computed, it is used to compute a new viscosity field, which in turn is used to
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computed a new velocity field. The system is considered solved when the computed velocity

converges to a unique solution.

3.1.3 Mass Transport Model

When a converged solution of velocity is found, we evolve the model forward in time by

updating the geometry of an ice sheet through a mass transport model.

For HO and SSA, because hydrostatic equilibrium is assumed, the mass transport model

updates the ice thickness field first through:

∂H

∂t
+∇ ·Hv̄ = Ṁs − Ṁb (3.6)

Then the model computes the surface and bottom elevation using the flotation criterion:



s = H
ρw − ρi
ρw

b = −H ρi
ρw

}
h < −rρw

ρi

s = H − r

b = r

}
h ≥ −rρw

ρi

(3.7)

For FS, the upper and lower surface is treated as free surfaces and the computed velocity is

directly applied to the boundary conditions of the mass balance equations (equation 2.5 and

2.6):


∂s

∂t
+ us

∂s

∂x
+ vs

∂s

∂y
− ws = Ṁs upper surface

∂b

∂t
+ ub

∂b

∂x
+ vb

∂b

∂y
− wb = Ṁb lower surface

(3.8)
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under the constrain that ice cannot penetrate the bedrock:

b ≥ r (3.9)

where r is the elevation of the bedrock.

3.1.4 Grounding Line Migration

After updating the geometry of ice, the grounding line position may also change, which affects

the boundary conditions at the lower surface. The methods for migrating the grounding line

are different between FS and the simplified models.

For HO and SSA, the grounding line position is solely controlled by hydrostatic equilibrium.

Therefore, the new grounding line position is actually already computed in the mass transport

model when the flotation criterion is applied. Ice is considered to be floating if the ice bottom

is higher than bedrock and grounded otherwise.

For FS, the assumption of hydrostatic equilibrium is not applied and the grounding line

position is computed by solving a contact problem (Nowicki and Wingham, 2008; Durand

et al., 2009b). If the ice bottom is higher than bedrock, the ice would be considered as

floating as in the simplified models. However, if the ice bottom is equal to the bedrock, the

normal stress, σnn = n · (σ · n), and water pressure, pw, will be compared at the base. The

ice will also be considered as floating if the water pressure is higher than the normal stress.

Now, we run the mechanical model again with the new ice geometry and grounding line

position to compute a new velocity and pressure field at this new time step and iterate this

process until the model is run for our desired time span.
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Initial state,
v0, p0, s0, b0, B0, C0

Inversion
Compute B, C

Thermal model
Compute T , B

Inversion
Compute B, C

Mechanical model
Compute v, p

Convergent? t = t + dt
Mass transport model
Compute st+dt, bt+dt

Grounding
line migration

yes

no

Figure 3.1: Schematic solution sequence of a transient ice flow model.
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3.2 Finite Element Method

The above equations are implemented with the finite element method (FEM) numerically.

The basic idea of FEM is to discretize a domain into smaller, simpler elements. Simple

equations are built for each element and then they are assembled together to model the entire

domain (Zienkiewicz and Codina, 1995). For a given set of partial differential equations:

Lu− f = 0 (3.10)

The goal of FEM is to find a set of solution ũ that minimizes the residual of these equations:

R = Lũ− f (3.11)

using the weak formulation, which is the integration form of the above differential equations:

∫
Ω

RdΩ = 0 (3.12)

In general, there is more than one degree of freedom to solve. Therefore, the residual is

weighted by a shape function φi so that every degree of freedom will have one equation:

∫
Ω

φiRdΩ = 0, i = 1, 2...N (3.13)

In numerical ice sheet modeling, we first convert the conservation laws into their weak

formulation. Then we use the Galerkin discretization method to get equations for each

element. Finally, we assemble all elements to build global equations to solve. Here, we use

the FS mechanical model as an example to show how FEM is implemented.
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3.2.1 Weak Formulation

As illustrated in section 2.2.4, the FS mechanical model is:



∂

∂x

(
2µ
∂u

∂x

)
+

∂

∂y

(
µ
∂u

∂y
+ µ

∂v

∂x

)
+

∂

∂z

(
µ
∂u

∂z
+ µ

∂w

∂x

)
− ∂p

∂x
= 0

∂

∂x

(
µ
∂u

∂y
+ µ

∂v

∂x

)
+

∂

∂y

(
2µ
∂v

∂y

)
+

∂

∂z

(
µ
∂w

∂y
+ µ

∂v

∂z

)
− ∂p

∂y
= 0

∂

∂x

(
µ
∂u

∂z
+ µ

∂w

∂x

)
+

∂

∂y

(
µ
∂v

∂z
+ µ

∂w

∂y

)
+

∂

∂z

(
2µ
∂w

∂z

)
− ∂p

∂z
− ρig = 0

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0

(3.14)

To convert this equation into its weak formulation, we need to first multiply the equations

by the shape functions (φx, φy, φz for velocity and ψ for pressure) and integrate over the

domain Ω:∫
Ω

( ∂
∂x

(
2µ
∂u

∂x

)
+

∂

∂y

(
µ
∂u

∂y
+ µ

∂v

∂x

)
+

∂

∂z

(
µ
∂u

∂z
+ µ

∂w

∂x

)
− ∂p

∂x

)
φxdΩ

+

∫
Ω

( ∂
∂x

(
µ
∂u

∂y
+ µ

∂v

∂x

)
+

∂

∂y

(
2µ
∂v

∂y

)
+

∂

∂z

(
µ
∂w

∂y
+ µ

∂v

∂z

)
− ∂p

∂y

)
φydΩ

+

∫
Ω

( ∂
∂x

(
µ
∂u

∂z
+ µ

∂w

∂x

)
+

∂

∂y

(
µ
∂v

∂z
+ µ

∂w

∂y

)
+

∂

∂z

(
2µ
∂w

∂z

)
− ∂p

∂z

)
φzdΩ

−
∫

Ω

(∂u
∂x

+
∂v

∂y
+
∂w

∂z

)
ψdΩ =

∫
Ω

ρigφzdΩ

(3.15)

After applying integration by parts and the divergence theorem, the above equation can be

rewritten as:∫
Ω

(
2µ
∂u

∂x

)∂φx

∂x
+
(
µ
∂u

∂y
+ µ

∂v

∂x

)∂φx

∂y
+
(
µ
∂u

∂z
+ µ

∂w

∂x

)∂φx

∂z
− p∂φx

∂x

+
(
µ
∂u

∂y
+ µ

∂v

∂x

)∂φy

∂x
+
(

2µ
∂v

∂y

)∂φy

∂y
+
(
µ
∂w

∂y
+ µ

∂v

∂z

)∂φy

∂z
− p∂φy

∂y

+
(
µ
∂u

∂z
+ µ

∂w

∂x

)∂φz

∂x
+
(
µ
∂v

∂z
+ µ

∂w

∂y

)∂φz

∂y
+
(

2µ
∂w

∂z

)∂φz

∂z
− p∂φz

∂z

−
(∂u
∂x

+
∂v

∂y
+
∂w

∂z

)
ψdΩ +

∫
Γ

φn · σdΓ =

∫
Ω

ρigφzdΩ

(3.16)
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where the term
∫

Γ
φn ·σdΓ includes all the Neumann boundary conditions described in Eq.

3.4.

3.2.2 Galerkin Discretization

The above weak formulation integrates the differential equations over the whole domain. To

apply FEM, we need to discretize the domain into small elements and to find solutions for

each node of these elements. By assuming equation 3.15 is true for all elements, we have for

each element:∫
Ω

(
2µ
∂u

∂x

)∂φix

∂x
+
(
µ
∂u

∂y
+ µ

∂v

∂x

)∂φix

∂y
+
(
µ
∂u

∂z
+ µ

∂w

∂x

)∂φix

∂z
− p∂φix

∂x

+
(
µ
∂u

∂y
+ µ

∂v

∂x

)∂φiy

∂x
+
(

2µ
∂v

∂y

)∂φiy

∂y
+
(
µ
∂w

∂y
+ µ

∂v

∂z

)∂φiy

∂z
− p∂φiy

∂y

+
(
µ
∂u

∂z
+ µ

∂w

∂x

)∂φiz

∂x
+
(
µ
∂v

∂z
+ µ

∂w

∂y

)∂φiz

∂y
+
(

2µ
∂w

∂z

)∂φiz

∂z
− p∂φiz

∂z

−
(∂u
∂x

+
∂v

∂y
+
∂w

∂z

)
ψidΩ +

∫
Γ

φin · σdΓ =

∫
Ω

ρigφizdΩ

(3.17)

Then, we assume the solution of the problem can be approximated by a linear combination

of the shape functions and the unknowns:



u =
Mu∑
j=1

ujφjx +
Nu∑
j=1

ujφjx

v =
Mv∑
j=1

vjφjy +
Nv∑
j=1

vjφjy

w =
Mw∑
j=1

ujφjz +
Nw∑
j=1

wjφjz

p =
Np∑
j=1

pjψj

(3.18)

where Mu,Mv and Mw are the unknowns with Dirichlet boundary conditions and Nu, Nv, Nw

and Np are the remaining unknowns. For simplicity, we assume all the Dirichlet conditions
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are zero and can be neglected in the equations. Then, the weak formulation becomes:

Nu∑
j=1

uj

∫
Ω

(
2µ
∂φjx

∂x

)∂φix

∂x
+
(
µ
∂φjx

∂y
+ µ

∂φjy

∂x

)∂φix

∂y
+
(
µ
∂φjx

∂z
+ µ

∂φjz

∂x

)∂φix

∂z
− p∂φix

∂x

+
Nv∑
j=1

vj

∫
Ω

(
µ
∂φjx

∂y
+ µ

∂φjy

∂x

)∂φiy

∂x
+
(

2µ
∂φjy

∂y

)∂φiy

∂y
+
(
µ
∂φjz

∂y
+ µ

∂φjy

∂z

)∂φiy

∂z
− p∂φiy

∂y

+
Nw∑
j=1

wj

∫
Ω

(
µ
∂φjx

∂z
+ µ

∂φjz

∂x

)∂φiz

∂x
+
(
µ
∂φjy

∂z
+ µ

∂φjz

∂y

)∂φiz

∂y
+
(

2µ
∂φjz

∂z

)∂φiz

∂z
− p∂φiz

∂z

−
Np∑
j=1

pj

∫
Ω

(∂φjx

∂x
+
∂φjy

∂y
+
∂φjz

∂z

)
ψidΩ +

∫
Γ

φin · σdΓ =

∫
Ω

ρigφizdΩ

(3.19)

The above formulation has the same number of unknowns and equations. By assembling the

equations of all elements together according to every degree of freedom, the whole problem

can be arranged into a matrix form and solved numerically:

K C

CT 0


U
P

 =

f
0

 (3.20)

The direct solution of the above matrix equation is generally not the final converged solution

as the viscosity in this system is non-linear. Picard’s iteration is therefore used to find the

true solutions. In each iteration, viscosity is updated using the velocity from the previous

iteration. The iteration is finished until pre-defined convergence threshold are reached.

3.3 Model Validation

The simulations in this thesis are all conducted using the Ice Sheet System Model (ISSM)

framework. ISSM is a coupled, thermo-mechanical, finite element, ice flow model (Larour
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et al., 2012). The three models, FS, HO and SSA are all implemented in ISSM, which makes

it practical to compare their performance (Morlighem et al., 2010; Seroussi et al., 2011).

The Marine Ice Sheet Model Intercomparison Project (MISMIP) experiment is an intercom-

parison project for marine ice-sheet models conducted in 2011 (Pattyn et al., 2012). With a

large number of participated models, its sets of experiments are used as benchmarks for ma-

rine ice sheet models that try to resolve grounding line dynamics. The MISMIP experiment

is designed for 2D flowline models. In 2013, the MISMIP3D experiments is conducted as an

extension to 3D marine ice sheet models (Pattyn et al., 2013). The SSA and HO models of

ISSM participated in these two projects and are shown to be reliable in capturing grounding

line dynamics (Pattyn et al., 2012, 2013). Here, we validate the FS model of ISSM using

these two projects.

3.3.1 MISMIP Experiment

We first validate our 2D FS flowband model with the MISMIP experiments. The original

MISMIP contains three sets of experiments. Here, we only conducted Exp.3 of MISMIP

because it has a complicated bed geometry and its grounding line migration undergoes

hysteresis.

In this experiment, the model is first run to steady state on an ideal bed that contains an

overdeepening (Fig. 3.2b). Then, the ice rheology is changed by 13 steps. In each step, the

model is run to steady state and the grounding line positions are compared between different

models. Our results, shown in Fig . 3.2, indicate that the grounding line is unstable on a ret-

rograde bed and displays a hysteresis behavior in response to perturbations in ice rheology,

which is consistent with the MISI theory (Weertman, 1974). The steady state grounding

line positions obtained by ISSM agree with the FS solution obtained by Elmer/Ice (Durand

et al., 2009a), to within 15 km. Our results are also in agreement with the analytical so-
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lution of Schoof (2007), especially in the retreating phase (step 7-13), to within 20 km. In

the advancing phase, the difference is larger, ∼50 km. However, this level of discrepancy in

grounding line position is considered to be satisfactory and has been attributed to numerical

issues associated with mesh resolution (Durand et al., 2009a; Pattyn et al., 2012). We there-

fore conclude that the FS model of ISSM is capable of reproducing the results of MISMIP

Exp 3.
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Figure 3.2: Results of MISMIP Exp 3. a) Steady state grounding line positions of MISMIP
Exp 3. Triangles are results of ISSM; circles are results of the FS solution of Elmer/Ice
Durand et al. (2009a) and the black curve is Schoof (2007) solution (Pattyn et al., 2012).
The gray arrow shows the sequence of ice rheology perturbation at each step. b) Steady
state profile at each step obtained by ISSM. Each color represents each individual step as
indicated in a). The retrograde part of the bed is shown in dashed line.

3.3.2 MISMIP3D Experiment

After the validation of our 2D model, we conduct the MISMIP3D experiments to validate

our 3D FS model. The MISMIP3D experiments are constructed on a bed with constant

slope with three phases. First, the model is run to steady state (experiment Stnd). Then, a

perturbation (maximum at 75%) is introduced to the basal friction coefficient field to make

the grounding line migrate (experiment P75S). Finally, the initial uniform basal friction
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coefficient is restored to check if the grounding line migrates back to the initial steady state

position (experiment P75S).

The results of our model and other models that participate in these experiments are sum-

marized below in Fig. 3.3. In all three experiments, our model results (HYU in Fig. 3.3)

are consistent with the majority of other models, especially with other FS models. In Exp.

Stnd, we show a steady state grounding line position that is similar to most SSA models

and FS models. In Exp. P75S, the grounding line of our model displays an advance in

the y<25 km region and a slightly retreat in the y>25 km region. Finally, in Exp. P75R,

our results display the reversibility of grounding line, which is consistent with the analysis

done by Schoof (2007). Therefore, we conclude our FS model is capable of reproducing the

MISMIP3D results and is reliable for applications on real glaciers.

3.4 Conclusion

In this chapter, we discussed the numerical implementation of a transient ice flow model. We

first described the solving sequence of the ice flow problem using conservation laws. Then,

we gave a brief explanation of the finite element method and how it is used to implement

the ice flow model. Finally, we present our model results on the MISMIP experiments to

show our model is validated.
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Figure 3.3: Results of MISMIP3D experiments from our FS model and all other participating
models (our result, shown as HYU, is added to Fig. 5 of Pattyn et al. (2013)). Each panel
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(covered by green line in some panels); red dotted line is for Exp. P75S and the green line
is for Exp. P75R. The color of the name of each model represents model types. Black is for
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Chapter 4

Modeling Calving of Thwaites Glacier

In this chapter, we present a study on the calving dynamics of Thwaites Glacier (TG)

combining a two-dimensional flowband full-Stokes (FS) model of its viscous flow with the

linear elastic fracture mechanics (LEFM) theory to model crevasse propagation and ice

fracturing. We first give an introduction about calving and the input data of our simulations.

We then compare the FS results and those obtained with simplified models with crevasses

observed from radar depth sounders. We discuss the importance of using the FS model to

model crevasse propagation and the conditions that favor the growth of crevasses.

4.1 Calving

Calving is the separation of ice blocks from glacier margins. The calved ice blocks become

icebergs in the ocean. Calving is an important process that accounts for a significant portion

of the mass loss from ice sheets. In AIS, the mass loss from calving is estimated to be 755–

1321 Gt/yr (Depoorter et al., 2013; Liu et al., 2015). This corresponds to a third to a

half of the total mass loss of AIS. Although the loss of ice shelves via calving has almost
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negligible direct impact on global mean sea level rise, its indirect impact is crucial. By

directly removing part of the ice shelves, calving reduces the buttressing of ice shelves to

grounded ice sheets. In this way, calving results in speeding up of glaciers, which leads to

further dynamical mass loss and grounding line retreat (MacGregor et al., 2012).

Large calving events have been observed on the floating ice shelf of TG (Fig. 4.1b) by satel-

lites (MacGregor et al., 2012). Densely distributed surface and bottom crevasses have been

revealed by radar depth sounders (Fig. 4.2). The calving rate of TG is currently at ∼60

Gt/yr (Depoorter et al., 2013; Rignot et al., 2013). As the glacier retreats further inland

and loses its floating section, its rate of iceberg calving is likely to increase, which would

enhance the glacier’s contribution to global sea level rise (Deconto and Pollard , 2016). It is

therefore essential to better understand and simulate the calving dynamics of TG. The calv-
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Figure 4.1: Velocity map and MODIS image of TG. a) Velocity field of TG in 2008 (Rignot
et al., 2011a). The black contour is the drainage basin of TG. b) MODIS image of the dashed
box region in a) on Nov. 01, 2012. PQ and RS are the flight tracks of the echograms shown
in Fig. 4.2. AB is the selected flowline of this study. The green line is the grounding line of
TG in 2011 (Rignot et al., 2011b).
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ing of icebergs is difficult to model because of the processes involved, such as the initiation,

propagation and orientation of crevasses, are not well understood and direct observations

are rare (Benn et al., 2007). A universal calving law is therefore missing. Most prior studies

of crevasse propagation follow the work of Nye (1957b), where crevasses propagate based

on the balance between longitudinal stress and the overburden pressure of ice (Bassis and

Walker , 2012; Nick et al., 2013; Cook et al., 2014). Although this criterion helps reproduce

ice front calving, it does not take into account the stress concentration at the rupture tip

of the crevasses. This criterion corresponds to the case of multiple closely spaced crevasses

(Weertman, 1973; Bassis and Walker , 2012; Ma et al., 2017), but it underestimates the pen-

etration depth of isolated crevasses (van der Veen, 1998a; Plate et al., 2012). To simulate

crevasse propagation at the rupture tip, it is necessary to use a fracture theory, such as

the linear elastic fracture mechanics (LEFM). This theory has been successfully applied in

prior studies to the case of crevasse propagation. van der Veen (1998a,b) used LEFM to

model penetration depth of surface and bottom crevasses. Larour et al. (2004a,b) employed

LEFM along the rupture tips of ice shelves and showed that the modeled deformation around

rupture tips matched observations of ice deformation from fine-scale radar interferometry.

Krug et al. (2014) combined LEFM with damage mechanics and reproduced the observed

calving front position of Helheim Glacier in Greenland. In their study, however, the crevasse

propagation process is not modeled. The crevasses were either zero in size or propagating

through the entire ice thickness to create a calving event.

In order to obtain a description of stresses that control crevasse propagation in a time

dependent fashion, our approach is to model the viscous flow of ice using an ice flow model

and employ the LEFM theory for crevasse propagation. We apply this approach to study

the calving dynamics of TG using the Ice Sheet System Model (ISSM) (Larour et al., 2012).

The model simulations are conducted in two dimensions (2D) along a flowline, with geometry

based on remote sensing observations. We combine various ice flow models with the LEFM

theory to investigate crevasse propagation and iceberg calving. We compare the calving
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behavior of TG using different initial geometries and different levels of complexity of the

numerical ice flow models used to calculate the stress field. We conclude on the importance

of using FS for modeling the calving processes of TG and the conditions that are conducive

to calving.

4.2 Data and Methods

4.2.1 Data

To model TG in 2D, we select a flowline at the center of its fast flowing region as shown

in Fig. 4.1. The flowline is 238 km long, with a 38 km long floating ice tongue (Fig. 4.3).

BEDMAP-2 is used for ice surface, ice bottom and bed elevation (Fretwell et al., 2013).

Over grounded ice, the bed elevation is replaced by the bed elevation computed from a mass

conservation method (Morlighem et al., 2011, 2013). At the grounding line, the two datasets

display discrepancies in the order of 100 m in a few places, but not along the particular

flowline that we selected. The ice temperature field is the steady state temperature computed

from the thermal model in ISSM (Larour et al., 2012; Seroussi et al., 2013). The thermal

model is constrained by surface temperature from the regional atmospheric climate model

RACMO2 (Lenaerts et al., 2012) and geothermal heat flux from Maule et al. (2005) and

includes both conduction and advection processes (Morlighem et al., 2010; Seroussi et al.,

2013). The ice surface velocity derived from interferometric synthetic aperture radar (InSAR)

data collected in 2008 is used to constrain the ice flow model (Rignot et al., 2011a).

The NASA Airborne Topographic Mapper (ATM) (Krabill , 2014) surface elevation data and

the CReSIS MCoRDS ice thickness data (Gogineni , 2012) provide ice surface and ice shelf

bottom elevation, respectively, along flight tracks. We use these observations to evaluate

our modeling results. Firn correction is applied to each flight track to ensure that the
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hydrostatic ice bottom calculated from surface elevation matches the observed ice bottom

along the ice shelf. Fig. 4.2 shows the echograms of two flight tracks along the ice shelf of

TG, superimposed by the bed picks from CReSIS, surface from ATM and the hydrostatic

ice bottom calculated from these datasets.
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Figure 4.2: Two echograms of Thwaites Glacier (TG). a) Echogram of flight track PQ on
Nov.02, 2009. b) Echogram of flight track RS on Nov.19, 2010. The red lines are ice surface
elevation measured by Airborne Topographic Mapper (ATM) (Krabill , 2014) and the green
lines are bed elevation calculated from hydrostatic equilibrium. The yellow lines are the
elevation of ice bottom measured by ice radar depth sounder (Gogineni , 2012). The orange
dots are the grounding line positions in 2011 (Rignot et al., 2011b).
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4.2.2 Ice Flow Model

We use the solution sequence described in Chapter 3 to compute the viscous flow of ice

(Fig. 3.1). The geometry and boundary conditions of our model are shown in Fig. 4.3. For

every experiment, we run with FS, HO and SSA and compare their results.

Since this study is conducted in 2D, several adjustments to the 3D equations are needed.

First, in the governing equations (Eq. 2.24, 2.28, 2.31), the y direction is neglected. Second,

since the y direction is neglected, the lateral drag has to be parameterized so that buttressing

from the ice shelf can be included in the model. Here, the lateral drag is represented by

adding a body force on the ice shelf in the governing equation, as in Gagliardini et al. (2010):

f = −2(n+ 1)
1
nB

W
n+1
n

u
1
n ; (4.1)

where W is the width of glacier, taken here as 130 km. Third, the convergence of ice from

upstream to downstream also needs to be taken into account to conserve mass. Here, we

first calculate the ice mass flux along the flowline. Then, we add an artificial surface mass

balance term, ṁa, to the original surface mass balance, ṁs, to ensure that the ice mass flux

is constant from the inflow boundary to the grounding line.

At the bed, we choose to use a linear friction law (q =0 and p=1 in Eq. 2.20):

τb = −α2vb (4.2)

where τb is the basal drag, vb the velocity tangential to the bed, and α the friction coefficient.

Here, α is inferred from an inversion so that the modeled surface velocity matches the

observed surface velocity (Section 2.4). In this study, the simulation time is short, the

grounding line does not migrate, and the changes in ice thickness are small. The impact of
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Figure 4.3: Geometry of the selected flowline AB and boundary conditions of the model.
The black lines are ice surface elevation, ice bottom elevation and bed elevation. The red
line is the hydrostatic bottom elevation calculated from surface elevation.

the sliding law is therefore limited and we choose to use this linear sliding law for simplicity.

4.2.3 Linear Elastic Fracture Mechanics Model

A physically-based LEFM model is used to simulate crevasse propagation. In the LEFM

theory, there are three modes to open a crevasse: mode I opening, mode II sliding and mode

III tearing (Anderson, 2005). Only mode I is considered here. The key variables in LEFM

are the stress intensity factor, K(x, z, t), and the fracture toughness, Kc. If K is larger than
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Kc, a crevasse will propagate. For a crevasse at a given location with a given stress field, K

is computed through the integration of the normal stress from the bottom of the crevasse to

the tip of the crevasse (van der Veen, 1998a). For bottom crevasses, the equations are:

K =

∫ b+h

b

2σn(z)√
πh

G(z, h,H)dz (4.3)

σn(z) = σ′xx(z) + ρwgz − ρig(s− z) (4.4)

where h is the height between the tip and the bottom of the crevasse, b the elevation of

the ice shelf bottom, H the ice thickness, σ′xx = σxx + p the deviatoric stress, with σxx the

longitudinal stress and p the pressure and G a weighting function (Krug et al., 2014). For

surface crevasses, the equations are similar with the water pressure term equal to zero since

we assume no melt water production at the surface. Kc is a material property and previous

studies showed that Kc ranges from 0.1 to 0.4 MPa m1/2 for ice (Fischer et al., 1995; Rist

et al., 1996, 2002). Here, Kc is set to 0.2 MPa m1/2 following Krug et al. (2014).

A simple algorithm for the combination of ISSM and LEFM is described in Fig. 4.4. First,

a position is chosen arbitrarily as the initial crevasse position. ISSM is used to calculate the

stress field. With this stress field at the location of the initial crevasse, the LEFM theory is

used to find the maximum heights of the surface and bottom crevasses that satisfy K > Kc.

However, this criterion is never satisfied when the crevasse depth is small (cm scale) and a

minimum depth is required. Here, we assume that a crevasse can propagate if its minimum

required depth is smaller than 1 m. This process is assumed to be instant and the stress

field is assumed to be unchanged (Duddu et al., 2013; Ma et al., 2017). Once the crevasse

is opened, its width is assumed to grow to 20 m instantaneously (our mesh resolution is 5

m). The geometry is then updated to include the new crevasses. Numerically, this is done

by migrating each node vertically, but none of the nodes are removed from the mesh. The

new ice geometry is allowed to adjust viscously with ISSM for a period of 0.01 yr during

which the crevasse becomes wider, shallower, and smoother due to the viscous deformation
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of ice. The computed pressure also becomes close to the hydrostatic pressure during this

period as the singularity in the pressure field near the crevasse tip is diminished. When

the shape of a crevasse is adjusted viscously, its width violates LEFM assumptions. The

pre-existing crevasse is therefore considered as a feature on the ice shelf and affects the

stress field computed from the viscous model. When LEFM is called again, it is applied

to an infinitesimal crevasse at the apex of the pre-existing crevasse. The new crevasse, if

it propagates, grows to 20 m wide instantly and then merges into the pre-existing crevasse

through viscous deformation. Calving is assumed to occur when the surface crevasse reaches

sea level or when the bottom crevasse reaches the ice surface (Benn et al., 2007).

•

a)

c) d)

P

b)

Figure 4.4: Schematic of the combination of ISSM and LEFM. a) Initial condition, b)
Crevasses propagate, c) Crevasses advect downstream, d) Crevasses grow.
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4.3 Model Setup

In our simulations, the horizontal resolution of the mesh is 100 m, refined to 5 m within 3

km of the initial crevasse position. Vertically, the domain is uniformly discretized into 40

layers. In total, the domain has 281,680 elements. The time step we chose is 0.0005 yr (∼4.4

hr) and the LEFM model is called every 0.01 yr. The simulations are run for 0.3 yr or until

calving occurs, whichever happens first. In all the following experiments, the ice shelf melt

rate is chosen so that the grounding line does not migrate and the ice shelf bottom has a

stable elevation (within few meters).

Five sets of experiments, labeled Exp. A–E, are conducted to simulate the propagation of

crevasses (Table. 4.1). In the first set, eleven experiments, Exp. A1–A11, are run with

infinitesimal initial crevasses, zero crevasse depth and width, at both the surface and the

bottom. In these experiments, the numbers 1–7 indicate crevasses initiated near the ground-

ing line (at distances x = 0.5, 1, 1.5, 2, 2.5, 3, 3.5 km downstream of the grounding line); the

numbers 8 and 9 indicate crevasses initiated in the middle of the ice shelf (x= 18, 28 km);

and the numbers 10 and 11 indicate crevasses near the ice front (x = 35, 36 km). The initial

crevasse positions are chosen to be more densely spaced in the grounding line region as the

stress conditions in this region are more complicated and exhibit more spatial variations.

In the next four sets of experiments, the initial glacier geometry is altered to evaluate its

impact on crevasse propagation. The second (Exp. B1–B7) and the third (Exp. C1–C3) sets

are designed to test the stability of TG with a shortened ice shelf. The length of the ice shelf

is reduced from 38 to 4 km (Exp. B) and 2 km (Exp. C), respectively. In the fourth set of

experiments (Exp. D1–D7), a 3 m deep, 100 m wide initial surface crevasse is added to the

initial geometry while the initial bottom crevasse is still kept as an infinitesimal crevasse. In

the last set (Exp. E1–E7), we undercut the ice shelf front of a 4 km–long ice shelf by 400 m
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Experiment Set Number of Experiments Experiment Characteristics

A 11 Current geometry with infinitesimal initial crevasses

B 7 4 km ice shelf

C 4 2 km ice shelf

D 7 3 m initial surface crevasse

E 7 4 km ice shelf with 400 m high, 400 m wide undercutting

Table 4.1: Summary of the initial set up of experiments.

over the last 400 m. The initial crevasse positions for experiments B-E are the same as Exp.

A.

4.4 Results

4.4.1 Inversion

The inversion results of FS, HO and SSA are shown in Fig. 4.5. For all three models, the

inferred basal friction coefficient, α, has similar values and spatial patterns. The modeled ice

surface velocities are in reasonable agreement. The modeled surface velocity after inversion

closely matches the observed surface velocity over grounded ice. However, there remains a

200 m/yr, or 6%, difference in the grounding line region and on the ice shelf. We attribute this

discrepancy to errors in ice rheology and uncertainties associated with the parameterization

of the lateral drag.

4.4.2 Observed Crevasses

In the data acquired by NASA ATM and CReSIS MCoRDS from 2009 to 2014 (Gogineni ,

2012; Krabill , 2014), we find that surface and bottom crevasses are densely distributed on the

ice shelf of TG (Fig. 4.1b and Fig. 4.2). With these data, we estimate the height and width
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Figure 4.5: Inversion results of basal friction on flowline AB. a) Friction coefficient inferred
with all three models (FS, HO and SSA). b) Comparison of modeled surface velocity and
observed surface velocity for all three models.

of each surface and bottom crevasse (crevasses narrower than 200 m are neglected because

of the high uncertainties in their depth and width). The results are shown in Fig. 4.6. We

find that the mean height is 18.7 m for surface crevasses and 103.1 m for bottom crevasses.

The height of surface crevasse ranges from 2–82 m, but 90% of them are within 2–40 m. The

height of bottom crevasses ranges from 20–270 m. The mean width for surface and bottom

crevasses are 821 m and 724 m, respectively, and 80% of the crevasses have a width ranging

from 300 m to 1000 m. The nominal measurement error is 10 cm for the ATM-derived ice

surface elevation. However, at some data points, especially on the ice shelf, the error can

reach a few meters (Krabill , 2014). The measurement error for the MCoRDS-derived ice

bottom elevation is 14 m (Gogineni , 2012).
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Figure 4.6: Comparison of the shape of observed and modeled crevasses. a) Depth and
width of surface crevasses. b) Depth and width of bottom crevasse. Blue dots are observed
crevasses and red dots are modeled crevasses from Exp. A. Gray lines and gray dots are the
evolution of the shape of modeled crevasses.

4.4.3 Deviation from Hydrostatic Equilibrium

In the grounding line region, i.e. within 5–10 km downstream of the grounding line, ice is

pushed down below hydrostatic equilibrium because of a bending moment applied on the

ice that arises as the basal regime changes abruptly across the grounding line. In TG, the

ice is tens of meters below hydrostatic equilibrium (Fretwell et al., 2013). In our selected

flowline, the maximum deviation is 85 m. In the two flight tracks shown in Fig. 4.2, we find

a maximum deviation of 130 m for track PQ and 122 m for track RS. In addition, in the

region where surface and bottom crevasses are present, the deviation is larger and measured

in hundreds of meters (Fig. 4.2). In the FS solution, it is possible to account for this non-

hydrostatic condition. For instance, we obtain a maximum deviation of 68 m in a steady

state solution for our selected flowline.
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4.4.4 Crevasse Propagation

The evolution of K for selected experiments with different models is shown in Fig. 4.7. For

HO and SSA, the crevasses do not propagate if the initial crevasse position is >2000 m

downstream of the grounding line. When the crevasse propagates, the stress intensity factor

decreases. The crevasse then stops growing when K < Kc and closes up due to the viscous

deformation. At the end of the simulations, the bottom crevasse never exceeds 50 m, which

is small compared to observations (Fig. 4.6). In other words, the combination of LEFM

with HO and SSA cannot produce deep crevasses and calving events due to their inherent

assumption of hydrostatic equilibrium. In the remainder of the study, we therefore only

discuss the FS case.

In the first set of experiments (Exp. A1–A11), with the initial geometry and infinitesimal

crevasses on the top and the bottom of the ice shelf, the crevasses of all eleven cases stop

growing at the end of the simulations and none produce a calving event (Fig. 4.8). The

final height of bottom crevasses is 200–300 m near the grounding line (Exp. A1–A7) and

50–100 m downstream (Exp. A8–A11). The surface crevasses are one order of magnitude

smaller, 10–15 m near the grounding line and 2–5 m downstream. The width of all crevasses

is between 400 and 500 m. The results of the experiments with varying initial geometries

are shown in Fig. 4.9. With an ice shelf shortened to 4 km, calving occurs within 1 km of

the ice front (Exp. B6 and B7, Fig. 4.9a) and the other experiments (Exp. B1–B5) have

results similar to the initial 38 km long ice shelf (Exp. A1–A5), i.e. the final bottom crevasse

height does not exceed 200–300 m. With an ice shelf shortened to 2 km, calving occurs in

all three experiments (Exp. C1–C3, Fig. 4.9b). In Exp. D1–D7, where we add a 3 m deep,

100 m wide, initial surface crevasse, calving occurs for crevasses located within 1.5 km of the

grounding line (Exp. D1–D3, Fig. 4.9c). Further downstream (Exp. D4–D7), the crevasse

propagation is identical to the case with infinitesimal surface crevasses (Exp. A4–A7).
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Figure 4.7: Stress intensity factor as a function of depth. a) Surface crevasse with initial
crevasse position at x=500 m. b) Bottom crevasse with initial crevasse position at x=500
m. c) Surface crevasse with initial crevasse position at x=3500 m. d) Bottom crevasse with
initial crevasse position at x=3500 m. Red, green and blue lines are corresponding to the
FS, HO and SSA model. Solid and dashed lines are corresponding to the beginning and the
end of each simulation. (The stress intensity factor for surface crevasse of FS at x=500 m,
t=0.3 yr is not shown because it is negative at all depth.) The crevasse propagates if its
minimum required depth is smaller than 1 m, (i.e., if the curve passes through the fourth
quadrant).

In the last set, where the ice shelf is shortened and undercut, we find that calving occurs

within 1.5 km of the ice front (Exp. E5–E7, Fig. 4.9d). In regions where calving does

not occur, undercutting vanishes slowly within 0.1 yr due to the viscous deformation and

downstream advection of ice.

Among all experiments, only Exp. B6 produces calving caused by a surface crevasse propa-

gating to sea level and it takes 0.24 yr for the calving to occur. For all other calving cases,

calving occurs because a bottom crevasse propagates to sea level and the process is five times
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more rapid, i.e. within 0.05 yr. For the cases that calving does not take place, the crevasses

stop growing before the end of the simulations. In Exp. A5–A11, the modeled crevasses

undergo a non-monotonic evolution where the depth of the crevasses decrease in a few time

steps during the simulation (Fig. 4.8). This evolution is caused by the temporal change in

K. K decreases when the crevasse propagates until it stops growing. K then increases when

the crevasse become shallower viscously until it can propagate again.

4.5 Discussion

The width and depth of surface and bottom crevasses produced by our crevasse propagation

experiments with FS are within the range of the width and depth of surface and bottom

crevasses observed by ice radar sounders (Fig. 4.6). This suggests that the combination of FS

with the LEFM theory is a realistic way to model crevasse propagation and iceberg calving.
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Some observed crevasses are wider than our modeled crevasses because the width of the

crevasse is still increasing at the end of our simulations (the depth is stable). Furthermore,

we do not include ocean forcing in our model, which could affect crevasse growth. There

are also some observed surface crevasses that are much deeper than our modeled crevasse.

However, a number of these surface crevasses correspond to rift, i.e. ice surface is close to

sea level, hence nearly equivalent to calving events. With HO and SSA, however, because of

the assumption of hydrostatic equilibrium, the water pressure term and the overburden ice
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pressure term in Eq. (20) cancel each other at the bottom of the ice shelf and thus the bottom

crevasses are unable to grow to a size that matches observations. With the non-hydrostatic

condition included, the two pressure terms in Eq. (20) do not cancel each other with FS in

the region near the grounding line or the region with crevasses, which helps propagate the

crevasses. In the radar echograms, large bottom crevasses (over 100 m) are also observed

along the ice shelf, tens of kilometers downstream of the grounding line. According to our

results from Exp. A, the crevasses formed in the grounding line region stop growing once

they reach a stable size. Therefore, we posit that these crevasses are the result of advection

of crevasses formed upstream. In summary, the non-hydrostatic condition plays a major role

in crevasse formation. Not accounting for this condition makes it difficult to explain the

observed crevasse pattern.

In our simulations, we find that crevasses propagate significantly faster near the ice front

when the ice shelf is shortened. In principle, the length of a nearly non-confined ice shelf,

such as the floating ice tongue of TG, should not have a major impact on the buttressing

that the ice shelf exerts on grounded ice. Here, we find that the propagation of crevasses

near the ice front, while limited for the initial 38 km-long ice shelf, becomes significantly

enhanced with a shortened ice shelf. When the ice shelf is shortened, the longitudinal stress

near the ice front increases at the surface and decreases at the bottom. The increase in

the surface stress makes it easier for the surface crevasse to propagate, while the decrease

in bottom stress prevents the propagation of the bottom crevasse. Over time, the stress

at the bottom increases and the surface crevasse grows. The bottom crevasse is then able

to propagate quickly through the entire ice column to cause calving because of the large

difference between the water pressure and the overburden ice pressure. If calving takes place

and creates a shorter ice shelf, our model predicts that the new ice shelf will be more prone

to calving, i.e. a positive feedback.
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When an initial crevasse of 3 m depth and 100 m width is added to the surface, we find that

the surface crevasse grows quickly to 35 m before the bottom crevasse starts to propagate.

The large difference between the water pressure and the overburden ice pressure at the bot-

tom however, makes the bottom crevasse propagate rapidly through the entire ice thickness

and produces calving. This is consistent with Bassis and Walker (2012), who suggested that

ice shelves are difficult to form in the presence of pre-existing crevasses. However, long ice

shelves calving at the grounding line region is not something commonly observed on TG.

Three reasons might explain this result. One reason is that we assume that a surface crevasse

aligns perfectly with an infinitesimal crevasse at the bottom, which is not certain. A second

one is that bottom crevasses could also form from thermal cracking (Humbert and Stein-

hage, 2011; Vaughan et al., 2012), in particular not aligned with a surface crevasse. Thermal

cracking would facilitate the propagation of a bottom crevasse. If the corresponding surface

crevasse remains shallow, the seawater-filled bottom crevasse formed by thermal cracking

will not propagate far because the difference between the water pressure and the overburden

ice pressure will be smaller than in the presence of a deep surface crevasse. The third reason

is that most surface crevasses are formed in train, whereas here we only model one. A train

of crevasses creates a shielding effect, which effectively reduces the stress concentration at

rupture tips and anneals the propagation of crevasses (van der Veen, 1998a; Krug et al.,

2014).

Undercutting on the ice front is a common feature, especially for tidewater glaciers with

a short to non-existent floating section (Rignot et al., 2010). In a prior study, O’Leary

and Christoffersen (2013) suggested that undercutting leads to significant changes in the

stress field that enhances calving. Cook et al. (2014) argued, however, that the changes in

stress field are only significant in diagnostic simulations and is much smaller in prognostic

simulations. Krug et al. (2015) also showed that undercutting has no effect on the glacier

mass balance on annual time scales. Here, we find that undercutting does affect the stress

field significantly near the ice front but its impact on calving depends on the time scale of
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calving events. Undercutting increases the surface stress and decreases the bottom stress

just as in the case of a shorter ice shelf and thus induces a similar type of calving. The

influence of the stress field is however time dependent due to the viscous adjustment of ice.

In our simulations, we find that if the undercutting is not large enough to produce calving

within about 0.1 yr, then it will have no impact on calving. If calving occurs on shorter time

scales, then undercutting significantly enhances the process. The high melt that produces

undercutting, however, is not considered in our simulation. If the high melt is sustained,

which depends on the seasonal variability of thermal forcing from the ocean, the time scale of

undercutting will be longer. This conclusion may help reconcile the previous studies because

it shows that the impact of undercutting depends on the time scale of calving events. We

conclude that the impact of undercutting will be more significant for fast-moving glaciers

with high calving rates than for slow moving glaciers with low calving rates. A high calving

rate will give less time for the glacier to adjust viscously to the undercutting than for a slow

calving glacier. As a conjecture, since glaciers with a high calving rate have more impact on

the total mass balance, we conclude that undercutting is an important factor in the study

of calving dynamics.

In this study, the simulations are conducted in a 2D flowband model with one crevasse

propagation event. It would be of interest to generalize the present simulation to a 3D

geometry with the inclusion of multiple crevasses and a moving ice front. In 3D, a better

representation of the lateral shear and a complete surface/bed geometry will provide a more

realistic context for the models. The simulation of a series of calving events with a train

of crevasses over a long time period would provide more realistic information about how a

glacier will respond to a calving event in terms of the migration of its grounding line and

the evolution of its ice speed. It would also be useful to include in the current model the

subcritical propagation or the damage mechanics, which is needed to improve the simulation

of the initial propagation from an infinitesimal crevasse to a ∼1 m deep, ∼10 m wide crevasse
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(Weiss , 2004; Krug et al., 2014). With these additions, we would be in a better position to

project calving events.

4.6 Conclusions

In this chapter, we presented our results on simulating calving and the crevasse propagation

of TG using a two-dimensional flowband full-Stokes model coupled with the LEFM theory.

We found that FS combined with LEFM produces crevasses consistent in width and depth

with observations and produces calving events, whereas the HO and SSA models do not.

The reason for the propagation of crevasses is the existence of a non-hydrostatic condition of

ice immediately downstream of the grounding line, which is not accounted for in simplified

models that assume hydrostatic equilibrium on the ice shelf. We also found that calving

is enhanced in the presence of pre-existing surface crevasses, shorter ice shelves, or if the

ice front is undercut. We conclude from our results that it is important to consider the

full stress regime of ice in the grounding line region to replicate the conditions conducive to

calving events, especially the non-hydrostatic condition that is critical to the propagation

the crevasses.
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Chapter 5

Modeling the Retreat of Thwaites

Glacier under Enhanced Ice Shelf

Melting

In this chapter, we present a study that simulates the evolution of Thwaites Glacier (TG)

under enhanced ice shelf melting with various model configurations. First, we give an in-

troduction of the importance of ice shelf melting to TG, the input data we use, and the

setup of our simulations. Next, we describe our model results with different ice flow models

and different ice shelf melt scenarios. We then discuss the cause of the differences among

different model configurations and the stability of TG over the next century.

5.1 Ice Shelf Melting of Thwaites Glacier

Ice shelf melting is an important process for the ablation of the Antarctic Ice Sheet (AIS).

The total amount of ice shelf melt is estimated to be 1454–1516 Gt/year, which is larger than
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the estimated 755–1321 Gt/yr mass loss from calving (Depoorter et al., 2013; Liu et al., 2015;

Rignot et al., 2013). Similarly to calving, the direct impact of ice shelf melting on global

sea level rise is negligible. However, the thinning of ice shelves reduces the buttressing to

grounded ice sheet, speeds up the ice sheet and leads to grounding line retreat and mass loss

over the entire ice sheet.

Thwaites Glacier (TG), located in the Amundsen Sea Embayment (ASE) of West Antarctica,

is one of the glaciers experiencing the highest ice shelf melt rate in Antarctica. In the past

few decades, the warming of the tropical Atlantic Ocean, the Indian Ocean and the cooling

of the eastern Pacific changed the atmospheric circulation in West Antarctica and deepens

the Amundsen Sea low through teleconnection (Li et al., 2015). The deepening of the

Amundsen Sea low strengthens the westerly wind, which modifies the ocean circulation and

helps the warm Circumpolar Deep Water (CDW) to intrude into the ASE (Spence et al.,

2014; Scambos et al., 2017). In-situ measurements in ASE conducted in 2007 have shown that

the thermal forcing (difference between in-situ ocean temperature and the in-situ freezing

point of seawater) at the ice front of TG is over 2◦C below -300 m and reaches 4.34◦C below

-1200 m (Fig. 5.1). This warm water intrusion enhanced ice shelf melt under the ice shelf of

TG. The mass loss from ice shelf melt is currently ∼97.5±7 Gt/yr (Rignot et al., 2013).This

process thins the ice shelf and triggers the dynamic mass loss of TG (Schoof , 2007; Goldberg

et al., 2009).

For a marine-terminating glacier, bed topography also plays a crucial role in controlling the

grounding line stability. According to the marine ice sheet instability (MISI) theory, in 2D,

a grounding line position is stable when sitting on a prograde bed, i.e., a bed elevation that

increases in the inland direction, and unstable when sitting on a retrograde bed (Weertman,

1974). In 3D, glaciers on retrograde bed are conditional stable due to the buttressing from

ice shelves and lateral drag (Gudmundsson et al., 2012). The grounding line of the central

trunk of TG is currently sitting on a subglacial ridge on the western part of the glacier.
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Figure 5.1: Thermal forcing across Amundsen Sea Embayment from conductivity-
temperature-depth (CTD) measurements conducted in summer 2007 and 2009 (Jacobs et al.,
2012).

Upstream of the ridge, the bed is mostly retrograde until the ice divide (Fig. 5.2b), which

indicates limited stability to changes (Hughes , 1981; Rignot et al., 2014; Joughin et al., 2014).

Therefore, the initiation of retreat from enhanced ice shelf melting may lead to self-sustained

retreat of the glacier. According to prior studies, TG may experience continuous and rapid

mass loss in the future and may have already entered the phase of collapse, which would

mean a 59 cm increase of global mean sea level (Parizek et al., 2013; Joughin et al., 2014;

Feldmann and Levermann, 2015; Seroussi et al., 2017).
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To assess the future of TG, we need numerical models. Based on prior studies, TG will

experience continuous and rapid retreat, however, the timing and extent of the projected

retreat varies significantly among models (Parizek et al., 2013; Joughin et al., 2014; Feldmann

and Levermann, 2015; Seroussi et al., 2017; Rignot et al., 2014; Cornford et al., 2015). One

important factor explaining the differences among models is that they employ different model

configurations and ocean forcings, so it is not clear which model best captures the behavior of

TG. To simulate the evolution of TG, it is important to model the grounding line migration

accurately. The grounding line position is key to the stability of marine-terminating glaciers,

but it is difficult to model numerically because the sharp transition from grounded ice to

floating ice involves a transition in stress field (Vieli and Payne, 2005; Nowicki and Wingham,

2008; Favier et al., 2012). A full-Stokes (FS) model is required in this transition region to

capture the complete ice physics (Durand et al., 2009a; Morlighem et al., 2010). Most prior

ice sheet models applied to TG, however, used simplified physics (Seroussi et al., 2017;

Joughin et al., 2014). In that context, the treatment of ice shelf melt near the grounding

line and the choice of the friction law may have a significant impact on the rate of grounding

line retreat and glacier mass loss (Seroussi et al., 2014; Golledge et al., 2015; Arthern and

Williams , 2017; Brondex et al., 2017).

In this chapter, we simulate the dynamics and evolution of TG for 100 years using the Ice

Sheet System Model (ISSM) (Larour et al., 2012). To investigate the impact of different

configurations, we apply three different stress balance models (FS and two approximations),

two treatments of ice shelf melt near the grounding line, and two friction laws. For each of

these twelve models, we employ six different ice shelf melt scenarios parameterized to match

prior ocean model results and satellite observations and to encompass a realistic regime of

ice shelf melt ranging from cold conditions with low access of CDW to the glacier to warm

conditions with enhanced access of CDW. We compare the results from the different models

and conclude on the evolution of TG over the coming century based on the model results.
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Figure 5.2: (a) Surface velocity of Thwaites in 2008 derived from InSAR (Rignot et al.,
2011a). (b) Bed elevation of Thwaites (Morlighem et al., 2011; Millan et al., 2017). The
green line in (a) and the red line in (b) are the grounding line position in 2011 (Rignot et al.,
2011b). The black contour is the drainage basin of Thwaites and the black dashed box is
the region shown in Fig. 5.7

5.2 Data and Methods

5.2.1 Data

We conduct numerical simulations of the ice flow of TG over its entire drainage basin

(Fig. 5.2). We use BEDMAP-2 data for ice surface elevation and ice shelf draft elevation

(Fretwell et al., 2013), the bed elevation from mass conservation on grounded ice (Morlighem

et al., 2011, 2013) and the sea floor bathymetry from a gravity inversion beneath floating ice

(Millan et al., 2017). We use the surface temperature field from the regional atmospheric

climate model RACMO2.3 (Lenaerts and van den Broeke, 2012) and the geothermal heat

flux from Shapiro and Ritzwoller (2004) to compute the steady state temperature field of

TG (Seroussi et al., 2017). The surface mass balance is from the RACMO 2.3 (Lenaerts and
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van den Broeke, 2012). The ice surface velocity (Fig. 5.2a) is from interferometric synthetic

aperture radar for the year 2008 (Rignot et al., 2011a).

5.2.2 Ice Flow Model

In this study, we follow the solution sequence described in Chapter 3 to solve the ice flow

problem (Fig. 3.1). The three stress balance models, FS, HO and SSA are run and their

results are compared.

During the simulation, the position of the grounding line lies within the elements of the mesh.

Numerical models implement ice shelf melt in these partially floating elements differently.

Some models apply melt in proportion to the floating area fraction of each element, while

some models only apply melt to fully floating elements. In our simulations, we quantify the

difference between these two types of implementations by running both of them. We refer

these two sets of experiments as Melt and Nomelt in this thesis.

We also apply two different friction laws. The first one is a linearzed Weertman friction law,

where the basal drag is proportional to basal velocity (q=0 and p=1 in equation 2.20):

τb = −Cvb (5.1)

The second one is a Budd friction law, where the basal drag is proportional to both the

basal velocity and the effective pressure (the difference between overburden ice pressure and

hydrostatic pressure) at the base (q=1 and p=1)

τb = −CNvb (5.2)

N = ρigH + ρwgb (5.3)
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Here, to focus on the impact of the effective pressure, we choose to use linear friction laws

(p=1). However, non-linear friction laws could lead to different model behaviors. We refer

to these two sets of experiments as Weertman and Budd experiments.

The ensemble of stress balance models, ice shelf melt implementations, and friction laws lead

to 12 different sets of experiments.

The boundary conditions are the same for all sets of experiments apart from the friction

law as described in chapter 2. The calving front position is kept constant throughout our

simulations.

5.2.3 Ice shelf melt scenarios

To simulate the response of TG to enhanced ice shelf melting, we run the model with six

different ice shelf melt scenarios. In all scenarios, the ice shelf melt rate is parameterized as

a function of ice shelf basal elevation and is set to 0 above 150 m depth. In the first scenario,

the ice shelf melt rate linearly increases to a maximum of 80 m/yr at 1000 m depth. Below

1000 m depth, the ice shelf melt rate is kept constant at 80 m/yr. This scenario originates

from simulations using the coupled ISSM/MITgcm ice-ocean model for year 1992 (Fig. 5.3)

(Seroussi et al., 2017). Year 1992 was a cold year with a low ice shelf melt rate in ASE

compared to the average over the past 30 years (Schodlok et al., 2012), which makes this

scenario representative of relatively cold ocean conditions. With this parameterization, the

mass loss from ice shelf melt for TG is 73.7 Gt/yr at the beginning of the simulation. This

value is close to the estimated ice shelf melt of 69 Gt/yr from Depoorter et al. (2013) and

24% less than the 97.5 Gt/yr for the years 2003-2008 in Rignot et al. (2013) .

In the other five scenarios, we change the maximum ice shelf melt rate and the depth where

the maximum melt occurs. To constrain the range of ice shelf melt rates, we compute the
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Figure 5.3: Ice shelf melt rate computed from a coupled ice-ocean model as a function of
ice bottom depth (blue dots) and parameterized ice shelf melt rate (red line) from linear
regression (Seroussi et al., 2017).

ice shelf melt rate using the mass conservation method as in (Rignot et al., 2013):

ṁs − ṁb =
∂H

∂t
+∇ · (Hv̄) (5.4)

where ṁb is the ice shelf melt rate, ṁs the surface mass balance, H the ice thickness and

v̄ the depth average velocity. We use the same dataset in this computation as we used in

our simulations: 2008 surface velocity from InSAR, ice thickness from Bedmap2, and the

bathymetry of ASE (Rignot et al., 2011c; Fretwell et al., 2013; Millan et al., 2017). We

then make the assumptions that the depth-averaged velocity is equal to the surface velocity
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and ∂H
∂t

(one magnitude smaller than ṁb in TG) is equal to 0. In this way, we found the

maximum ice shelf melt rate is ∼125 m/yr, or 50% larger than the first scenario, and the

high melt mostly occurs near the grounding line (Fig. 5.4). Field measurements are also

used to estimate the ice shelf melt rate of TG. In 2007, which is a warm year, the nearby

Pine Island Glacier experienced ∼50% more melt compared to 1992 (Schodlok et al., 2012).

Therefore, in the second scenario, we increase the maximum ice shelf melt rate by 50% to

120 m/yr to represent warm ocean conditions.

As Jacobs et al. (2012) showed in 2007, the thermal forcing, which is the difference between

the in-situ ocean temperature and the in-situ freezing point of seawater, exceeded +4◦C at

the ice front of TG, which implied almost undiluted CDW (Fig. 5.1). This indicates that the

potential of further increase in ice shelf melt rate is limited. Therefore, in the third scenario,

we choose to increase the maximum ice shelf melt rate by another 40 m/yr to 160 m/yr to

represent extreme warmth.

We also vary the depth at which the ice shelf melt rate reaches its maximum. Ocean ob-

servations show that the bottom of the thermocline has been relatively constant at 700 m

depth in the past two decades in ASE (Dutrieux et al., 2014). Accordingly, we run three

additional ice shelf melt scenarios with the maximum ice shelf melt rate (80 m/yr, 120 m/yr,

160 m/yr) occurs below 700 m instead of 1000 m (Fig. 5.5).

Overall, we run a total of 72 simulations (6 ice shelf melt scenarios by 12 models). We name

our simulations from the combination of their ice shelf melt scenario, stress balance equation,

ice shelf melt treatment and friction law. For instance, Exp. 80 1000 FS Nomelt Budd

represents the experiment conducted with a maximum of 80 m/yr ice shelf melt rate below

1000 m depth, FS stress balance model, ice shelf melt only applied to fully floating elements,

and a Budd friction law.
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Figure 5.4: Ice shelf melt rate of Thwaites Glacier computed from mass conservation.

5.2.4 Initial model setup

The mesh is constructed using an anisotropic metric based on ice surface velocity and distance

to the grounding line, and comprises the entire drainage basin of TG. The horizontal mesh

spacing is 300 m in the grounding line region, progressively increasing to 10 km in the interior
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Figure 5.5: Ice shelf melt rate parameterization for all sets of experiments.

of the ice sheet. Vertically, the domain is divided into 8 vertical layers that are denser at

the bottom. In total, our mesh includes 561,799 triangular prismatic elements.

In order to relax the model while maintaining a good fit with surface observations, we adopt

the following procedure. We first conduct an inversion of the basal friction coefficient over

the grounded ice and of the ice viscosity parameter over the floating ice to best match

modeled surface velocity with the observed surface velocity (Morlighem et al., 2010). After

the inversion, we find a rapid change in ice velocity of a few 100 m/yr at the grounding line

in transient simulations due to inconsistencies between datasets (Seroussi et al., 2011). To

avoid this problem, we run the model for 0.5 yr to relax the model and perform a second

inversion. We repeat this procedure 4 times until we reach a stable solution. After these
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iterative steps, the modeled velocity is consistent with observations at the beginning of

transient simulations, within 50 m/yr (Fig. 5.6). Note that the inversions for ice viscosity

parameter and basal friction are conducted independently for the three ice flow models so

that each model has its own, self-consistent initial set up. The inversions are conducted with

the Weertman friction law. For the Budd friction law, the friction coefficient is computed

directly through Cb = Cw/N to ensure same initial basal conditions for the two sets of

experiments.

FS is more sensitive to mesh resolution than HO and SSA and requires a higher mesh

resolution in the interior than other models in order to converge. To avoid the computational

cost of a high resolution FS modeling over the entire basin, we use a tiling method to apply

FS within 150 km of the grounding line and HO in the interior (Seroussi et al., 2012). In this

manner, we insure that the FS model is computationally efficient, the results are reliable,

and the regions where the grounding line retreats are modeled using FS.

5.3 Results

5.3.1 Inversion

The inversion results are shown in Fig. 5.6. The inversion is not supported with the tiling

method. Therefore, for the FS model, we do inversion with FS over the whole domain.

Then, we combine the inferred basal friction coefficient from HO and FS for the basal friction

coefficient of the FS model. Therefore, the inferred basal friction coefficient is the same for

HO and FS in the interior of TG. The pattern of basal friction coefficient is the same for

all models, with high friction near the ice divide and low friction in the deep basin. SSA

needs a smaller friction coefficient than HO and FS to match observed velocity because of

the neglected vertical shear. The inferred ice viscosity parameter over floating ice is also
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similar for the three models with stiff ice near the grounding line and soft ice at the junction

between the eastern ice shelf and the main trunk.

After the inversion, the mismatch between modeled and observed surface velocity is small,

i.e. within 200 m/yr in the fast moving region and within 30 m/yr for HO and SSA in the

interior. For FS, the difference is large in the interior, about 100 m/yr due to the tiling

method, but this difference has limited impact on our results since it takes place far from

the grounding line region (>100 km) and the changes in that region are relatively small.

5.3.2 Grounding line retreat and mass loss

In transient simulations, the results display a consistent, general pattern of retreat, with

different magnitude of mass loss and rates of grounding line retreat. Overall, the grounding

line retreats faster on the eastern side of the glacier and tends to remain stable on the western

side. A sustained mass loss is obtained for all simulations.

The evolution of the grounding line position for all 12 models with the lowest (80 1000)

and highest ice shelf melt (160 700) scenarios is shown in Fig. 5.7. The grounding line

retreat shows distinct features on the eastern and western sides due to bed topography. On

the eastern side, the grounding line retreats continuously in all experiments for 30-65 km.

The main difference among the simulations is whether and when the grounding line retreats

over the subglacial ridge 35 km upstream of its present location. On the western side, the

grounding line is stable with only small retreat in all cases except for the Melt experiments

in high ice shelf melt scenarios. However, once the grounding line starts to retreat in the

west, it retreats rapidly at more than 1 km/yr. The changes in grounded area are consistent

with the grounding line migration (Fig. 5.9), i.e., limited change when the grounding line sits

on a subglacial ridge and faster change when the grounding line retreats along retrograde or

flat bed.
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Figure 5.6: Inversion results. a) Inferred basal friction coefficient for SSA, HO and FS models.
b) Depth average of inferred ice rheology for the three models. c) Difference between inferred
surface velocity and observed surface velocity for the three models.
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Figure 5.7: Grounding line evolution of all models with the two end members ice shelf melt
scenarios, overlaid on the bed elevation map of Thwaites Glacier, West Antarctica. Each
panel represents one simulation. Within each panel, the grounding line positions are plotted
every 5 years.
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Along with the retreat of the grounding line, strong surface thinning and mass loss is pro-

duced during all simulations. The average surface thinning rate is shown in Fig. 5.8. In the

region where the grounding line retreats, the average surface thinning rate is over 5 m/yr.

The thinning signal also propagates upstream. In all simulations where the grounding line

does not retreat over the western subglacial ridge, > 1 m/yr thinning rate is found within

70–150 km upstream of the initial grounding line position on the eastern side. On the west-

ern side, the thinning rate is relatively small. In the experiments where the western ridge is

retreated over, surface thinning becomes more uniform and spread more upstream. At the

end of these simulations, the average thinning rates are > 1 m/yr 160-220 km upstream of

the current grounding line across the whole glacier width.

The mass loss is significant and rapid in all simulations (Fig. 5.9). The loss in volume above

flotation (VAF) is closer to linear than grounded area loss due to the relatively constant

thinning rate in the interior. Combining all simulations, the VAF loss is equivalent to a

15–42 mm global mean sea level (GMSL) rise in 100 years.

5.3.3 Difference among simulations

The response of TG to ocean melting differs when using different stress balance models,

ice shelf melt implementations and friction laws. Among the three stress balance models,

FS shows more grounding line retreat than HO and SSA, except in the Melt Weertman

experiments, where HO retreats the most. In the Nomelt and Melt Budd experiments,

FS produces 5-40% more grounded area loss than HO and SSA. In the Melt Weertman

experiments, FS has 10% less retreat than HO and 15% more than SSA. In the VAF

loss perspective, the three models are closer to each other. SSA shows more VAF loss in

the Budd experiments, while FS shows more VAF loss in the Weertman experiments. The

overall differences are within 20%.
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Figure 5.8: Average surface thinning rate over the whole simulations of all model configura-
tions with the two end member ice shelf melt scenarios.
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The grounding line retreat rate is significantly reduced in the Nomelt experiments compared

to the Melt experiments. The total grounded area loss is reduced by 35-65% and the VAF

loss is reduced by 15-40%. The choice of friction law also has a significant impact on the

results. The Budd friction law produces more grounding line retreat (10-50%) and more

VAF loss (15-90%) than the Weertman friction law. The Budd experiments also display a

higher sensitivity to ocean forcing than the Weertman experiments.

Different ice shelf melt scenarios have significant impact on the behavior of TG. A higher

ice shelf melt rate always leads to more retreat. However, the sensitivity to changes in ice

shelf melt rate varies among the models. The Melt experiments with FS or HO and Budd

friction law are more sensitive to ocean forcing than the Nomelt experiments with SSA and

Weertman friction law.

5.4 Discussion

5.4.1 Impact of the stress balance models

In our simulations, the stress balance models produce different results for several reasons.

First, the model physics are different. With the inclusion of vertical shear and bridging effects

in the stress field, the ice viscosity in FS is lowered, which leads to a larger acceleration as

the grounding line retreats. In the MISMIP3D experiments, for example, using the same

initial setting, the modeled ice velocity of FS is faster than HO by 0-5%, and HO is faster

than SSA by another 0-5% (Pattyn et al., 2013). Second, the grounding line positions are

computed differently. For HO and SSA, it is computed through hydrostatic equilibrium,

which compares the bottom water pressure with the overburden ice pressure. For FS, the

bottom water pressure is compared with the normal stress at the base, which deviates from

the overburden ice pressure by a few percent. In the grounding line region, and in particular,
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Figure 5.9: Grounded area and volume above flotation (VAF) loss of Thwaites Glacier, West
Antarctica in all experiments.
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in the bending zone of the glacier, ice is pushed below hydrostatic equilibrium because of

the bending moment of the ice as it tries to reach hydrostatic equilibrium in the ocean water

(Rignot , 2001; Yu et al., 2017). As a result of this non-hydrostatic condition, the vertical

velocity is high downstream of the grounding line, which produces high vertical shear that

decreases the normal stress at the base. Moreover, the horizontal stretching of ice is large

in the grounding line region, which reduces the normal stress at the ice base (van der Veen

and Whillans , 1989; Pattyn et al., 2013).

Numerical issues also contribute to the differences among the models. We conduct inversions

for each model separately to make sure that they best fit the observations. Hence, the initial

conditions are slightly different for each model, which sets them up on different trajectories.

In transient simulations, small differences in initial conditions may accumulate with time and

lead to further significant differences in the model outcomes. Here, SSA has a higher rate of

VAF loss than grounded area loss with respected to HO and FS. This is due to the higher

thinning rate in the interior simulated by SSA. This sensitivity to initial conditions indicates

that we need better constraints for the inversion process. For instance, we should infer the

basal friction coefficient and ice viscosity parameter using a series of observed velocities, as

in Goldberg et al. (2015), rather than a single velocity map.

In summary, the FS model has more complex physics compared to HO and SSA and leads to

faster grounding line retreat, especially over subglacial ridges. The difference between FS and

simplified models depends on the bed topography. The limitation of FS is computational.

FS is 10 times slower than HO and 100 times slower than SSA. In our results, however,

the impact of different stress balance models is smaller than the impact of ice shelf melt

treatment and friction law. Meanwhile, initial conditions are also critical to consider when

comparing model results.

85



5.4.2 Impact of the ice shelf melt treatment near grounding line

Our results also show that whether to apply ice shelf melt in the partially floating elements

changes the results significantly, which is consistent with previous studies (Golledge et al.,

2015; Arthern and Williams , 2017). Theoretically, these two methods should have the same

results if the mesh resolution is small enough. However, this is not achieved with our 300 m

resolution and may therefore be difficult to achieve numerically. For the partially floating

elements, it is expected that some ice shelf melt would occur in the floating portion, so not

applying any ice shelf melt might underestimate the mass loss. In the newly ungrounded

cavity, the ice shelf melt rate may not be as high as the previously floating area due to its

limited access to warm water. The removal of ice at the base in partially floating elements

may also lead to unrealistic thinning upstream of the grounding line due to the implemen-

tation of the mass transport equation. Therefore, the model may overestimate mass loss

if ice shelf melt is applied in the partially floating elements. We also conducted the same

simulation with coarser and finer mesh resolutions with SSA and the Nomelt experiments

are showing less sensitivity to mesh resolutions than the Melt experiments.

5.4.3 Impact of the friction laws

The introduction of an effective pressure term in the Budd friction law produces more retreat

and mass loss compared to the Weertman experiments. With the Budd friction law, the

basal drag is reduced when the ice is thinning, which in turn accelerates further retreat

and thinning, forming a positive feedback. In our results, the difference between Weertman

and Budd experiments is larger in VAF loss than grounded area loss due to the changes in

the interior. Once the friction is reduced with the Budd friction law, ice thinning increases

and propagates inland to produce more VAF loss than with the Weertman experiments.
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This result indicates that the difference in grounding line retreat between these two sets of

experiments diverges with time as the upstream thinning signal evolves.

The underlying assumption for the Budd friction law is the existence of a subglacial drainage

system. Previous studies have revealed that such systems exist in West Antarctica and

are connected to the ocean (Gray et al., 2005; Fricker et al., 2007; Le Brocq et al., 2013).

Therefore, it might be more reasonable to use a Budd friction law in the grounding line

region of TG. However, in the interior ice sheet, such drainage system may not be present

and the use of the Budd friction law could overestimate the total mass loss. Recently, Tsai

et al. (2015) proposed a friction law that incorporates both a Weertman friction law and a

Coulomb friction law, which might work for both the grounding line and the interior regions.

This method requires two sets of basal friction coefficients, which is difficult to infer in a real

glacier and remains beyond the scope of this study.

5.4.4 Impact of bed topography and ocean forcing

Despite the differences among these models, the overall results are similar as the glacier

retreats along the same preferred path. The major difference among the models is on the

time it takes for each model to overcome ridges in bed topography along the pathway of

the retreat. In all simulations, TG experiences grounding line retreat and mass loss over

the entire period, which is consistent with previous studies (Joughin et al., 2014; Feldmann

and Levermann, 2015; Seroussi et al., 2017). The retreat rate is highly dependent on bed

topography. On the eastern side, there are three subglacial ridges that provide temporary

stability to the glacier. The current grounding line position is on the retrograde side of the

first ridge on the east. The second ridge is 35 km upstream. In the Nomelt experiments, the

grounding line positions are still sitting on this ridge after 100 years. In the Melt experiments,

all simulations except the 80 1000 ones have their grounding line retreat over this ridge, with
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the timing varying from 55 to 90 years. The third ridge is another 25 km upstream. None of

our simulations show grounding line retreats over this ridge within one century. The slope

of the third ridge is similar to the second ridge. We therefore expect this ridge to have a

similar stabilizing effect as the second ridge.

The subglacial ridge that has the strongest stabilizing effect is the western subglacial ridge

where the grounding line is currently sitting on. In the Nomelt experiments, the grounding

lines are stable in the west. In the Melt Weertman experiments, only the FS model with

the highest ice shelf melt rate has its grounding line retreat over the ridge at year 95. In

the Melt Budd experiments, the grounding line retreats over this ridge for the three high ice

shelf melt scenarios (160 700, 160 1000, 120 700). Further upstream, the bed slope of TG is

retrograde until the ice divide. Once the grounding line retreats over the western ridge, it is

not clear how the retreat of the grounding line could be stopped.

The impact of ocean forcing is most significant in the Melt Budd experiments and is relatively

small in the Nomelt experiments. The difference is due to the grounding line retreat rate

in these experiments. In the scenario where the grounding line is constantly retreating, a

higher ice shelf melt rate will remove ice in the newly ungrounded area more rapidly and

reduce the buttressing force on the inland ice faster, which leads to further retreat. If the

grounding line position is relatively stable, however, a higher ice shelf melt rate will only act

in areas where the ice is already floating. The removal of ice is limited in this region as the

ice bottom evolves to a steady shape and the reduction of buttressing becomes limited.

In our simulations, the effect of changing the depth of maximum melt from 1000 m to 700 m

is similar to increasing the maximum ice shelf melt rate by 50% (80 700 v.s. 120 1000 and

120 700 v.s. 160 1000). This is because the bed elevation between the current grounding line

and the upstream subglacial ridges is between 800 and 500 m depth, which makes the melt

rate at this depth particularly important. If warm ocean water intrudes at 700 m depth,

as observed on Pine Island Glacier, or above, the retreat of TG will be more rapid, even
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without increasing the maximum ice shelf melt rate. Indeed, the bathymetry in Millan et al.

(2017) suggests that the main points of entry of CDW into the sub-ice-shelf cavities of TG

have a maximum depth of 700 m.

5.4.5 Contribution to global sea level rise

The contribution to global sea level rise revealed by our simulations spread a large range

from 14 to 42 mm in the next 100 years. However, in the first 30 years, all models suggests

a global sea level rise of 5 mm, or 0.18 mm/yr. This rate is consistent with the satellite

observations of 0.14 mm/yr in 2014, which kept increasing in the past decades. Previous

modeling studies also have similar estimations, ranging from 0.15 mm/yr to 0.25 mm/yr

(Joughin et al., 2010; Cornford et al., 2015; Seroussi et al., 2017). After 30 years, the retreat

of TG would continue, whether the retreat rate will accelerate is highly dependent on the

numerical model used and a longer time record of observations is needed to know which

model best reproduce the observational period.

5.5 Conclusions

In this chapter, we simulate the response of Thwaites Glacier, West Antarctica to varying

model configurations and ice shelf melt scenarios. We find that the stress balance approxi-

mations, the treatment of ice shelf melt near the grounding line, the friction law, and the ice

shelf melt rate parameterization all affect the retreat of TG significantly. Different model

configurations affect the results mainly through the timing for the grounding line to retreat

past subglacial ridges; different ice shelf melt rates mainly affect the retreat rate when the

grounding line is retreating along retrograde portions of the bed. Despite the differences,

however, all models follow similar trajectories and concur to indicate that TG will continue
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to retreat at a rapid rate over the next century, under both cold and warm ocean water

scenarios. The retreat is controlled by the bed topography. Subglacial ridges on the eastern

side will only moderately delay the retreat, whereas the western ridge provides the most

stability for the glacier, for at least the next several decades. Once the grounding line re-

treats past the western subglacial ridge, our simulations suggest that there will be no further

stabilization of the glacier and the retreat will become unstoppable over the next 100 years.

Our simulations project a 5 mm global mean sea level contributions from TG in the next 30

years, and 14-42 mm in the next 100 years.
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Chapter 6

Conclusions

6.1 Summary of Major Results

Thwaites Glacier (TG), West Antarctica, is experiencing dramatic changes and is one of the

largest sources for the mass loss in the Antarctic Ice Sheet (AIS). Making reliable estimation

of the future evolution of TG is crucial for global sea level projections. The rapid mass loss

of TG is mainly caused by the dynamical changes induced from the loss of buttressing from

its ice shelf through calving and ice shelf melting.

Numerical ice sheet modeling has developed rapidly in the last decade. There are various

model configurations can be adopted. However, their differences and the impact of numerical

implementations are unclear. The full-Stokes (FS) model is now affordable to solve due to

the growth of computing power. Compared to the widely used simplified models, the FS

model fully captures the stress field of ice which makes it more accurate in modeling the

non-hydrostatic behavior of ice, i.e. crevasse propagation and grounding line dynamics.
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In this study, we present the validation of the FS model and its application on TG. We

simulate the calving dynamics of TG combining FS model with the linear elastic fracture

mechanics (LEFM) theory. We also simulate the response of TG to enhanced ice shelf

melting while investigating the impact of different model configurations.

We first complete the MISMIP and MISMIP3D experiments with our model. Our model re-

sults are consistent with other models (especially other FS models) and theoretical analyses.

In the 2D experiments, the grounding line position of our model displays hysteresis over an

overdeepening on the bed. In the 3D experiments, our model displays accurate grounding

line migration in response to the changes in the basal friction coefficient. The reversibility

of the grounding line is also validated.

We then combine our 2D flowband model with LEFM to model the propagation of crevasses

of TG. We use the ice flow model to compute the ice velocity and stress field. The LEFM

is then applied to compute the propagation of surface and basal crevasses according to the

stress field of ice.

The steady state crevasse depth from the FS model matches well with observed crevasses

on TG, while results from simplified models do not. We find that crevasses that initiated

near the grounding line have greater depth than crevasse initiated downstream. We propose

that this condition is caused by the non-hydrostatic condition near the grounding line, where

the ice is below hydrostatic equilibrium, which results in larger water pressure that tends to

propagate basal crevasses.

To better understand what conditions favor crevasse propagation and calving, we conduct

more experiments with altered initial geometry. We find that the shortening of ice shelves

facilitates crevasse propagation and calving, which forms a positive feedback. We also find

that crevasses grow rapidly with the presence of initial surface crevasses near the grounding

line. This indicates that the ice shelf is difficult to form with pre-existing surface crevasses.
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Lastly, our experiments show that undercutting is more important for glaciers with high

calving rates than glaciers with low calving rates as high calving rates allows the glacier less

time to adjust viscously.

In the last part of this thesis, we apply our 3D model on TG to study its response to

enhanced ice shelf melting and the impact of different model configurations. We conduct our

simulations with twelve model configurations with different stress balance models, treatment

of ice shelf melt near the grounding line, and friction laws and six ice shelf melting scenarios

based on observations.

Our experiments show that both model configuration and ice shelf melt rate have significant

impact on the retreat of the glacier. The FS model is showing more grounding line retreat

than the HO and SSA models in most experiments. Yet, the initial conditions also produce

large differences in the results, especially in the mass loss perspective. Apply ice shelf melt

on half floating elements can enhance grounding line retreat significantly compared to apply

ice shelf melt only to fully floating elements. This difference is expected to diminish as mesh

resolution increase to infinitely small, which, however, is hard to achieve numerically. The

Budd friction law leads to more mass loss compared to the Weertman friction law due to

the inclusion of the effective pressure, especially in the interior region. A higher ice shelf

melt rate would accelerate grounding line retreat and thus mass loss than a lower rate. This

difference is more significant during the phase when the glacier is retreating than the phase

when the glacier is relatively stable.

Despite all the differences among the experiments, we found sustained grounding line retreat

and mass loss in all simulations. The retreat rate and retreat pattern are highly controlled

by the bed topography. According to our simulations, TG would retreat fast on the eastern

side while stay relatively stable on the western side due to the present of a subglacial ridge.

Once the glacier retreats over this ridge, however, there would be no more topographic

features to stabilize it until the ice divide. Combining all our results, we project a consistent
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5 mm contribution of TG to global sea level rise in the next 30 years, which is similar

with the current rate. After 30 years, the sea level contribution of TG depends on model

configurations and ice shelf melt rate parameterizations, with values ranging from 14 to 42

mm in the next 100 years.

6.2 Limitations and Future Perspectives

The mass loss of TG and other ice sheets is an important source to global mean sea level

(GMSL) rise. In this thesis, we provide some insights in modeling calving and ice shelf

melting of TG, two controlling factors of its mass loss. However, to have a better under-

standing of the role of ice sheets to the GMSL in the current warming climate, more studies

are needed.

First of all, more observations are of great need. Currently, there are rare direct observations

of calving because it happens irregularly and its time scale is short. Detailed in-situ mea-

surement of calving and the propagation of crevasses and rifts can be used to validate and

calibrate the current calving model so that we can make better future projections. Similarly

to calving, ocean observations under ice shelves or near ice fronts are also rare. The dynam-

ical changes of both the AIS and the Greenland Ice Sheet (GIS) have an important ocean

origin. Therefore, the ocean condition is the most important factor to the future change of

these two ice sheets. A long record of ocean observations would provide insight to ice shelf

melt rate and ice front melt rate estimation.

Due to extreme weather conditions in the polar region, the observation of calving and ocean

is both difficult and dangerous. Despite this, some recent field campaigns have already

made access. For instance, the observation of calving through a GPS network or a Gamma
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Portable Radar Interferometer (GPRI) and the observation of ocean conditions using CTDs

(Murray et al., 2015; Jacobs et al., 2012)

In our modeling study on the crevasse propagation of TG, the linear elastic fracture me-

chanics (LEFM) approach has some limitations in simulating crevasse propagation. First,

the LEFM theory does not explain the propagation of a crevasse from 1 mm to 1 m scale

(Weiss , 2004). Therefore, we made the assumption that a crevasse can propagate as long

as its minimum required depth is smaller than 1 m. The initiation of crevasses could be im-

proved using a subcritical crevasse propagation method or damage mechanics (Weiss , 2004;

Krug et al., 2014), but this is beyond the scope of our study. Another issue is associated

with the width of crevasses, which should be ∼1 cm according to LEFM (Lister , 1990; Bassis

and Ma, 2015). Modeling a crevasse at this scale is computationally too demanding. Once a

crevasse is formed, however, its shape is controlled by the viscous flow of ice, which reduces

its depth and increases its width. In our experiments, crevasses are able to grow quickly from

20 m width to 60-70 m in 0.01 yr when deforming under viscous flow. This viscous widening

process is not sensitive to the width itself like elastic widening. Experiments with an initial

width of 10 m and 40 m are conducted and the crevasses width are similar at the end of

these experiments. We therefore deem it reasonable to assume that the crevasses grow to a

width of 20 m if LEFM shows that the infinitesimal crevasse can propagate.

Despite these limitations, we show that the combination of a FS ice flow model with a LEFM

model can be used to study calving dynamics. This framework can be readily applied to

other glaciers, including tidewater glaciers. For tidewater glaciers, basal crevasses are hard

to form since the ice is grounded and calving is controlled by the penetration of surface

crevasses, which is determined by the initial crevasse depth, surface stress field and the

possible existence of water in the crevasses. The model can then be applied to glaciers

that have direct calving observations to reproduce past calving events and make future

projections.
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In our ice shelf melting experiments, there are also two major limitations. The first one

is our ice shelf melt rate parameterization. The actual ice shelf melt rate is determined

by ocean temperature, salinity, ocean circulation, bathymetry and many other factors. Its

pattern would be much more complicated than a linear relationship with depth. Therefore, it

would be preferable to apply ice shelf melt rate calculated using a coupled ice-ocean model,

i.e. with a time-dependent cavity (Seroussi et al., 2017; Cornford et al., 2015). Coupled

models indicate that warm ocean water has more limited access to newly formed cavities as

ice retreats (De Rydt and Gudmundsson, 2016; Seroussi et al., 2017). This lower efficiency

of ice shelf melt will lower the contribution of TG to sea level rise in the 21st century. In the

case of TG, oceanic warming is the main cause of its retreat while atmospheric warming has

limited impact. In other glaciers, or in a climate warming scenario, atmospheric warming

would be another import trigger of dynamical changes. A fully coupled ice-global climate

model is needed to produce the most realistic sea level projection. However, such a coupled

model would require enormous computing power.

The second limitation is that ice front migration is not included in our simulations. We

assume that the ice front position of TG remains fixed so that all ice passing the present

day ice front immediately calves. Densely distributed crevasses along the ice shelf of TG,

however, make the ice shelf conducive to rapid calving (Yu et al., 2017). Once the ice shelf is

removed, the grounding line will retreat into deeper regions, and the probability of calving

increases according to the marine ice-cliff instability theory (Pollard et al., 2015; Wise et al.,

2017). Crevassing and calving will therefore reduce ice shelf buttressing drastically and

accelerate ice flow further, which means that our simulations underestimate the potential

mass loss of TG (MacGregor et al., 2012). On Pine Island Glacier, calving has increased in

frequency and its ice front is now 35 km farther inland on the eastern side than in the 1940’s

(MacGregor et al., 2012; Jeong et al., 2016). On TG, the floating ice tongue in the center

trunk has retreated by 26 km from 1973 to 2009 (MacGregor et al., 2012). The eastern ice
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shelf has been thinning and retreating, which means that the ice shelf may disintegrate in

the coming decades.

In this study, we found that the different choice of numerical implementation of the model

could significantly change model results. However, in the case of TG, the results start to

diverge only after 30 years. Thus, with the current observation record, it is hard to find

which model configuration best captures the behavior of TG. For different glaciers, the best

model configurations could also be different. Therefore, a consistent longer record of glacier

changes over the AIS and GIS is needed to better calibrate ice sheet models and to make

better projections.
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