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Abstract 

Novel valleytronics in IV-VI monochalcogenides 

by 

Shuren Lin 

Doctor of Philosophy in Materials Science and Engineering 

University of California, Berkeley 

Professor Jie Yao, Chair 

 

Since its inception, the field of valleytronics has always carried the hopes of generating an 

additional degree of freedom to electronic and spintronic devices, allowing complementary 

usage of these functions in a single device and hence greatly increasing the processing power. 

However, several candidates that presumably possess potential in valley manipulation have 

since fall short of being practical.  

Valleytronics is the control of population at “valleys” of certain qualifying materials, and 

valleys are essentially different conduction band minima or, in general, band gaps that can 

be distinctively selected by certain selection rules. In diamond-structured materials, this 

means forcing electrons out of one of the three pairs of degenerate conduction band minima 

along <100> by magnetic or electric field. For transition metal dichalcogenides, this means 

using circularly polarized light to selectively excite one of the two band gaps at the ±K points. 

Both systems require some sort of bias, low temperature, and/ or stringent material quality/ 

size, making them impractical. 

Following the hype on layered materials, from graphene to transition metal dichalcogenides, 

and anisotropic materials, such as black phosphorus, we decided to explore a close analogue 

in IV-VI systems. Anisotropy is rather common, but IV-VI systems have the unique additional 

attribute of having two local band gaps that are along high symmetry lines in reciprocal space. 

Because the global band gap is not at a high symmetry point, the two relevant band gaps 

becomes significant and the behaviour near these band edges are then well-defined and well-
separated by symmetry due to the anisotropic nature of the bandstructure.  

Using bulk Tin (II) Sulfide (SnS) as a novel system, we found that the two band gaps along ΓX 

(smaller energy) and ΓY (larger energy) are respectively only excited by light polarized along 

the x (zigzag) and y (armchair) directions. The implication of this is that we now have a 

valleytronic system that is inherently polarized and can be activated via light-matter 

interaction without material or experimental conditional constraints. The non-degeneracy 

in the band gap values also means that we can decouple the valley degree of freedom with 
the excitation energy, making the system more robust. 
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Theoretical efforts have allowed us to understand this novel form of valleytronics behaviour. 

We found that the conduction band minima are predominantly made up of 5p orbitals from 

Sn, while the valence band maxima are mainly composed of 3p orbitals of S atoms. The exact 

symmetries of the orbitals that make up the bands allow the simplification of transition 
dipole moment integral analyses, which gives the selection rules. 

As a proof of concept that such valleytronics can be generalized, we also investigated the 

effect on SnSxSe1-x and showed both the tunability of both band gaps as well as the 

retainment of the valleytronics effect across the compositions. The band gap tunability is 

continuous, a consequence of the hybridization of Se 4p orbitals and S 3p orbitals. Similarly, 

the retainment of symmetry across all compositions means that the polarization degree, an 

important figure of merit in valleytronic system, is not compromised. 

Finally, we fabricated optoelectronic devices out of SnS with the general configuration of 

photodetectors, where two pairs of electrodes were placed along the x and y axes 

respectively. We then subsequently probed the photocurrent of the devices with a 

combination of excitation wavelengths (above, in between, and below the two band gaps), 

excitation polarization (along x and y), and current direction (along x and y), obtaining 

distinctly different photocurrent response. This is the first demonstration of a device that 

utilizes the valleytronics effect to control current flow, paving the way to a multi-digit switch 

that can provide additional degrees of freedom per device. Through this multi-digit device, 

we also identified the key limitations and fundamental mechanisms contributing to the lack 

of perfect valleytronics selectivity in the photoresponse and propose critical areas of 
improvements of the system. 

In conclusion, we identified a novel form of valleytronics that is more practical than its 

previous counterpart. Our demonstration includes light-matter interaction and 

photoresponse of SnS, and also generalization in the SnSxSe1-x system. We acknowledge the 

limitations of our system but remain optimistic about the potential of such a form of 

symmetry-driven valleytronics, specifically when key limitations such as growth methods 

are solved, and/ or the quest of multifunctional materials have been fulfilled. 
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Chapter One 

1. Introduction 

1.1. Review on valleytronics 
In the past decade, immense interest in the field of two-dimensional (2D) materials has led 

to a plethora of branch-off topics pertaining to 2D systems, all of which has generated great 

interest amongst the communities. One of such topics is valleytronics, which has been deeply 

researched into in the transition metal dichalcogenides (TMDCs) [1] [2]. But what exactly is 

valleytronics? Also, amidst the hype about its intrigue, why exactly is it significant in the 

scientific world? 

In a general sense, valleytronics can be succinctly defined as the study of multiple “valleys” 

that exist in the bandstructure of certain materials. For the features to qualify as valleys, they 

must be distinguishable from and, to a huge degree, independent of each other. The 

distinction of the valleys obeys certain selection rules, which can be leveraged by the 

application of an externally applied control bias. In a system with high enough fidelity, the 

electronic population of different states in the bandstructure can be selected using the said 
bias, which serves as a means for information storage or switches. 

The value of a valleytronic device lies in the promise of providing a complementary 

mechanism to electronic systems, essentially providing an additional degree of freedom of 

control. This can potentially provide the answer to the miniaturization of electronic devices, 

where the current state of research has already brought us way into the nanometer 

(quantum) regime, and further scaling down to increase the number of devices per unit area 

to increase processing speed is becoming less viable.  

However, even though the idea of valleytronics has been long proposed and the concept, 

albeit not exactly the same as in TMDCs and our Tin(II) Sulfide (SnS) systems, demonstrated 

in Si [3] [4], AlAs [5] [6], and recently, diamond [7], practical limitations have impeded much 

progress in the field. Much like the field of spintronics, which chronologically serves as the 

bridge between electronics and valleytronics, the concurrent utilization of valley 

polarization in electronic devices has never been achieved. Barring that, the lack of a robust 

valleytronics system in terms of polarization stability and ease of control are problems yet 

to be solved. 

This thesis details the discovery of a novel valleytronics system in SnS [8] and, at large, IV-VI 

monochalcogenides [9]. Compared to previous systems, valleytronics in SnS presents a 

phenomenologically similar system where valleys can be accessed in a practical way. Such 

valleytronics is first revealed via light-matter interaction and subsequently demonstrated in 

an anisotropic optoelectronic device [10]. 
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Due to the difference in physical mechanisms responsible for various valleytronics effect, the 

rest of the chapter will be devoted to the elaboration of valleytronics in other systems, 
generically grouped into diamond-structured materials and TMDCs.  

 

1.1.1. Valleytronics in diamond-structured materials 
In diamond-structured materials, energy minima of conduction bands (CB) resides along 

<100> family of directions. These three pair of energy minima, as shown in the Brilluoin zone 

(Figure 1 [7]), are inherently degenerate and they are defined as valleys with no relation to 

the valence band (VB). Valleytronics in such structures thus depends on the selective 
population of one of these three pairs of CB minima. 

Valley splitting has been shown to occur with the application of magnetic field [4] (where it 

results in 2D confinement in Si, causing the valley along the confinement axis to have the 

lowest lying states) and electric field [7] (where electrons in valleys along the field axis is 

heated less than the other axis, leading to hot electrons scattering to repopulate the cooler 
valleys), both by virtue of the anisotropy in effective mass  

 

 

Figure 1: Brilluoin zone of a typical diamond-structured material, showing the presence of 3 degenerate 
valleys (adapted from [7]). 

 

1.1.2. Valleytronics in transition metal dichalcogenides (TMDCs) 
Valleytronics in 2D TMDCs [11] [12] [13] [14] has shown interesting properties, since the 

absence of inversion symmetry and the presence of time reversal symmetry in 2D TMDCs 

dictate that the band gaps at the K points in reciprocal space, albeit degenerate, can be 

classified into two sets of valleys that reside at +K and -K points, shown in Figure 2a [1]; the 

Berry curvature has opposite signs at the two valleys while the spin of electrons and holes 

that reside at the CB and VB have to have opposite spins for the two valleys. These lead to 

spin-valley coupling, where the spin and valley indices are inherently coupled. Thus, the 

electrons from the VB to CB at -K valleys can only be excited by σ- circularly polarized light 

as dictated by the valley index, while at the same time, only spin up states can be excited. 

Correspondingly, only spin down states at +K valleys can be excited by σ+ circularly 

polarized light [1]. This is shown in Figure 2b [1]. This lays the foundation for the selection 
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rules in 2D TMDCs valleytronics; by using circularly polarized light, each valley can be 

independently excited. 

 

 

Figure 2: (a) Crystal structure and unit cell of a monolayer TMDC, showing the lack of inversion symmetry 
and the presence of six K points in reciprocal space. The K points are energy degenerate and is further 

separated into alternating +K and -K points by valley selection rules. (b) Schematic showing selection rules in 
monolayer TMDCs, where -K (+K) valleys can only be excited by σ- (σ+) circularly polarized light and only 

spin up (down) electrons can be excited at the -K (+K) valleys. (adapted from [1]) 

 

1.1.3. Origin of selection rules in monolayer TMDCs 
The above-mentioned selection rules in monolayer originate [13] from the bandstructure 

composition. Taking MoS2 as an example, the band edges (CB and VB) of the bandstructure 

is made up of entirely Mo d orbital bands, which resides in between the bonding and anti-

bonding s-p hybridised bands. Since the Mo d bands are partially filled, CB to VB transitions 

are thus fully determined by the symmetry of the hybridised d orbitals. Since monolayer 

MoS2 contains reflection symmetry in the z direction, only A1 (dz2) and E (dx2-y2 and dxy) 

orbitals can be hybridized while E’ (dxz and dyz) orbitals do not form the band edges. 

This hybridization of d orbitals opens up a band gap, giving basis functions of the CB and VB 

to be |𝛷𝑐⟩ = |𝑑𝑧2⟩ and |𝛷𝑣⟩ =
1

√2
(|𝑑𝑧2−𝑦2⟩ + 𝑖𝜏|𝑑𝑥𝑦⟩) respectively. τ takes values of ±1 at ±K 

points respectively, also known as the valley indices. 

It turns out that the coupling or oscillator strength for optical fields, P±(k), with circularly 
polarization, σ±, is calculated as 𝑃±(𝒌) = 𝑃𝑥(𝒌) ± 𝑖𝑃𝑦(𝒌) , where 𝑃𝑎(𝒌) =

𝑚0 ⟨𝑢𝑐(𝒌)|
1

ħ

∂𝐻

∂𝑘𝑎
|𝑢𝑐(𝒌)⟩. The mathematical derivation of transition probability, |𝑃±(𝒌)|

2, is 

presented in [13], knowing the Hamiltonian, essentially approximating |𝑃±(𝒌)|
2  as a 

function of (1 ± τ)2 when the energy gap is much larger than the product of the lattice 

parameter, hopping integral, and wavevector. This is generally the case at the ±K points, 

which means that transitions are only coupled for one polarization per valley. 

The presence of valley-contrasting K points leads to a valley-contrasting Berry curvature, Ωn 

[15], a gauge field that is even with inversion symmetry ( Ω𝑛(𝒌) = Ω𝑛(−𝒌)) and odd with 



4 
 

time-reversal symmetry ( Ω𝑛(𝒌) = −Ω𝑛(−𝒌)). Since inversion symmetry is not present in 

monolayer TMDCs, Ω𝑛(𝒌) = −Ω𝑛(−𝒌), Ωn acts like an effective magnetic field that leads to 
the observation of the valley Hall effect [16], which follows the aforementioned valley indices. 

Another unique feature of valleytronics in monolayer TMDCs that is previously unseen in 

diamond-structured materials is the presence of robust spin-valley coupling [17]. The 
robustness of such coupling is due to the fact that it originates from symmetry constraints.  

Monolayer TMDCs are known to have strong spin-orbit coupling at each valley, where the CB 

and VB are split into spin-up and spin-down bands. Spin splitting, or the general lack of spin 

degeneracy in a band, is also a general consequence of inversion symmetry breaking, which 

states that 𝐸(𝒌, ↑) ≠ 𝐸(−𝒌, ↑) . Since monolayer TMDCs obeys time-reversal symmetry, 

𝐸(𝒌, ↑) = 𝐸(−𝒌, ↓), 𝐸(𝒌, ↑) ≠ 𝐸(−𝒌, ↓) results. Because time-reversal symmetry is obeyed, 

the spin state of degenerate bands at the ±K points should be opposite, which means that the 

CB to VB transition at each valley now only occurs for the opposite spin state, leading to the 
coupling of the spin and valley indices. 

The coupling of spin and valley indices, though robust and interesting, may also be a 

disadvantage for monolayer TMDCs as valleytronics materials. Since spin and valley indices 

cannot be separated, the degrees of freedom caused by spin and valley polarization becomes 

the same. This means that monolayer TMDCs as a valleytronic material does not actually 
provide an additional means of control on top of its spintronic capabilities. 

 

1.2. Motivation 

1.2.1. Current limitations in valleytronics systems  
While 2D TMDCs, given the strong exciton binding energy and spin-orbit coupling, has been 

shown to possess previously unseen valley physics [18], fundamental issues remain. We note 

that experiments conducted to probe such valley effects are extremely impractical.  

First, the need for monolayer [13] [14](or any odd-layered 2D) TMDCs makes sample 

preparation unpredictable. Monolayer samples are often of lower quality and low 

reproducibility in terms of size and defect levels (Figure 3a [14]). Furthermore, the 
exfoliation processes often used to generate monolayers are very time consuming.  

Second, due to strong phonon-assisted scattering, cryogenic temperatures are often required 

to observe the valley effects (Figure 3b [14]) [11] [12]. All these render the material system 

only suitable as proofs of concept and rather impractical for real applications.  

Third, energy degeneracy of the valleys means that strong biases such as magnetic fields, 

used to split the CB and VB via the valley Zeeman effect (Figure 3c [19]), has to be applied to 

clearly distinguish the two valleys [19]. In this sense, the valley degree of freedom becomes 
inaccessible without such biases. 
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Figure 3: (a) Optical microscopy image of a MoS2 monolayer flake, showing the unpredictability of exfoliated 
samples. (b) Temperature-dependent polarization degrees of monolayer MoS2, showing a sharp decrease 

beyond cryogenic temperatures. (c) Band diagrams showing the breaking of degeneracy of the two valleys of 
monolayer MoS2 via the valley Zeeman effect. ((a) and (b) adapted from [14], (c) adapted from [19]). 

 

Such disadvantages spurred us on towards finding a new material system that can 

phenomenologically provide us with the same or similar opportunities in accessing the 

valley degree of freedom. Specifically, we want to find a bulk system that has multiple sets of 

valleys governed by certain selection rules and can also be probed without using strong 

biases or cryogenic temperatures. This system should also, in theory, contain new physical 
origins that can create new opportunities for more fundamental studies. 
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Chapter Two1 

2. Demonstration of novel valleytronics 

in Tin(II) Sulfide (SnS) 

2.1. Bulk Tin(II) Sulfide (SnS) as a valleytronics material 

2.1.1. Transitioning from TMDCs – the search for a complementary 

valleytronics system 

2.1.1.1. Black phosphorus (BP) as a representative two-dimensional (2D) anisotropic 

material 

The natural progression of our search for a suitable valleytronic material began with some 

of the more well-known materials. As we ruled out graphene and TMDCs since they are 

already known 2D valleytronic material, the next potential material would be black 

phosphorus (BP). BP has gained much attention as 2D materials became more popular and 

the key attributes of BP make it a feasible starting point. BP has strong anisotropy along the 

two in-plane directions and thickness variations are known to be able to tune the direct band 

gap values over a large energy range [20]. Although BP does not possess multiple sets of 

band gap, we are inspired by the potential of having valleytronic materials with valleys 

selection rules determined by the anisotropy. Further, close inspection of BP’s band 

structure reveals the presence of a local band gap along the ΓX axis, as shown in Figure 4 [20]. 

From our knowledge of TMDCs’ band structures, we know that the valleys in TMDCs exist in 

bulk as local direct bandgaps with band gap energies much larger than that of the indirect 

bandgaps between the VB at Γ point and CB along ΓK [21]. As the wavefunctions that make 

up this indirect band gap are due to orbitals between the MX2 layers, this indirect band gap 

widens with a decrease in number of layers and TMDCs eventually become direct band gap 

materials at the ±K points. Along the same line, we hypothesize that we can modify the 

interlayer interactions of BP to make the local band gap along ΓX (Figure 4) the global band 
gap, while at the same time leveraging on the anisotropy of the system. 

                                                        
1 Reproduced in part with permission from [8]. 



7 
 

 

Figure 4: Calculated band structure of bulk BP, showing a direct band gap at Γ point, but also a local band gap 
along ΓX (adapted from [20]).  

 

2.1.1.2. Monolayer IV-VI monochalcogenides as BP analogues 

One way to achieve this change is to find another material system with the same symmetry 

and orbital compositions (and hence hybridization of orbitals) as BP, because slight changes 

in interlayer interactions may lead to the desired valley structure. From our knowledge of 

semiconductor compounds, we know that an obvious step is to move from Group V, where 

BP resides in, to IV-VI compounds (Figure 5a [22]). This is analogous to the relationship 

between III-V systems and Group IV systems. It turns out that IV-VI compounds indeed have 

the same crystal structure as their stable phase at room temperature when compared with 

BP (Figure 5b [23]). Note that the crystal structure of bulk IV-VI monochalcogenides in the 

orthorhombic phase is standardised to be Pmcn in this thesis, where the armchair and zigzag 

directions are defined to be y and x respectively. This follows the convention of labelling high 
symmetry k-points as previously reported in [24]. 

 

 

Figure 5: (a) A section of the periodic table of elements, showing that the relationship of IV-VI systems and 
Group V systems, highlighted in red, is analogous to that between III-V systems and Group IV systems, 

highlighted in blue. (b) Crystal structure of a single layer of BP and IV-VI monochalcogenides, showing the 
puckered structure. ((a) is adapted from [22], (b) is adapted from [23]). 
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2.1.1.3. Bandstructures of IV-VI monochalcogenides 

Theoretical calculations of the bandstructures of bulk and monolayer IV-VI 

monochalcogenides are presented in Figure 6 [23]. We then identified possible valleytronics 

systems by the presence of two distinct local band gaps at different points in reciprocal space 

(k points) and both band gaps must have smaller energy differences than other direct VB to 

CB transitions. The bandstructures show the presence of two non-degenerate band gaps 

along ΓX and ΓY for bulk and monolayer SnS and SnSe across all thicknesses (boxed in red), 

while materials systems boxed in black (lack of two band gaps) and blue (global band gap at 
Γ point) are deemed to be not suitable. 

While the exact derivation of the selection rules will be presented in the next section, it is 

interesting to look at the key features of these bandstructures. Taking monolayer SnS as an 

example, we see that the band gaps reside along high symmetry lines (ΓX and ΓY) in k space, 

as opposed to the high symmetry points (K+ and K-) of TMDCs [12]. This means that 

symmetry of wavefunctions at such band gaps will be lower than that at high symmetry 

points and will be different along ΓX and ΓY, making it highly possible for the local bandgaps 

to be valleys that obey certain selection rules. 

 

Figure 6: (c) Calculated band structure of bulk and monolayer IV-VI monochalcogenides. The red and green 
dots in each bandstructure refers to the global conduction band minimum (CBM) and valence band maximum 

(VBM). Potential valleytronics materials (with two distinct band gaps at different k points) are boxed out in 
red, while other systems did not fulfil the requirement; blue boxes signify global band gap at the Γ point while 

black box signifies the lack of two band gaps. The bandstructure of SnS and SnSe show two local band gaps 
along ΓX and ΓY. Both band gaps have smaller energy difference than the local band gap at the Γ point 

(adapted from [23]). 
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2.1.2. Manifestation of valleytronics in SnS - Redefining the term “valley” 
We can redefine a more general notion of valleys as two parts: (a) the presence of multiple 

groups of local bandgaps in the reciprocal space and (b) selection rules that allow separate 

control of each group of bandgaps. This definition plays into the strength of IV-VI systems; 

their band gaps are non-degenerate. The subtle, and yet immense, implication is that 

valleytronics systems no longer have to be confined to highly symmetric systems, where 
valley polarization is never inherent and can only be generated externally.  

 

2.1.2.1. Selection rules in bulk SnS using Group Theory and symmetry 

It turns out that the anisotropic nature of IV-VI systems stems from the unique orthorhombic 

crystal structure, which possesses lower symmetry than most cubic or hexagonal systems. 

Figure 7 [8] shows the band structure of bulk SnS, comprising of two nearly direct transitions 

Ty and Tx, calculated based on density function theory (DFT). The calculations were 

performed using the Quantum ESPRESSO code [25].The core electrons were treated using a 

Troulier–Martins pseudopotential [26]. The Kohn–Sham orbitals were expanded in a plane-

wave basis with a cutoff energy of 50 Ry. The exchange and correlation interaction were 

described using the PBE functional [25]. Dipole matrix elements were calculated with the 

epsilon code, which is part of the Quantum ESPRESSO package [27]. 

The valley selection rules via optical means in bulk SnS can be derived as such [8]. We utilize 

the electric dipole approximation to determine the transition rate of an electron from the CB 

to VB at each valley and note that it is proportional to |𝑖̂ • ⟨𝑖|𝑟|𝑓⟩|2 where |𝑖, 𝑓⟩ denote the 

initial and final states, 𝑖̂ is the direction of the polarization of the electromagnetic wave, and 

𝑟 is the position operator. By invoking group theory arguments, we know that the direct 

product of the irreducible representations (IR) of  |𝑖⟩, |𝑓⟩, and r must belong to the totally 
symmetric representation A1 for the integral and hence the transition rate to be non-zero. 
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Figure 7: Bandstructure of bulk SnS. The directions y and x are the armchair and zigzag directions, 
respectively. The respective irreducible representations of the conduction band, valence band, and position 
vectors, as well as the point group and two-fold rotation axis, are indicated for each direction (adapted from 

[8]). 

 

We consider the valleys along ΓX and ΓY separately.  

For the k points along ΓX (excluding the Γ and X points), the symmetries of the CB and VB 

can be fully described by the C2v point group [28], with the 2-fold rotation symmetry axis C2 

along the x axis. We note that for the CB and VB, respectively, every k point along the high 

symmetry ΓX line contains the same symmetry and hence the selection rules apply to any 

CB-VB transition within ΓX. The IRs of the CB, x position vector, and VB are determined to be 

B2, A1, and B2 respectively, meaning ⟨𝑖|𝐱|𝑓⟩  transforms as 𝐵2⊗ 𝐴1⊗ 𝐵2 = 𝐴1  and the 

transition is allowed. The IR of the y position vector is B1, thus ⟨𝑖|𝐲|𝑓⟩ transforms as 𝐵2⊗

𝐵1⊗ 𝐵2 = 𝐵1 and the transition is not allowed. This means that transitions between the CB 
and VB along ΓX can only occur with x-polarized light.  

Following the same argument, for the k points along ΓY (excluding the Γ and Y points), ⟨𝑖|𝑟|𝑓⟩ 

transforms as 𝐴1⊗ 𝐵2⊗ 𝐴1 = 𝐵2 for light polarized along x and thus the transition is not 

allowed while ⟨𝑖|𝑟|𝑓⟩ transforms as 𝐴1⊗ 𝐴1⊗ 𝐴1 = 𝐴1 for light polarized along y and thus 

the transition is allowed. We see that transitions between the CB and VB along ΓY can only 

occur with x-polarized light. 

The character tables for both ΓX and ΓY are presented in Table 1 [8]. 

 

Table 1: Character table for C2v point group for k points along ΓX (top) and ΓY (bottom) (adapted from [8]).  
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2.1.2.2. Detour: Application of selection rules in monolayer SnS 

We note that there is also a theoretical work on the valley selection rules of monolayer SnS 

[29]. In that work, a similar approach by group theory was carried out. However, because 

the theoretical valley selectivity is not exact, the authors utilized k.p approximation to 

calculate the matrix elements of the transition moment integral ⟨𝑖|𝐫|𝑓⟩. For monolayer SnS, 

while the ΓY valley is totally selective to y-polarized light, x- and y-polarized light have a 40:1 
ratio in exciting the ΓX valley.  

 

2.1.2.3. Detour: Application of selection rules in TMDCs – alternative way of 

understanding TMDCs valleytronics 

In Chapter 1, we discussed about the origin of valleytronics in TMDCs via Berry curvature 

arguments. At this juncture, it is interesting to look at valleytronics in TMDCs via group 

theory arguments. TMDC monolayers have a C3h space group, presented in Table 2 [30].  

 

Table 2: Character table of C3h space group (adapted from [30]).  

 

 

However, because the CB and VB of TMDCs undergo spin-splitting, spin up and spin down 

electrons essentially reside at different subbands in the CB and VB. This means that we have 
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to include additional inversion symmetry and their multiplication for all symmetry 

operations; the spinor representation (Table 3 [31]) of the space group has to be used. Table 
3 is essentially a duplicate of Table 2, where each IR is now divided into spin up and down. 

 

Table 3: Spinor representation of character table of C3h space group (adapted from [31]).  

 

 

From the character tables, we can see that our symmetry-based selection rules are fully 

applicable to TMDCs. Taking monolayer WSe2 as an example (Figure 8 [32]), the IRs for the 

VB-K, VB+K, CB-K, and CB+K are A’, A’, E’, and E’ respectively. These translate into Γ1, Γ1, Γ2, and 

Γ3 in spinor representation. Because a spin up (spin down) electron possesses an IR of Γ7 

(Γ8), after spin splitting, the IRs at VB-K(↑), VB+K(↓), CB-K(↑), and CB+K(↓) respectively becomes 

Γ1 × Γ7 = Γ7, Γ1 × Γ8 = Γ8, Γ3 × Γ7 = Γ10, and Γ2 × Γ8 = Γ9. For the transformation of ⟨𝑖|𝒓|𝑓⟩ to 

be that of A1 or Γ1, the respective IRs for r at -K and +K must be Γ3 (transforms as x-iy) and 

Γ2 (transforms as x+iy), which happens to be that of σ- and σ+ polarizations. From Figure 8, 

we can see that while x (in-plane) polarized light can excited electrons from both VBM to the 

next spin-conserved state, each valley is only excited by either left or right circularly 
polarization. 
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Figure 8: Schematic band diagram of monolayer WSe2, showing the effect of spin splitting on the spinor IRs 
and the eventual valley selection rules at -K and +K. The green arrow shows that the x (in-plane) polarized 
light, with IR of E’, is able to excite both valleys. However, only components of E’ with IR of Γ2 (Γ3) is able to 
cause excitation at -K and +K respectively. This forms the basis of valley selectivity by circularly polarized 

light (adapted from [32]). 

 

The important takeaway from the success of using the electric dipole approximation and 

transition moment integral to determine valley selection rules for both TMDCs and IV-VI 

systems is that such a formalism based on symmetry is highly robust and possibly widely 

applicable to many systems. 

 

2.2. Synthesis of bulk SnS plates 

2.2.1. Experimental setup and procedures 
Bulk SnS plates were prepared on fused silica substrate (for R and T measurements) and on 

Si/SiO2 substrates (for PL measurements). Plates can be either mechanically exfoliated or 

synthesized, with the exfoliated pieces generally thinner and smaller in lateral size. The 

initial phase of the project was thus focused on fine tuning the parameters of physical vapor 

deposition (PVD) or chemical vapor deposition (CVD), with the aim of obtaining large pieces 

suitable for optical measurements. The methods are adopted from [33] and [34] respectively. 

The experimental setups are shown in Figure 9. In the nominal PVD method (Figure 9a), SnS 

powder (~100mg) is placed in the middle of a tube furnace. The nominal CVD method 

(Figure 9b) utilizes SnO (~15mg) and S (~350mg) powder as sources, placed in the middle 

of a tube furnace and 13cm upstream respectively. In both methods, substrates are placed 

6cm to 15cm downstream. Argon (Ar) is used as a carrier gas and pumped in at 100sccm at 

an equilibrium pressure of 10-760Torr. The tube is heated until 500-800°C at 20°C/min, held 
at that temperature for 10-60min and then air cooled.  
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Figure 9: Schematics of experimental setups for (a) PVD and (b) CVD growths of bulk SnS plates respectively. 

 

2.2.2. Trends in varying parameters for SnS synthesis 
The main implication of tuning parameters for SnS synthesis in both PVD and CVD methods 

is the alteration of the synergistic effect between source temperature (Ts), substrate 

temperature (Tsub), and pressure (P). While it is difficult to quantitatively calculate an 

optimal condition due to the complex gas flow in the tube furnace, trends in growth by vapor 

deposition can be adequately predicted by considering fundamental P-T relationship [35]. 

Ts increases the evaporation rate of the source and by increasing the equilibrium vapor 

pressure (Pv*) of the source. A higher Ts also causes an increase in Tsub at the same source-

substrate distance. Both Ts and Tsub are important because two other sulfides of tin, namely 

Tin(III) Sulfide (Sn2S3) and Tin(IV) Sulfide (SnS2) are frequently present as impurities in SnS 

[36]. Pv* of these three phases increase in the order SnS < Sn2S3 < SnS2 [37]. Using 

information from [37], we can plot the graphs of Pv* against T, as shown in Figure 10. We see 

that if we overlay a cooling sequence of Tsub (dotted arrow) under a reasonable P, the order 

of saturation (when P exceeds Pv* at the particular Tsub) and hence deposition/ condensation 

follows SnS to Sn2S3 to SnS2 as the gas flows downstream or to lower Tsub. Along the same 

line, the order of evaporation for PVD as Ts increases follows the reverse order of SnS2 to 

Sn2S3 to SnS. This means that when SnS2 or Sn2S3 is observed, either Ts or Tsub must be 

increased. 
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Figure 10: log(Pv*) against 1/T graph of SnS, Sn2S3, SnS2. Dotted overlaid arrow signifies the cooling down of 
the gas as it moves downstream at a gas pressure within the range of our study, showing that the sequence of 

supersaturation follows SnS to Sn2S3 to SnS2. 

 

Via the above-mentioned parametric study, we observed that the PVD method yields large 

SnS pieces (up to 50μm in width) while the CVD method allows more versatility in sample 

composition and morphology. Both methods also follow the general trend of increasing plate 

size and thickness while maintaining similar aspect ratio with increasing source pressure 

and Ar pressure. 

 

2.2.3. Physical Vapor Deposition (PVD) 
Table 4 shows the list of parameters varied for PVD. The optimized parameters are then 

determined to have substrates are placed 9cm downstream, with Ar pumped in at 30sccm at 

an equilibrium pressure of 760Torr, and the tube heated until 700°C and held for 10min 
before being air cooled. 

 

Table 4: List of parameters varied for PVD. 
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2.2.4. Chemical Vapor Deposition (CVD) 
Table 5 shows the list of parameters varied for PVD. The optimized parameters are then 

determined to have substrates are placed 9cm downstream, with Ar pumped in at 30sccm 

at an equilibrium pressure of 760Torr, and the tube heated until 700°C and held for 10min 
before being air cooled. 

 

Table 5: List of parameters varied for CVD [38]. 

 

 

2.3. Accessing valley degree of freedom via optical means 

2.3.1. Experimental setup and procedures 
As mentioned, in our description of SnS’s crystal structure, we use the Pmcn space group, 

which denotes, by convention [39], the x, y, and z axes to be the zigzag, armchair, and out-of-

plane directions respectively. According to this convention, the x (y) axis also coincides with 

the ΓX (ΓY) axis in reciprocal space. This ensures clarity when applying the selection rules. 

Verification of the selection rules was performed via optical means. Figure 11 [8] shows the 

reflection mode optical setup configuration used for Raman, PL, and R measurements, where 

the sample is rotated with respect to the polarization axis of the linearly polarized excitation 

light, giving an angle θ. (θ = 0° is set by default to the armchair (y) direction via analysis of 

Raman results; the procedure of which documented in the next section.) T measurements 

were conducted with the detection light path on the back side of the sample. 

Linearly polarized incident light is shone with normal incidence on the sample, and the 

resulting signal is detected in the reflection mode. Excitation was conducted using laser (for 

Raman and PL) and white light (for R and T) on a sample that can be rotated to give an angle 

θ between the polarization axis and the armchair direction. A second polarizer was also 

placed either parallel or perpendicular to the excitation polarization for Raman and PL 
measurements. Polar plots of signal intensity against θ were then constructed. 
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Figure 11: Schematic of the experimental setup for Raman, PL, and reflection (R) measurements. 
Transmission (T) measurements were conducted with the detection light path on the back side of the sample. 
Excitation was conducted using linearly polarized laser (for Raman and PL) and white light (for R and T) on a 

sample that can be rotated to give an angle θ between the polarization axis and the armchair direction. A 
second polarizer was also placed either parallel or perpendicular to the excitation polarization for Raman and 

PL measurements (adapted from [8]). 

 

2.3.2. Identification of main crystal axes 

2.3.2.1. Identifying facets of grown SnS plates via surface energy arguments 

Figure 12a [8] shows a representative piece of SnS grown using the PVD method. Scanning 

electron microscopy (SEM) images and energy-dispersive X-ray spectroscopy (EDX) maps 

show a homogeneous distribution of Sn and S in a bulk SnS plate without any macroscopic 

defects. Note that subsequent optical results are also reproducible using CVD or exfoliated 
samples.  

Before conducting linearly polarized optical measurements, it is important to identify the 

main axes of the sample. In grown samples, this can be done by direct observation of the 

angles made by each corner. Using surface energy (ε) arguments, we know that for SnS, ε, 

and hence growth rate, follows the trend (100) and (010) > (200) > (1-10) > (110), which 

means that the preferred lateral faces go in the order (110) > (1-10) > (200) > (100) and 

(010). Gibbs-Curie-Wulff law states that the normal growth rates of crystal faces are 

proportional to the corresponding surface free energies. Using a Wulff plot as shown in 

Figure 12b [40], we get the equilibrium shape of the SnS crystal to be a parallelogram with 
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the two sides being (110) and (1-10). Since the lattice parameters along the armchair (y) and 

zigzag (x) directions are 4.32Å and 3.98Å respectively, the bisectors of 85° and 95° in the 
crystal are the y and x directions respectively. 

 

 

Figure 12: (a) Optical microscopy image of a SnS sample, showing a clear difference in angles made by the 
edges and ease of identifying the in-plane directions. Scale bar is 10 μm. Inset shows scanning electron 
microscopy (SEM) images and energy-dispersive X-ray spectroscopy (EDX) maps, demonstrating a flat 
surface and homogeneous distribution of Sn and S in equal ratio. (b) Illustration of a Wulff plot, where 

perpendicular lines are drawn at a distance proportional to the surface energy of the plane normal to each 
lattice direction. The shape of a grown crystal is the shape of the smaller area or volume enclosed by these 

lines.  ((a) is adapted from [9], (b) is adapted from [40]). 

 

2.3.2.2. Raman measurements 

The Raman spectra of crystalline bulk SnS plates consists of multiple peaks, which upon 

deconvolution yield important information about the angular dependence of the Raman 

modes. From previous work,  Raman tensors of the four observable Raman modes, which 

reside at 95.5cm-1, 190.7cm-1, and 216.8cm-1 for Ag and 162.5cm-1 for B3g, have been shown 

to have only two (one) non-zero components that contributes to the polarization dependent 

Raman under excitation in the -z (normal to plate surface) direction for the Ag (B3g) mode 

[34] [41]. The equations provided in [34] are:  

𝐼𝐴g,∥ = 𝐵cos2(𝜃) + 𝐶sin2(𝜃) (1) 𝐼𝐴g,⊥ =
(𝐶 − 𝐵)2

4
sin2(2𝜃) (2) 

𝐼𝐴g,⊥ =
(𝐶 − 𝐵)2

4
sin2(2𝜃) (2) 

𝐼𝐵3g,∥ = 𝐹2sin2(2𝜃) (3) 

𝐼𝐵3g,⊥ = 𝐹2cos2(2𝜃) (4) 

In order to rigorously determine the main axes directions of our samples, we utilized the 

listed equations to determine the sample orientation and fixed θ=0° to the armchair (y 

direction). The B3g peak was fitted first because of simplicity in handling the fitting constant, 
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F. We define a phase offset ω to account for the initial sample orientation not being at θ=0° 

but at θ=ω. The average ω value for B3g,∥ and B3g,⊥ was then used to offset all subsequent θ 

values presented to ensure consistency in our analysis.  

Figure 13a [9] shows the typical Raman spectra of SnS plates under parallel polarization, 

showing that all four Raman peaks are distinguishable even without deconvolution, have a 

small FWHM of 1nm and position approximately that of the established Raman modes. We 

fitted the three remaining peaks to the said Ag Raman modes and present all polar plots in 

Figure 13b [41]. The trend of the Ag modes fits well with the listed equations, ascertaining 
the identity of the plates to be SnS. 

 

 

Figure 13: (a) An example of Raman spectra obtained under parallel polarization, showing clear trends in 
intensities for the Ag and B3g modes, thus ascertaining the identity and orientation of the measured SnS 

sample (adapted from [9]). (b) Four polar plots of peak height intensity variations in Raman peaks assigned 
to either Ag or B3g modes. The intensity variations follow the trend in published results and allowed us to 

have a rigorous derivation of the material axes directions (vibration modes adapted from [41]). 

 

2.3.3. White light reflection (R) and transmission (T) measurements 
Linearly polarized broadband white light was illuminated on the SnS samples on fused silica 

substrates and the R and T signals were obtained without a second polarizer. We conducted 

the experiment without a second polarizer because we are only interested in observing the 

selectivity of the valleys for the absorption of polarized light across the visible-near IR range. 

We used the reflection spectrum of a clean gold substrate (T spectrum of a clean fused SiO2 

substrate) to normalize the R (T) spectra by considering the theoretical R (T) of gold (fused 

SiO2) obtained from reported literature values [42] [43].We observed clear valley selectivity, 

as shown in Figure 14 [8].  

R and T of our sample remains stable at short wavelengths until the onset of fluctuations due 

to Fabry–Pérot interference oscillations [44], which denotes the region where the 
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absorption of SnS decreases rapidly. This agrees with the observation that the percentage of 

transmitted light is very small at wavelengths shorter than the oscillations. Distinct onsets 

are observed when the polarization of light is aligned to the armchair (zigzag) directions, 

respectively. 

 

 

Figure 14: Reflection and transmission measurements of SnS. White light with wavelengths ranging from 700 
to 1050 nm illuminated the sample without a second polarizer (adapted from [8]). 

 

R measurements were also conducted on samples that were grown on Si/SiO2 substrates, as 

shown in Figure 15, to eliminate the possibility of light transmitting through the substrate 

after passing through the samples. This ensures that the generation of such Fabry–Pérot 
modes is mostly governed by the samples’ optical response. 

Figure 15 shows that under the orientation where the armchair direction is aligned to the 

axis of polarization, the Fabry–Pérot modes begin to appear at wavelengths longer than 

775nm. More accurately, this signifies that the material starts to absorb light at wavelengths 

shorter 775nm and hence the Fabry–Pérot modes cease to occur because the reflection 

intensity is solely based on the reflection off the surface of the material, which remains 

relatively constant barring some slight dispersion-induced effects. This selective absorption 

is attributed to the ΓY valley. 

Increasing the angle between the polarization and material symmetry axes, we see that these 

Fabry–Pérot modes are dampened but the peak positions between 775nm and 950nm do 

not shift. This agrees with our understanding that light with wavelength longer than 775nm 

are now attenuated because the portion of light with E-field parallel to the zigzag direction 

can now be absorbed at the ΓX valley, and hence there is a seemingly attenuated amount of 
light available for Fabry–Pérot oscillations. 
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Figure 15: Reflection spectra of SnS grown on Si/SiO2 substrates with sample rotated every 20° for a full θ 
rotation. Results clearly show that the onset of Fabry–Pérot oscillations for most θ values is at 775nm. When 

the polarization is aligned exactly to the zigzag direction, the oscillations are fully dampened (presumably 
because absorption at 775nm is no longer allowed) and another onset of Fabry–Pérot oscillations is shown to 

be 950nm. 

 

2.3.3.1. Determining absorption coefficient and degree of optical dichroic anisotropy 

from R and T of samples on substrates 

Absorption coefficients, α, were obtained from the normalized R and T data via 𝛼 =

−
1

𝑑
ln⁡(

𝑇

1−𝑅
) [45]⁡[46] and plotted, disregarding the thickness, d, in a self-consistent manner 

without a loss of generality. It is important to note the effectiveness of using the equation 

listed above for the determining of α without any information on the value of d, which is 

especially crucial in our work because our grown samples often have thicknesses that 

exceeds the limit of atomic force microscopes (AFM), which is generally more than 3µm. Our 
method, derived in detail in and adapted from [46], follows the following logic: 

The wavelength-dependent absorption coefficient of SnS is given by αSnS =
4πkSnS

λ
, where 

NSnS = nSnS(λ) - ikSnS(λ) is the complex refractive index of SnS. With a configuration of 

measurement being Air|Sample|Quartz|Air, and knowing Nair = 1 and Nquartz = nquartz(λ) [42] 

both only contain the real part to the refractive index, nSnS(λ) and kSnS(λ) can be solved by 

knowing that at every interface R =
|N2−N1|

2

|N2+N1|2
 and within SnS, 1 − A =

I

I0
= e−αSnSd. Taking the 

experimental data of R and T, both functions of only nSnS(λ) and kSnS(λ), αSnS can be obtained 

via iteration. However, such a method not only requires accurate d values, but often results 

in artefacts carried over due to experimental errors. Mathematical derivations in [46] has 

shown that 
𝑇

1−𝑅
 should have minimal “wavy” interference features, which can be used as a 
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quick check for data validity. It is also a very accurate approximation such that the value of 

d can be ignored. 

Band-gap values were then obtained by determining the x-intercept of the corresponding 

direct Tauc plots [47], plotted as (αhν)2 against hν in the left axis of Figure 16, where E = hν 

is the incident photon energy. The Tauc plots give band-gap values of 1.48eV and 1.28 eV, 
clearly distinguishing the two sets of valleys. 

The selectivity of the absorption to polarized light can be quantified by the degree of optical 

dichroic anisotropy, which is given by the ratio αzigzag/αarmchair in our system (right axis of 

Figure 16). We see that SnS is able to maintain a αzigzag/αarmchair > 200% for a range of more 

than 0.2 eV and also possesses a maximum αzigzag/αarmchair > 600%. This wide range and large 

anisotropy may potentially relax the strict requirements usually present in valleytronic 

systems. 

 

 

Figure 16: (Left axis) Tauc plots of both directions, with fitting lines denoting band gaps at 1.28 and 1.48 eV 
for zigzag and armchair directions, respectively. (Right axis) Degree of optical dichroic anisotropy, 

αzigzag/αarmchair. (adapted from [8]). 

 

2.3.3.2. Variations of band gaps with temperature 

Because the valley behavior in SnS is due to polarization-dependent band-gap transitions, 

we further investigated the temperature dependence of the absorption coefficients along the 

two axes directions. From the plots of α (Figure 17a [8]), we see that the x-axis intercept 

increases with decreasing temperatures, which agrees with the typical behavior of band gaps. 

The variations in band-gap values with temperature are then fitted with the Varshni 

equation [48] (Figure 17b [8]), which shows that the valley behavior extends across the 

whole investigated temperature range. 
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Figure 17: (a)Absorption coefficients of both directions under different temperatures, showing a distinct 
increase in band gap with decreasing temperature. (b) Vashni plot extracted from the temperature varying 

absorption measurements. ((a) and (b) adapted from [8]). 

 

2.3.3.3. Estimating sample thickness from R and T of samples on substrates 

While knowledge on sample thicknesses (d) are often less critical for measurements of 

material properties in the bulk regime, it may sometimes be useful to have an effective 

method to quickly estimate a sample’s thickness. We can conduct such an exercise by 

understanding the origin of the interference peaks and hence the relationship between the 
peak position (λ), d, and the refractive index (n).  

The interference pattern occurs because in the wavelength range where the sample has 

minimal absorption, light undergoes multiple reflections within the sample. At specific 

wavelengths, the reflected light will be completely out of phase (and alternating in phase) 

with the incident light, leading to destructive (constructive) interference and a large dip 

(peak) in reflection. The condition for destructive (constructive) interference under normal 

incidence is given as 2𝑛𝑆𝑛𝑆𝑑 = 𝑚𝜆, where m is the order of the reflection peak. For adjacent 

peaks, 2𝑛1𝑑 = 𝑚𝜆1 for 𝑛1 = 𝑛𝑆𝑛𝑆(𝜆1⁡)  and 2𝑛2𝑑 = (𝑚 + 1)𝜆2 for 𝑛2 = 𝑛𝑆𝑛𝑆(𝜆2⁡), giving 𝑑 =
𝜆1𝜆2

2(𝜆1𝑛2−𝜆2𝑛1)
  or 𝑑 =

𝜆1𝜆2

2𝑛(𝜆1−𝜆2)
 if we assume a wavelength-independent n. Note that a more 

sophisticated method of fitting the R and T interference profiles can be found in [49]. 

There are multiple methods to determine n [50]. In our estimation, we utilized a common 

method developed by Moss [50], which assumes typical semiconductor behaviour where 

absorption of photons leads to the raising of an electron to an excited state. The electron thus 

behaves as a hydrogen atom’s electron but with the bulk material’s effective dielectric 

constant. Following Bohr’s model, 𝐸 ∝
1

𝜀2
∝

1

𝑛4
. Empirically, semiconductors have been 

known to follow 𝐸𝑔𝑛
4 = 95𝑒𝑉 [51], giving 𝑛 ≈ 3 for SnS. Taking λ values from Figure 14, we 

obtain 𝑑 ≈ 6µ𝑚. 
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2.3.4. Photoluminescence (PL) measurements 
For PL measurements, a polarizer was placed before the detector parallel to the excitation 

polarization and the sample was rotated to give different θ values (shown in Figure 11). 

Parallel polarization allows us to demonstrate selectivity for emission. Similar emission 

peaks were observed with excitation using linearly polarized lasers at 532, 633, and 785 nm, 

giving, which confirms the PL nature of the peaks.  

We observed two PL peaks at 760nm (with a higher energy shoulder at 817nm) and 995 nm 

(Figure 18a). The polarization dependence of both PL peaks is clearly observed. The 817 nm 

peak maximizes at the polarization that minimizes the 995 nm peak, and vice versa, 

demonstrating a 90° phase shift between the peaks and hence the orthogonality in 

polarization selectivity of the two sets of valleys responsible for such PL emissions. The polar 

plots of the peak height intensities against θ for the 817nm and 995nm peaks are presented 

in Figure 18b and c respectively. 

We attribute the presence of a double peak at the short wavelength regime to the presence 

of two peaks in the valence band along the ΓY direction, which can potentially allow two 

transitions of different energy values from the conduction band to the valence band. As both 

peaks lie on the ΓY axis, they will obey the same selection rules. This observation may also 

be caused by other higher order transitions and has yet to be fully understood by the time 

this thesis is written. 
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Figure 18: Photoluminescence measurements of SnS. (a) Deconvolutions of PL peaks under parallel 
polarization at 817 and 995 nm give clear, opposite trends with respect to sample orientation, demonstrating 
the identity of the valley positions. (b), (c) Polar plots of PL peak height intensities conducted under parallel 
polarization for the valleys at 817 and 995 nm, respectively (squares). The single circular data point in each 
polar plot represents the PL peak height intensities of the corresponding measurements conducted with the 

second polarizer perpendicular to the incident light when the respective axes are aligned to the excitation 
polarization. The black dashed arrows connect the two data points before and after the 90° rotation of the 
second polarizer, showing 95% and 96% decrease in PL intensities at the ΓY and ΓX valleys respectively. 

(adapted from [8]). 

 

2.3.4.1. Polarization degrees 

An important figure of merit for valleytronic systems is the polarization degrees of the 

valleys, P [12], which can be obtained by comparing the PL intensities at each valley. For 

previously demonstrated 2D systems, 𝑃2𝐷 has been defined as [12]: 

𝑃2𝐷 =
𝐼(𝜎−) − 𝐼(𝜎+)

𝐼(𝜎−) + 𝐼(𝜎+)
 

where 𝐼(𝜎−/+) represents the PL intensities that are left and right circularly polarized 

respectively. Since the transitions at each valley in SnS is purely symmetry-dependent, PL at 
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each valley will be linearly polarized along the same direction as the incident excitation-

allowed light; PL conducted under parallel polarization will thus demonstrate valley 

selectivity for both absorption and emission and can be used to calculate the polarization 

degrees between the non-degenerate valleys. We define these as the intervalley polarization 
degrees:  

𝑃𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑙𝑒𝑦,𝛤𝑋 =
𝐼𝛤𝑋∥(𝜃=90°)−𝐼𝛤𝑌∥(𝜃=90°)

𝐼𝛤𝑋∥(𝜃=90°)+𝐼𝛤𝑌∥(𝜃=90°)
 and 𝑃𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑙𝑒𝑦,𝛤𝑌 =

𝐼𝛤𝑌∥(𝜃=0°)−𝐼𝛤𝑋∥(𝜃=0°)

𝐼𝛤𝑌∥(𝜃=0°)+𝐼𝛤𝑋∥(𝜃=0°)
 

where 𝑃𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑙𝑒𝑦,𝑖  and 𝐼𝑖∥(𝜃)  stands for the polarization degree and PL intensity under 

parallel polarization for the 𝑖 valley respectively. 𝑃𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑙𝑒𝑦,𝑖  are lower-bound estimations 

of the polarization degrees at both sets of SnS valleys due to certain logical simplifications 

made because of the non-degeneracy of the valleys. Such estimations include (i) comparing 

the intensities at the two valleys at 0° and 90° only under parallel polarization, (ii) taking the 

intensity values from the fitted polar plots, and (iii) using normalized intensity at each valley 

to eliminate issues of differing emission and detection efficiencies at the two valleys. 

For the peaks at 817nm (ΓY) and 995nm (ΓX), as shown in Figure 18b and c, we calculated 
𝑃𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑙𝑒𝑦,𝛤𝑌 = 92% and 𝑃𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑙𝑒𝑦,𝛤𝑋 = 62% respectively. 

The uniqueness of SnS as a valleytronic system lies in the non-degeneracy of the valleys, 
which, unlike previous 2D materials, can be viewed as not only having an additional valley 
degree of freedom, but one that can be accessed via two routes; between valleys and within 
valleys, thereby allowing an additional valley selection pathway for applications. For 
anisotropy within each valley, we define the intravalley polarization degrees: 

𝑃𝑖𝑛𝑡𝑟𝑎𝑣𝑎𝑙𝑙𝑒𝑦,𝛤𝑋 =
𝐼𝛤𝑋∥(𝜃=90°)−𝐼𝛤𝑋⊥(𝜃=90°)

𝐼𝛤𝑋∥(𝜃=90°)+𝐼𝛤𝑋⊥(𝜃=90°)
 and 𝑃𝑖𝑛𝑡𝑟𝑎𝑣𝑎𝑙𝑙𝑒𝑦,𝛤𝑌 =

𝐼𝛤𝑌∥(𝜃=0°)−𝐼𝛤𝑌⊥(𝜃=0°)

𝐼𝛤𝑌∥(𝜃=0°)+𝐼𝛤𝑌⊥(𝜃=0°)
  

We identified the maximum PL intensities for both valleys (θ=90° for ΓX and θ=0° for ΓY) 

and conducted PL measurements under cross polarization (second polarizer placed 

perpendicular to excitation polarization (Figure 11)), obtaining near-zero⁡𝐼𝑖⊥(𝜃) for both 
valleys (Figure 18b and c), giving 𝑃𝑖𝑛𝑡𝑟𝑎𝑣𝑎𝑙𝑙𝑒𝑦,𝛤𝑌 = 95%  and 𝑃𝑖𝑛𝑡𝑟𝑎𝑣𝑎𝑙𝑙𝑒𝑦,𝛤𝑋 = 96% 

respectively. The large difference between 𝐼𝑖⊥(𝜃) and 𝐼𝑖∥(𝜃) at each valley further reinforces 

the notion of strong valley emission anisotropy at both valleys. Our 𝑃 values are amongst the 

highest polarization degrees reported, even rivalling those of monolayer dichalcogenides 
obtained from experiments conducted at cryogenic temperatures [12] [14] [52]. 

 

2.4. Concluding remarks 
In conclusion, we discovered the existence of two band gaps at 1.28eV and 1.48eV in bulk 

SnS under ambient conditions and without additional biases. These band gaps reside along 

the ΓY and ΓX axes in reciprocal space, are strongly and solely excited by y- and x-polarized 

light and also mostly emits y- and x-polarized light respectively, effectively serving as non-

degenerate valleys. Our PL and absorption data complement each other, providing a definite 
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proof of the selectivity towards the absorption of polarized light, specifically backing the 

claim that the valleys indeed possess selectively for both absorption and emission of light. 

Our system also has, nominally, the advantage of superior optical dichroic anisotropy of up 

to 600%, intravalley polarization degrees of 96% and 95% respectively and intervalley 

polarization degrees of 62% and 92% respectively. Such attributes make SnS a model system 

and allow future work to be conducted with more controllability and potential for practical 
applications. 
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Chapter Three2 

3. Generalization of valleytronics effect 

to IV-VI monochalcogenides – 

Tuneable valleytronics in SnSxSe1-x 

alloy system 

3.1. Motivation for generalization -  SnSxSe1-x as a model system 
In the previous chapter we show the first demonstration of the actual manipulation of valley 
population under ambient and bias-free conditions with a high polarization degree in a novel 
form of valleytronics in SnS [8]. Such novelty has a two-fold manifestation. First, the two sets 
of valleys in SnS reside along the ΓY and ΓX directions in reciprocal space respectively, and, 
by the selection rules, are exclusively selected by y and x polarized light respectively. Second, 
the anisotropic nature of the material bestows upon the valleys the non-degeneracy in 
bandgap values. As such, both incident light polarization and energy can potentially be used 
to independently access each valley, granting the material system more flexibility in terms 
of excitation conditions.  

However, the choice of working wavelengths is still limited to only that of SnS. An important 

extension to such flexibility is then to expand such novel valleytronics to the rest of the IV-

VI family, which will not only allow a wider wavelength range for excitation/emission but, 

more importantly, prove that such novel valleytronics is a general behavior within the 

material system, i.e. specific material composition is not critical to the utilization of such 

properties, hence demonstrating the suitability of such material system for practical 
applications. 

Herein, we report a model system in SnSxSe1-x, 0≤x≤1, demonstrating both the retainment 

of valley selectivity and the gradual tuning of bandgaps at both valleys across all alloy 

compositions. This is the first demonstration of a tunable valleytronics platform; the 

retainment of PL intensity and polarization degrees across the whole compositional range 

proves that IV-VI materials are suitable for such novel valleytronics in general. 

SnSxSe1-x was chosen because of the similarity in band structures for SnS and SnSe, with the 

presence of two valleys along the ΓY and ΓX axes and the band separation at the Γ point 

having a larger value than the two valleys [23]. Since both materials’ band structures arise 

from combinations of the same constituent wavefunctions [53], which satisfies the same 

symmetry considerations [54], valley selection rules in SnS have to also apply to SnSe, along 

                                                        
2 Reproduced in part with permission from [9]. 
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with all SnSxSe1-x compositions. We present the verification of this hypothesis by 

experiments and theory in detail in the following sections. 

 

3.2. Synthesis of bulk SnSxSe1-x plates 

3.2.1. Experimental procedures - Physical Vapor Deposition (PVD) 
PVD was employed to synthesize the bulk SnSxSe1-x plates, as detailed in the previous chapter, 
on fused silica substrates (for PL measurements) and on Si/SiO2 substrates (for reflection 
measurements). 99.5% -4 mesh SnS powder and 99.999% (metals basis) SnSe powder, both 
from Alfa Aesar are used. We synthesized alloys of nine different compositions, with nominal 
decrements of Δx = 0.125, by replacing 1-x amount of SnS by an equal molar ratio of SnSe. 
The SnS-SnSe mixture was ground using mortar and pestle to ensure well mixing before 
being placed in the furnace as the source. 

 

3.2.2. Material characterization 
Figure 19 [9] shows the optical microscopy, SEM, and SEM-EDX results of alloy samples with 

with nominal decrements of Δx = 0.125. Similar to SnS (Figure 12 [8]), we observed flat 

surfaces and homogeneous distributions of Sn, S, and Se across all alloy compositions. This 

means that our PVD method only produced single alloy compounds and no phase 
segregation occurred.   
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Figure 19: Optical microscopy image, scanning electron microscopy (SEM) images and Energy-dispersive X-
ray spectroscopy (EDX) maps of nominally (a) SnS0.875Se0.125, (b) SnS0.75Se0.25, (c) SnS0.625Se0.375, (d) SnS0.5Se0.5, 

(e) SnS0.375Se0.625, (f) SnS0.25Se0.75, (g) SnS0.125Se0.875, and (h) SnSe, demonstrating flat surfaces and 
homogeneous distributions of Sn, S, and Se. Scale bars are 5μm.  (adapted from [9]) 

 

3.2.3. Limitations in alloying using PVD 
The exact S:Se ratios obtained from SEM-EDX(Figure 20a and b [9]) follow a gradual trend, 

as presented in the plot of actual composition versus nominal (design) composition (Figure 

20c [9]); our SEM-EDX results reflects the continuous compositional tunability using our 

growth method. However, the Se content of all compositions is consistently higher than the 

design amount. While this can be attributed to the lower equilibrium vapor pressure of SnSe 

as compared with SnS [37] [55], which is commonly reflected in the higher required PVD 

growth temperature of SnSe as compared with SnS [34] [41], further tuning of alloy 

composition for large S content will require more complicated methods, such as S 
compensation [56] or multi-sourced CVD methods [33] [57]. 
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Figure 20: (a) and (b) Peak intensities for S and Se in SEM-EDX spectra. Trends in peak height intensity of (a) 
Se and (b) S at the respective energies of 1.4eV and 2.3eV, showing a general trend of increasing (decreasing) 
intensity with more Se content for the Se (S) peak. (c) Trend in actual composition versus nominal (design) 

composition, showing a general excess of Se content. (adapted from [9]). 

 

Further, in our preliminary attempts in growing alloys of SnS and GeS, we realized that the 

much larger difference in optical growth conditions [58] for the single phase material, which 

again signifies the larger difference in equilibrium vapor pressures at our chosen growth 

conditions, prevents the simultaneous deposition of both materials into a single alloy 
compound. This limits the utility of PVD in these alloy growths.   

 

3.3. Symmetry-dependent valleytronics demonstrated via 

optical means 

3.3.1. Experimental procedures 
Optical methods and analyses applied to the alloys are built upon the procedures listed in 

the previous chapter. Because SnSe and the alloys have increasing smaller band gaps 

(features at longer wavelengths) as compared with SnS, the PL peak position, intensity, and 

FWHM values for the ΓX valley transitions that are beyond the detection range of the visible 

Si detector were obtained from PL spectra with 785nm excitation and using an infrared 

InGaAs detector. Since both detectors’ efficiencies, based on the spectral response of Si and 

InGaAs, drop within the range of ~900nm to ~1100nm [59], we note that the exact peak 

position and intensity values measured within that range may not reflect quantitatively the 

exact values of the emission. For consistency, we extrapolated these values, using 

overlapping measurements of alloy compositions x = 0.5, 0.625, and 0.75 into the measured 
visible data to obtain the trends reported in this work. 

 



32 
 

3.3.2. Raman measurements – variations in Raman modes across alloy 

compositions 
Raman spectra of SnS [34] and SnSe [41] under -z excitation (perpendicular to the layers) 

contain characteristic peaks that correspond to three Ag modes and one B3g mode. We 

observed that these modes follow gradual shifts for the alloys (Figure 21a and b [9]). We 

used the relative peak intensities [8] to determine the armchair (y) and zigzag (x) directions 

of each alloy composition, and presented the respective spectra under 532nm excitation 

when the incident polarization is aligned along the x and y axes for parallel ((Figure 21a [9]) 

and cross ((Figure 21b [9]) polarization configurations. Note that the peak for the Ag(1) mode 

of SnSe cannot be observed due to the wavenumber being lower than the Raman filter edge. 

Also, for clarity, Raman spectra aligned along the y axis under parallel excitation is repeated 

using 785nm excitation to clearly distinguish and reveal the trends for the Ag(3) modes of the 

alloys, presented in Figure 21c [9]. 

 

 

Figure 21: Reflection mode, c(xx)c ̅ Raman spectra. The first and second letters in the parentheses denotes the 
alignment of the incident light and emitted signal. Only spectra aligned along x and y directions are presented. 

(a) Raman spectra obtained under parallel polarization using 532nm excitation, showing clear trends in 
intensities for the Ag modes, thus ascertaining the identity and orientation of the measured samples. (b) 

Raman spectra obtained under cross polarization using 532nm excitation, showing clear trends in intensities 
for the B3g modes. (c) Raman spectra obtained under parallel polarization using 785nm excitation aligned 

along the y axis, showing two-mode behavior for the  Ag(3) mode. (adapted from [9]). 

 

We observed a clear two-mode behavior for all Raman peaks, where the alloys can exhibit 

two peaks (SnS-like and SnSe-like) that belong to the same Raman mode. This alloy behavior 

can be explained using the modified random element isodisplacement (MREI) model [60] 

[61], where strong S-Se interactions gives two eigenvalues, one SnS-like and one SnSe-like, 

as the solutions to the quadratic equation of the model. This observation agrees with the 

common understanding that SnS and SnSe possess comparable interlayer and intralayer 
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forces, as evidenced by the relatively small difference in interlayer and intralayer atomic 

distances [23]. Since all Raman modes of concern here are related to relative interlayer 
motions [41], S-Se interactions should be significant, which explains the two-mode behavior. 

 

3.3.3. White light reflection (R) and transmission (T) measurements 

3.3.3.1. Tunability of band gaps 

Tunability of bandgap values at each valley is demonstrated using R and T measurements 

(and substantiated using PL measurements, as presented in the following section). R and T 

measurements were conducted with the incident excitation polarized along the y or x 

direction, hence demonstrating valley selectivity for absorption. Normalized Tauc plots are 

presented in Figure 22 [9], clearly showing the decrease in optical bandgap values as Se 

content increases. Using Tauc plot analyses, we show that the bandgaps can be gradually 

tuned within a range of 1.28eV to 1.05eV and 1.48eV to 1.24eV for the ΓX and ΓY valleys 

respectively. 

 

 

Figure 22: Normalized Tauc plots of both directions for different alloy compositions obtained from white light 
R and T measurements, showing a distinct decrease in bandgap value with increasing Se content. (adapted 

from [9]). 

 

Through this, we demonstrate the continuous tuning of bandgaps for both valleys across the 

whole compositional range; the range of bandgaps (1.28eV to 1.05eV and 1.48eV to 1.24eV 

for the two valleys respectively) is much larger than that of 2D semiconductor alloys [60] 

[62] [63] [64], especially when considering the combined effects of both valleys under 
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different polarizations. This ensures the practicality of using such systems in devices with 

stringent operational wavelength considerations. Furthermore, typical advantages of 

semiconductor alloys over pure semiconductors, including the flexibility in choice of 

synthesis methods [62] and the additional parameter of lattice matching [65], can be utilized 
on top of bandgap tunability. 

 

3.3.4. Photoluminescence (PL) measurements 
PL measurements were conducted under parallel or cross polarization, with a second 

polarizer serving as an analyser placed before the detector, to further demonstrate 

selectivity for emission. Figure 23 [9] shows the PL spectra under parallel polarized 532nm 

that is aligned to the y and x axes for all alloy compositions, which elucidates the presence of 

a single PL peak in each spectrum that corresponds to the ΓY and ΓX valleys respectively. It 

can be observed that the PL peak positions red-shifts with more Se for a range of 1.29eV to 

1.20eV and 1.64eV to 1.45eV respectively. This agrees with the decrease in optical bandgap 

values obtained from R and T spectra. 

 

 

Figure 23: PL peaks under parallel polarization. Only spectra aligned along x and y directions are presented, 
showing that for all alloy compositions, the high (low) energy peak has the strongest intensity when the 

excitation light is polarized along the y (x) direction, showing the retainment of valley selectivity across all 
alloy compositions. There is also a clear trend of decrease in bandgap value with increasing Se content. 

(adapted from [9]). 
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3.3.4.1. Vegard’s Law and Polarization degrees 

Optical bandgaps obtained by white light R and T, as well as PL measurements, are presented 

in Figure 24a, clearly showing the first observation of tunable, wavelength-dependent, non-

degenerate valleytronics in SnSxSe1-x. For practical purposes, it is thus important to apply 

Vegard’s law [66] to generate a database for the bandgap values and the bowing parameter, 

b [67]. Fig. 4b shows the optical bandgap values obtained via white light R and T as well as 
PL for both valleys, plotted in compositional space. Using 

𝐸𝑔,𝑆𝑛𝑆𝑥𝑆𝑒1−𝑥 = 𝑥𝐸𝑔,𝑆𝑛𝑆 + (1 − 𝑥)𝐸𝑔,𝑆𝑛𝑆𝑒 + 𝑏𝑥(1 − 𝑥) 

we obtained b,ΓY(white light)=-0.11185eV, b,ΓX(white light)=-0.0331eV, b,ΓY(PL)=-0.06843eV, and 

b,ΓX(PL)=-0.0521eV, respectively. The fitted functions are also overlaid in Figure 24a. We note 

that the bowing parameters obtained for the valleys using both absorption and PL methods 

are close to each other and very small [68], which gives a rather linear relationship that 

simplifies the tunability. 

 

 

Figure 24: (a) Optical bandgaps obtained by white light R and T as well as PL measurements, plotted with 
fitting functions using Vegard’s law. Calculated bandgap values are presented in the inset, showing a smooth 
variation and similar trends for both ΓY and ΓX valleys respectively. (b) Trends in polarization degrees with 

compositional variation, showing the retainment of high valley selectivity across all alloy compositions in 
SnSxSe1-x. Intervalley (intravalley) polarization degrees are presented as squares (circles), with dashed 

(dotted) lines demarcating the respective average values. Solid and open data points denotes the polarization 
degrees that depends predominantly on PL signals of the ΓY and ΓX valleys respectively. (adapted from [9]) 

 

We further quantify such retainment of valley selectivity with the figures of merit, the 

intervalley (Pintervalley,ΓY/ΓX) and intravalley (Pintravalley,ΓY/ΓX) polarization degrees, as mentioned 

in the previous chapter. It is clear from Figure 23, that Pintervalley,ΓY/ΓX (Figure 24b) remains 

significant across all compositions. Results from PL measurements conducted under cross 

polarization were then used to calculate Pintravalley,ΓY/ΓX, which are also presented in Figure 

24b. The strong polarization degrees of, for example, up to 91% and an average of 75% for 

Pintravalley,ΓY/ΓX, proves that the alloys still rival results obtained using monolayer TMDCs from 

experiments conducted at cryogenic temperatures [12] [14] [52]. 
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3.3.4.2. Trends in PL peaks’ intensity and full-width at half-maximum (FWHM)  

across alloy compositions 
Interestingly, we also observe from Figure 23 that the full-width at half-maximum (FWHM) 
of the PL peaks (Figure 25a and b) increases with greater Se content, along with a decrease 
in PL intensity (Figure 25c). 

 

 

Figure 25: Nature of bandgap transitions in SnSxSe1-x. (a) Trends in FWHM (darker shade) for the ΓY peak 
with compositional variation, showing an increasing trend with more Se respectively. The exact location of 

the boundaries of the peak at FWHM is also presented in a lighter shade. (b) Corresponding trends in FWHM 
for the ΓX peak. (c) Trends in PL peak height intensity with alloy composition, showing a decreasing trend 
with more Se (lower x). The intensity for SnS is normalized to one for clarity in presentation. (d) Fitted k 

coefficient of 𝐼𝑃𝐿 ∝ 𝐼𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛
𝑘 , obtained from power dependence PL measurements at the respective peak 

height positions. k = 1 denotes the boundary between the presence and absence of donor/ acceptor assisted 
exciton recombination. (adapted from [9]). 

 

3.3.4.4. Excitation power-dependent measurements 

To understand the effect on the nature of the bandgap transitions with alloying, we 

conducted power-dependent PL measurements and fitted the PL peak intensity using a 

power law, 𝐼𝑃𝐿 ∝ 𝐼𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛
𝑘, where, for an excitation energy higher than the bandgap, the 

exact value of the coefficient k lies in the range 1<k<2 for free or bound exciton 

recombination and 0.5<k<1 for free-to-bound recombination involving donors or acceptors, 

a sign of eventual saturation of PL intensity with a saturation of donor or acceptor states [69] 

[70].  
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Figure 25d shows the trends in PL intensities and the fitted k coefficients, clearly showing 

that the k coefficients for transitions at both valleys generally remain close to or above 1 for 

most alloy compositions. This shows that acceptor and donor levels generally are not 

involved in the recombination that leads to the emission of PL, hence serving as a secondary 

evidence that we are only probing the CB to VB transitions. This agrees with other 

observations and theoretical understanding of the above-mentioned selection rules, thus re-

ascertains the validity of the notion that valley selectivity is retained across all alloy 

compositions.  

We also note that while the k coefficients of ΓX transitions averaged to be 1.42, the 

corresponding average value for ΓY transitions is 1.08. The above-mentioned power law is 

derived [69] from the relation 𝐼𝑃𝐿 ∝ 𝑛2 for free or bound excitons recombination assuming 

charge neutrality, coupled with the relations 𝑛 ∝ 𝐼𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛  or 𝑛 ∝ 𝐼𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛
0.5  for free 

electron-hole pairs recombining via defect states or excitons being the dominant 

mechanisms respectively, hence giving 𝐼𝑃𝐿 ∝ 𝐼𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛
2  and 𝐼𝑃𝐿 ∝ 𝐼𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛

1  respectively. 

For free-to-bound transitions, assuming an excitation intensity- independent donor/ 

acceptor concentration, 𝐼𝑃𝐿 ∝ 𝑛, hence giving 𝐼𝑃𝐿 ∝ 𝐼𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛
1 and 𝐼𝑃𝐿 ∝ 𝐼𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛

0.5for the 

two above-mentioned recombination mechanism.  

We see that while the ΓX transitions are clearly due to free or bound excitonic recombination 

with a mixture of recombination mechanisms, the acceptor levels may, albeit in a non-

dominant fashion, contribute to the ΓY transitions, leading to the much lower observed k 

values. This can be explained by the higher energies of the ΓY VB edge as compared with that 

of the ΓX VB, which for most self-doped cases of SnS, lie closer to or coincides with that of the 

acceptor levels contributed by the Sn vacancies [71] [72].  

This may also explain for the much lower Pintravalley,ΓY and Pintervalley,ΓX as compared with 

Pintravalley,ΓX and Pintervalley,ΓY across all compositional range, as presented in Figure 24b, since 

the two former figures of merit are compromised with substantial 𝐼𝛤𝑌⊥(𝜃 = 0°)  and 

𝐼𝛤𝑌∥(𝜃 = 90°); one possible area of improvement for valleytronics performance is thus by 

dopant level engineering. 

 

3.4. Theoretical validations via analysis of SnSxSe1-x band 

diagrams  
Both SnS and SnSe have the Pmcn crystal structure with an orthorhombic unit cell 

comprising of puckered layers [73], and the lattice parameters of SnSxSe1-x has been 

experimentally shown to vary gradually across the alloy compositions [74]. As such, we 

calculated the bandstructures SnSxSe1-x by constructing supercells in Δx=0.125 increments. 

Using a quadratic fit of experimentally measured lattice parameters from [74], we adopted 

the simplest case of homogeneous alloying [62], where S and Se are positioned in the most 

well-mixed and randomly-occupied fashion. 2x2x2 (8 atoms) supercells of SnS, SnSe, and 

SnS0.5Se0.5, as presented in Figure 26, were used. For other alloy compositions, 4x4x2 (32 
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atoms) supercells were required to have sufficient number of atoms for the representation 

of mixing.  

 

 

Figure 26: 2x2 supercells of molecular structures of SnS, SnSe, and the SnS0.5Se0.5 alloy with the simplest case 
of homogeneous alloying. The puckered arrangement of atoms and the high anisotropy along the y (armchair) 

and x (zigzag) directions is maintained across the whole compositional range while the lattice parameters 
increase with Se content. (adapted from [9]). 

 

DFT calculations were conducted in the Vienna Ab initio Simulation package (VASP) [75] to 

compute the electronic structures. The projector augmented-wave (PAW) [76] 

pseudopotentials and the Perdew–-Burk–-Ernzerhof generalized-gradient approximation 

functional [27] were adopted with an energy cutoff of 520 eV. The self-consistent-field and 

geometry convergence tolerance values were set to 1×10−3 and 1×10−2 eV, respectively. The 

energy, band character and band gap of the 8-atom cells were compared with those of 

randomly occupied 32-atom cells, to validate the simplified 8-atom models. The energy 

above hull difference is within 5 meV/atom for all models used in our calculation, as 

presented in Figure 27. Despite the issue of band folding in the 32-atom cells bandstructures, 

the px/py/pz orbital components near the band edge are primarily the same, and the band 

gap values were consistent within 0.03 eV for 8- and 32-atom structures of SnS, SnS0.5Se0.5, 

and SnSe. 

 

Figure 27: Calculated Energy above hull per atom of SnSxSe1-x, showing that the energy above hull difference 
is within 5 meV/atom for all models used in our calculation (adapted from [9]). 
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Our DFT calculations yield band structures with two local band gaps along the ΓY and ΓX 

axes, denoted by Eg,ΓY and Eg,ΓX respectively, across the whole compositional range. 8-atom 

cells bandstructures for SnS, SnS0.5Se0.5, and SnSe are presented in Figure 28, while 32-atom 

cells bandstructures for all compositions are presented in Figure 29. 

 

 

Figure 28: Calculated band structures for selected SnSxSe1-x. Orbital projected band structures along Y-Γ-X of 
representative alloy compositions of (a) SnSe, (b) SnS0.5Se0.5, and (c) SnS are presented. Band structures are 

projected on elements of Sn, S and Se. Red, green, and blue shades correspond to contributions of each 
subband by px, py, and pz orbitals respectively. Our elemental and orbital specific band structures denote that 
for all alloy compositions, p orbitals from Sn and the chalcogenides make up predominantly the conduction 

and valence bands, (adapted from [9]). 
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Figure 29: Calculated bandstructures and density of states (DOS) plots for SnSxSe1-x. The bandstructures and 
DOS plots for alloys, calculated using unit cells with 32 atoms, are included in (a) SnSe, (b) SnS0.125Se0.875, (c) 

SnS0.375Se0.625, (d) SnS0.5Se0.5, (e) SnS0.625Se0.375, (f) SnS0.875Se0.125, and (g) SnS. Band structures are projected on 
elements of Sn, S and Se. Red, green, and blue shades correspond to contributions of each subband by px, py, 

and pz orbitals respectively, (adapted from [9]). 

 

3.4.1. Incremental variations in bandgap values at both valleys 
The trends in calculated band gap values agrees with that of the PL and white light band gap 

values for the valleys, as shown in the inset of Optical bandgaps obtained by white light R 

and T, as well as PL measurements, are presented in Figure 24a, clearly showing the first 

observation of tunable, wavelength-dependent, non-degenerate valleytronics in SnSxSe1-x. 

For practical purposes, it is thus important to apply Vegard’s law to generate a database for 

the bandgap values and the bowing parameter, b. Fig. 4b shows the optical bandgap values 

obtained via white light R and T as well as PL for both valleys, plotted in compositional space. 
Using 
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𝐸𝑔,𝑆𝑛𝑆𝑥𝑆𝑒1−𝑥 = 𝑥𝐸𝑔,𝑆𝑛𝑆 + (1 − 𝑥)𝐸𝑔,𝑆𝑛𝑆𝑒 + 𝑏𝑥(1 − 𝑥) 

we obtained b,ΓY(white light)=-0.11185eV, b,ΓX(white light)=-0.0331eV, b,ΓY(PL)=-0.06843eV, and 

b,ΓX(PL)=-0.0521eV, respectively. The fitted functions are also overlaid in Figure 24a. We note 

that the bowing parameters obtained for the valleys using both absorption and PL methods 

are close to each other and very small, which gives a rather linear relationship that simplifies 
the tunability. 

 

 

Figure 24a [9], and can be explained using the difference in contributions of elemental 

atomic orbitals to the sub-bands that make up the CBM and VBM. Orbital projected band 

structures in Figure 28 [9] and Figure 29 [9] show that the CBMs are predominantly made 

up of 5p orbitals from Sn, while the VBMs are mainly composed of p orbitals of chalcogenide 

atoms. The contribution by Se is from the 4p orbitals, which is higher in energy as compared 

with the 3p orbitals of S. Therefore, with a greater Se content, the hybridised orbitals that 

make up the VBM of alloys will have more Se character, hence leading to a smaller bandgap. 

This is clearly shown in Figure 28b [9] , where the VBM of SnS0.5Se0.5 is contributed mostly 
by Se orbitals. 

 

3.4.2. Retainment of symmetry and selection rules of conduction and 

valence bands at both valleys 
Our DFT calculations show that the CBM and VBM along ΓX (ΓY) is contributed almost 
entirely by px (py) orbitals. This confirms that the symmetry of the wavefunctions that make 
up the CB and VB along ΓX and ΓY for all alloy compositions remain the same as that of SnS; 
the irreducible representations of orbitals that make up the CBM and VBM remain the same 
across all compositions. Hence, using our previously discussed selection rules in the previous 
chapter, CB to VB transitions at the valleys can only occur for light polarized along the x and 
y directions respectively; valley selectivity is retained across all SnSxSe1-x alloy compositions, 
in agreement with the experimental results shown above. 
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3.5. Concluding remarks 
In this chapter, we elucidate the robustness and tunability of a novel form of non-degenerate 

valleytronics in a SnSxSe1-x alloy system, a clear and important extension and generalization 

of the effect on SnS as presented in the previous chapter. The novel form of valleytronics 

presented is purely symmetry-dependent. This means that such valleytronic effect will 

potentially be present in many different materials with non-degenerate bandgaps as long as 

the symmetry requirements are fulfilled. Such generalization may allow the discovery of a 

large family of valleytronics materials, which may provide more versatile options for various 

practical applications. It will also be intriguing to see if such symmetry will lead to other 

combinations of properties beyond valleytronics. Such discovery may also allow future work 
on practical applications with SnSxSe1-x as a model system to be conducted. 
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Chapter Four 

4. Engineering multi-digit devices 

based on valleytronics principles3 

4.1. Device work and transport measurements of SnS 
Beyond our discovery of the valleytronics effect, SnS is a material system widely researched 

for thin film applications in photovoltaics [77] due to its large absorption coefficient [78]. As 

such, there has been a substantial number of device work that investigates the electronic 

properties of SnS, specifically pertaining to its use as an absorber layer [77] [79]. These 

publications provided a vast amount of information on the key material properties of SnS, 

such as mobility, albeit having a wide range of values that is dependent on sample quality 
and morphology [56] [80] [81] [82]. 

 

4.2. Reading valley polarization via optoelectronic means 

4.2.1. Utilization of light-matter interaction for anisotropic transport 

properties 
As an information storage and processing tool, developments in SnS valleytronics [8] [9] and  

valleytronics in general are currently limited by the ease of generating selective valley 

polarization and then the subsequent reading of the polarized states. Optical methods 

presented in the previous chapters only reveal the presence of light-matter interaction and 

the potential of storing information. To fully utilize the valleytronic effect, there is a need to 

devise some form of read-out method. An optoelectronic device will serve the above-
mentioned purpose. 

Recent focus on the anisotropy of layered materials have led to an increase in publications 

that utilize the difference in effective mobilities [82] [83] [84] and dielectric constants and 

thus absorption coefficient [85] along armchair and zigzag in demonstrations of polarization 

dependent photodetectors. However, such measurements are based on simple absorption 

differences and the applicability of such devices hinges upon external parameters such as 

thickness [86]; fidelity can be easily compromised. There has not been any incorporation of 

valley properties in an optoelectronic device. 

This chapter reports the first demonstration of the inclusion of valleytronics capabilities in 

an optoelectronic device via a simple photodetector device. Our device design allows the 

observation of multiple states that corresponds to distinct photocurrent (Ip) responses, with 

each state generated optically and detected electrically by a different configuration 

                                                        
3 Reproduced in part with permission from [10]. 
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comprising a combination of excitation energy, excitation polarization, and detection 

direction. This practical multi-digit optoelectronic device is based solely on fundamental 

valleytronics principles. Further, using the same device design, we revealed fundamental 

mechanisms that contribute to Ip via optoelectronic measurements, allowing an 
understanding of the potential and limitations of implementing this valleytronic system. 

 

4.2.2. Experimental setup 
Figure 30 shows the schematic of the experimental setup, which is essentially a standard 

anisotropic photodetector device. SnS microplates were mechanically exfoliated on a Si/SiO2 

substrate and electron-beam deposition was used to deposit two pairs of electrodes along 

the major (armchair and zigzag) axes of the sample. 10nm of Palladium (Pd) was first 

deposited as the adhesion layer, followed up 100nm of Au.  

 

 

Figure 30: Schematic of the anisotropic photocurrent device measured in this work. Three levels of control of 
the multi-digit switch is envisioned, via (i) the excitation energy (shown to be 650nm and 900nm which 

corresponds to the above- and between-bandgaps wavelengths respectively), (ii) the excitation polarization 
(shown to be along either armchair or zigzag to selectively excite the ΓY and ΓX valleys respectively), and (iii) 

the current detection. Inset is the schematic bandstructure that shows the valley optical selection rules. 

 

4.2.3. Design of multi-digit device 
Optoelectronic measurements were conducted with three levels of control, via: (i) the 

anisotropic transport properties of SnS and the valleytronic capabilities of SnS (inset of 

Figure 30), namely (ii) perpendicular excitation polarizations and (iii) non-degenerate 
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excitation wavelengths, since the excitation of charge carriers at the valleys are selective to 

both excitation polarization and energy. 

Figure 31 shows a schematic of the Tauc plot of SnS microplates, as adopted from [8], 

overlaid with five separate bands that differ in energy values, 1300nm, 1090nm, 900nm, 

840nm, and 650nm, to illustrate the chosen excitation wavelength ranges for our 

measurements. Because the difference in the onset of absorption, as shown in the absorption 

spectra, is a manifestation of the valleytronic effect, different excitation wavelengths thus 

allow different population regimes in the valley structure to be probed. The chosen 

wavelength ranges allow the demonstration of the relationship between the valleytronic 

effect and photoresponse by probing the above- (hν>Eg,Zig), between- (Eg,Zig>hν>Eg,Arm), and 

below-bandgaps (hν<Eg,Arm) states of SnS. 

 

 

Figure 31: Semi-quantitative schematic of Tauc plots for SnS along armchair and zigzag directions overlaid 
with five bands that represent the five wavelength ranges that we employed in this work. The five 

wavelengths include 650nm (hν>Eg,Zig), 840nm and 900nm (Eg,Zig>hν>Eg,Arm), 1090nm (Eg,Arm>hν>Eabsorption tail), 
and 1300nm (hν<Eabsorption tail). 

 

We define a naming convention for each of the optoelectronic configuration as (I||)(λ)(E||) 

where I||, the current direction with respect to the sample axes, takes “A” or “Z”, λ, the 

excitation wavelength, is expressed in nm, and E||, the excitation polarization with respect to 

the sample axes, takes “Arm” or “Zig”. For example, the configuration under 900nm 

excitation along armchair axis and current detected along the zigzag direction is labelled as 

Z900Arm. 

 

4.2.3. Basic material and device characterization 
Figure 32a shows the optical microscope image of the device investigated in this work. 

Raman spectroscopy was used to verify that the directions of the deposited electrodes 

coincide with the main axes of the sample. Figure 32b shows the Raman spectra of the SnS 
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sample when the incident laser was polarized along each pair of electrodes, under both 

parallel and cross-polarization configurations, demonstrating key trends in the Ag and B3g 
modes that represents the armchair (A) and zigzag (Z) directions [8].  

 

 

Figure 32: (a) Optical microscopy image of the device, showing that the electrodes are aligned along the 
armchair and zigzag directions of the SnS miscroplate respectively. Scale bar is 20μm. Inset shows the 

zoomed-out view of the electrodes. Scale bar is 50μm. (b) Reflection mode Raman spectra obtained along 
both electrode axes under parallel and cross polarizations. Trends in the Raman modes ascertain that the 
direction along the horizontal (vertical) direction of the image in (a) corresponds to the armchair (zigzag) 
direction of the SnS microplate and the spectra were labelled according to the axis directions. The first and 

second letters in the parentheses denotes the alignment of the incident light and emitted signal. 

 

We further characterized the device with source-drain current versus source-drain voltage, 

Ids-Vds, measurements and show that the electrode contacts are Ohmic for both directions 

under dark (Figure 33a) and illuminated (Figure 33b) conditions. We standardised our 

subsequent source-drain current versus time, Ids-t, and source-drain current versus 

temperature, Ids-T, measurements to be conducted at Vds=3V. The slightly larger Ids values 

for the zigzag (Z) direction as compared with the armchair (A) direction, in agreement with 

previously reported values [84], also serves as a complementary evidence to the Raman 
results in Figure 32b. 
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Figure 33: (a) Ids-Vds graphs of the device along armchair and zigzag directions. The straight lines denote that 
the device remains Ohmic with Vds=±3V. (b) Iill were measured using 900nm illumination at the highest 

power setting of the light source without any polarizer. The linear trend of Iill signifies Ohmic response of the 
device even under illumination.   

 

4.2.3.1. Electric field distribution in SnS based on shape of electrodes 

In deciding on our electrode design, we calculated the electric field distribution in the sample 

for various representative electrode shapes using COMSOL and presented them in Figure 34. 

Electrodes of the two extreme shapes for the front edge, (a) flat [56] and (b) pointed [85], 

were considered. The electrodes were designed to have the flat edges being 10μm apart to 

maximize coverage and to allow an economical choice of soft mask for photolithography. 

Dielectric constant of SnS was obtained from [87]. The model for the sample was designed 

to have dimensions of 50μm x 50μm x 500nm to best mimic that of the actual SnS microplate 

and the electrodes were subjected to Vds=3V to mimic that of actual experimental conditions.  

 

 

Figure 34: COMSOL simulations of electric field distributions for various electrode shapes. Three electrode 
structures were investigated: (a) flat edge, (b) pointed edge, and (c) rounded edge. The radius of curvature of 

the rounded edge structure was obtained from the actual deposited electrodes in our device. 
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Our results show that the flat edge electrode design, albeit having substantial electric field 

components along the electrode central axis, has an electric field distribution that extends 

further away from the central axis compared with the pointed edge design. We further 

performed a volume integration of the electric field in the whole sample and obtained the 

percentage of electric field along the electrode axis to be 67.3% and 70.3% for the flat and 

pointed edge designs respectively.  

After choosing the slightly more ideal pointed edge design, which also maximizes the 

coverage of Au on the sample, imperfections in photolithography and electron beam 

deposition led to the edge to be (c) rounded. We obtained the radius of curvature from the 

actual electrode of our device (Figure 32a) and performed the same calculation and volume 

integration, obtaining an electric field distribution well-confined parallel to and near the 

central axis of the electrodes and the percentage of electric field along the electrode axis to 

be 76.2%, ascertaining the validity of our design for use in anisotropic transport 
measurements. 

 

4.3. Multi-digit device based on valleytronics 

4.3.1. General power-dependent photocurrent trends 
Power dependence measurements were measured at room temperature via an on-off 

procedure where the initial Ids was measured in the dark state, Id, and every subsequent 

photocurrent under illumination, Iill, was measured with a specific configuration of 

excitation wavelength and polarization. Figure 35 shows the (Ids-Id) vs t graphs with 

sequentially increasing incident light intensity for Z900Zig and Z900Arm. We see from the 

graphs that Ip,Z900Zig > Ip,Z900Arm for all excitation intensities, which is the key feature that 

corresponds to the fundamental valleytronics property of SnS.  

 

 

Figure 35: Ids-Id versus t curve for Z900Zig and Z900Arm, performed with sequentially on-off procedure with 
five increasing excitation intensities. The I-t relationships show clear biexponential trends upon excitation 

(rising curve) and deexcitation (decay curve). Valley selectivity is manifested in the distinct Ip,Z900Zig-Ip,Z900Arm 
for all excitation intensities. 
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The Ip values for the all other configurations are consolidated and presented in Fig. 2b and 

Fig. 2c. We observe that Ip,A900Zig > Ip,A900Arm, which demonstrates that the valley selection 

rules for excitation is strictly optically dependent. For completeness of the investigation of 

band-to-band transitions at each valley, we also show the presence of selection rules for 

hν>Eg,Zig, presented as Ip,Z650Arm > Ip,Z650Zig and Ip,A650Arm > Ip,A650Zig, which can be attributed to 

the larger absorption coefficient for light polarized along armchair (Arm) compared with 
zigzag (Zig) at 650nm or hν>Eg,Zig in general [8]. 

 

 

Figure 36: (a) Ip versus Pinc values for current detected along the armchair direction. Valley selectivity is 
clearly shown as Ip,A900Zig>Ip,A900Arm and Ip,A840Zig>Ip,A840Arm. Anisotropic absorption is validated by 

Ip,A650Arm>Ip,A650Zig. Non-zero and similar Ip,A1090Arm and Ip,A1090Zig shows the presence of in-gap states. (b) Ip 
versus Pinc values for current detected along the zigzag direction, giving similar trends between excitation 

polarization directions. (a) and (b) gives multiple distinct Ip values at a constant Pinc for different 
configurations. 

 

4.3.2. Biexponential, fast and slow switching times 
From Figure 35, we observe that both rising and decay of Ids upon excitation and removal of 
excitation (deexcitation), respectively, follow biexponential trends: 

𝐼𝑑𝑠 − 𝐼𝑑 = 𝐼𝑝,𝑑𝑒𝑐𝑎𝑦 + 𝐴𝑓𝑎𝑠𝑡𝑒
−
𝑡−𝑡0
𝜏𝑓𝑎𝑠𝑡 + 𝐴𝑠𝑙𝑜𝑤𝑒

−
𝑡−𝑡0
𝜏𝑠𝑙𝑜𝑤 

where t0 offsets the curve to begin to rise at t = 0s, Afast and Aslow are coefficients with units 

of current, and τfast and τslow are the switching time values for the fast and slow components 

respectively. Figure 37 shows representative biexponential fittings of Z900Zig and Z900Arm 

at the highest power setting, where the two distinct time values can be observed. At room 

temperature, τfast ≈ 70ms and τslow ≈ 15s for all configurations (Figure 38). This signifies the 

presence of at least two separate mechanisms that contributes to Ip. Ids-T measurements, 

were then conducted to reveal the nature of such mechanisms, presented in a later part of 
the chapter. 
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Figure 37: Ids-Id versus t curves (lighter shades) for Z900Zig and Z900Arm at the highest power setting at 
room temperature were both fitted with biexponential trends (darker fits). Both rising and decay profiles fit 

well with the biexponential fits and they give two, fast and slow, distinct characteristic times. 

 

 

Figure 38: (a) Rising and (b) decay times for Z900Arm, Z900Zig, Z650Arm, and Z650Zig respectively, showing 
the presence of a slow and fast time and a general lack of dependence of switching time values on incident 

light intensities. 

 

4.3.3. Identification of multiple states 
Figure 36 show the Ip versus incident light intensity values of all photoresponse 

measurement configurations. Contrary to typical anisotropic photodetectors that give two 

different Ip values that corresponds to two states [85], our device can exist in at least eight 

different states at a fixed incident light intensity due to the valleytronic behavior as 

stipulated in Figure 30. This is the first demonstration of a practical valleytronics-driven 
multi-digit optoelectronic device. 

Ip measurements performed using 1090nm excitation have substantial values without 

excitation polarization selectivity. This shows in-gap absorption and points towards the 

presence of in-gap defect states, which aligns with common understanding that SnS is 

generally p type doped with Sn vacancies, VSn2- [88]. The involvement and effects of these 

states in the valleytronics behaviour of SnS will be further discussed later in this chapter. We 

note that this abovementioned Ip that result from in-gap absorption can provide two 

additional states for our device. Ip measurements performed using 1300nm excitation give 

no observable photoresponse, showing that in-gap absorption does not occur at hν<0.95eV. 
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We consolidated the Ip values for the above-mentioned, proposed states that corresponds to 

the various configurations and present them as a histogram in Figure 39. The states are 

clearly discernible from each other. Note that these Ip values are normalized to a low incident 

light intensity of 1.5mWcm-2 and the states can become more distinct at larger intensities. 

 

 

Figure 39: Histogram showing Ip of various configurations obtained from Figure 36 and normalized to an 
incident light intensity of 1.5mWcm-2. 

 

4.3.3.1. Signal to noise ratio 
The robustness of the Ip signals as distinct states depends on the signal to noise, S/N, ratio. 
We calculated the noise of our signals by first finding the difference between the 
experimental data and the fitted biexponential curve for all data points, which can then be 
plotted as a histogram. Figure 40 shows the histogram obtained from a typical measurement 
of Z900Zig at the highest power setting at room temperature, which can be fitted using a 
Lorentzian distribution, giving a noise value of Γ=4.12x10-8A. Using Ip,Z900Zig - Ip,Z900Arm as an 
example, we obtain ΔIp to be 7.19x10-7A. The S/N ratio of our device can thus be up to 17.5; 
the states can be distinctly identified. 
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Figure 40;  Histogram of noise. Difference in fitted exponential curves and experimental data was calculated 
for a representative Z900Zig rising curve at the highest power setting at room temperature. The resulting 

histogram presents a distribution of noise values, which can then be fitted with a Lorentz distribution to give 
the noise of our measurements. 

 

4.3.3.2. Non-ideal manifestation of valley selectivity in photoresponse 

While these measurements show distinct differences in Ip for different states, the selection 
rules are not ideally manifested. For example, Ip,900Arm should be 0A according to symmetry 
since absorption should not occur for 900Arm [8]. Substantial values for Ip,900Arm present a 
limitation to the practicality of the device by obscuring the distinction between the states 
that have been defined by each optoelectronic configuration described in Figure 30. This 
limitation can be partly attributed to defect states as observed with 1090nm excitation 
(Figure 36) and forms the other key factor to understanding the device apart from the trends 
in switching times.  

As low temperature measurements were subsequently conducted for these analyses, Ip 
measurements with 840nm excitation were conducted to ensure that trends at low 
temperature are not due to the increase in bandgap values as temperature decreases [8]. 
Figure 36 shows that the photoresponse of 840nm and 900nm excitation aligned very well, 
ascertaining the validity of the measurements in the above-mentioned respect. 

 

4.3.4. Key performance of device characterized as a photodetector 

4.3.4.1. Responsivity 

Analyses of key photodetector figures of merit under each configuration were carried out, 

further ascertaining the practicality of the device. Figure 41 shows the responsivity, R, of the 
device, defined as the photocurrent per incident unit optical power [89]. 

𝑅 =
𝐼𝑝

𝑃𝑖𝑛𝑐𝐴
 

where Pinc is the incident light intensity and A is the active area denoted as the sample area 

not covered by the electrodes. R is large for all configurations and remains within the same 

order of magnitude at higher Pinc. 
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Figure 41: R versus incident light intensity for electrode direction along (a) armchair and (b) zigzag 
respectively. 

 

Note that the use of this measured area as A will give an underestimate and thus lower bound 

of all calculated figures of merits since most of the carrier transport occurs in a narrow 

channel near the central axis of the electrodes, as shown in our COMSOL calculations (Figure 
34). 

Even with the lower bound estimation, we obtained R of up to ~430A/W within the range of 

our incident light intensities, comparable to reported values [56] [80]. Large R values are 

important for optoelectronic switches as they ensure that light-matter interactions can be 

converted into electrical outputs with high fidelity.  

 

4.3.4.2. Differential responsivity, ΔR 

We demonstrate the superior anisotropy of our device by comparing the difference in 

responsivity of the material for incident excitation polarization along the two major 

directions, ΔR, as these two cases correspond to two distinct states in the devices. ΔR is a 

practical figure of merit that reflects the robustness of the material as a switch because it 

contains information on both photoresponse (implied in R) and anisotropy. 

We calculated ΔR for reported work in black phosphorus [90], ReSe2 [91], and GeAs2 [92], as 

well as both valley-selective (λ=840nm and λ=900nm) and non-valley-selective (λ=650nm) 

regimes of SnS in this work. Our comparison (Figure 42) shows ΔR of up to 195A/W in our 

work in the valley-selective regime, which is ~21 times that of the non-valley-selective 

regime and at least two orders larger than that of other materials. This shows that ΔR is 

larger for our valleytronics-driven device as compared with other devices that have 
anisotropy simply driven by differences in absorption coefficients. 
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Figure 42: Summary of ΔR values for photoresponse of reported anisotropic materials, including black 
phosphorus, GeAs2, and ReSe2. ΔR of SnS in this work in the valley-selective regime is orders of magnitude 

larger than the reported materials and SnS in the non-valley-selective regime. 

 

4.3.4.3. Specific detectivity 

A figure of merit that is defined from the responsivity, R, is the specific detectivity, D*, defined 

as detector output signal-to-noise ratio at 1 Watt of input radiation normalized to a detector 

with a unit active area and a unit bandwidth [93]. 

𝐷∗ =
𝑅√𝐴

√2𝑞𝐼𝑑
 

where A is the active area, q is the elementary charge and Id is the dark current. The 

calculated values are presented in Figure 43, giving D* values that ranges from 

4.87x1010Jones to 2.53x1011Jones, which is comparable to reported values of 3x109Jones to 
7.1x1011Jones [80]. 

 



55 
 

Figure 43: D* versus incident light intensity for electrode direction along (a) armchair and (b) zigzag 
respectively. 

 

4.3.4.4. External quantum efficiency, η 

Akin to R, the external quantum efficiency, η, is the measure of ratio of number of charge 

carriers contributing to Ip to the number of incident photons of a given energy shone on the 
active area of the device [93]. We can obtain η from R using 

𝜂 = 𝑅
ℎ𝜈

𝑞
 

where q is the elementary charge and hν is the photon energy. The calculated values are 

presented in Figure 44, giving η values that ranges from 1.30x104% to 6.44x104%, which are 

comparable to reported values of 1.3x10-1% to 4.75x105% [80]. 

 

 

Figure 44: η versus incident light intensity for electrode direction along (a) armchair and (b) zigzag 
respectively. 

 

4.3.4.5. Noise equivalent power, NEP 

Another way to visualize the S/N ratio of an optoelectronic device is to use the reciprocal of 

D*, given as the noise equivalent power, NEP. NEP is defined as the signal power that gives a 

S/N ratio of one in a one hertz output bandwidth [89]. 

𝑁𝐸𝑃 =
√𝐴∆𝑓

𝐷∗
=
𝑖𝑛𝑜𝑖𝑠𝑒
𝑅

 

where A is the active area, D* is the specific detectivity and Δf, the working frequency, is 

taken to be 1Hz by convention. The relationship between NEP and the root-mean-squared 

noise current, inoise, is also given in the equation above, showing that the low NEP values 

signify low noise for our device. Calculated values of NEP are presented in Figure 45, giving 
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values that ranges from 5.64x10-15WHz-½ to 1.26x10-15WHz-½, which are comparable to 

reported values of 4.6x10-12WHz-½ to 1.8x10-15WHz-½ [94] [95]. 

 

  

Figure 45: NEP versus incident light intensity for electrode direction along (a) armchair and (b) zigzag 
respectively. 

 

4.3.5. Power-dependent Ip and relation to recombination mechanism 
One way to quantify the sensitivity of photodetectors to illumination is via the exponential 

relationship between Ip and Pinc, given as 𝐼𝑝 ∝ 𝑃𝑖𝑛𝑐
𝛽 , where the exponent ⅓ <β<1. Greater β 

means greater sensitivity of Ip to Pinc. β values of 1, ½, and ⅓ represent ideally, unimolecular 

(charge carriers reside at and recombine at recombination states), bimolecular (band-to-

band recombinations), and diffusion-limited recombination respectively [96]. We present 

the Ln(Ip) versus Ln(Pinc) fits in Figure 46. β takes values from 0.42 to 0.72 for our device.  

 

 

Figure 46: Ln(Ip) versus Ln(Pinc) for electrode direction along (a) armchair and (b) zigzag respectively. The 

exponent 𝐼𝑝 ∝ 𝑃𝑖𝑛𝑐
𝛽 can be fitted from the slope of the graphs, giving values that ranges from 0.42 to 0.72. 
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SnS has a large absorption coefficient [78], which means that absorption near the surface 

will be significant for thick samples and diffusion-limited recombination will take place [96]. 

This explains for β values less than ½, which is theoretically not allowed if recombination is 

strictly unimolecular or bimolecular. The measured β is much higher than ⅓, which means 

that both unimolecular and bimolecular recombination occur in the device, signifying the 

significant presence of recombination states contributing to Ip. Note that for valley selectivity, 

a compromise on high sensitivity in favour of carriers residing in band edges have to be 

achieved. 

 

4.4. Understanding fundamental mechanisms effecting 

photoresponse 

4.4.1. Temperature-dependent Ip 

As mentioned above, the two practical limitations of the multi-digit device are the lack of 

complete selectivity and presence of slow switching times. To understand the fundamental 

mechanisms governing such phenomena, we conducted temperature-dependent Ids-t 

measurements and analysed the trends. Figure 47 shows a series of on-off measurements 

for Z900Zig and Z900Arm conducted at various temperatures, T, ranging from 80K to 300K 

at 20K intervals. We chose the largest setting used in Figure 35 for Pinc. The graphs are 

normalized by Id and offset along the vertical axis with an equal magnitude for comparison 
of the absolute values of Ip.  
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Figure 47: Ids-Id versus t curves for Z900Zig and Z900Arm, performed with an on-off procedure at the highest 
excitation intensity of our light source. The same measurement was conducted from 80K to 300K at 20K 

intervals. Graphs are offset by a fixed magnitude. 

 

4.4.1.1. Key temperature-dependent photoresponse features 
Several key T-dependent photoresponse features can be observed from Figure 47.  

First, Ip remains relatively constant across all T at low T for both Zig and Arm polarizations. 
However, beyond ~220K, Ip begins to decrease with temperature for both polarizations.  

Second, while Ip decreases for both directions, the difference in Ip,Z900Zig and Ip,Z900Arm remains 
relatively constant across all T. This leads to an increase in selectivity with T above ~220K, 
as defined by Ip,Z900Zig/Ip,Z900Arm (Figure 48a), from ~1.3 to ~2.0. The relative lack of T 
dependence for Ip,Z900Zig/Ip,Z900Arm at low T indicates the presence of a non-selective 
component of Ip that will be deactivated as T increases while the selective component 
remains relatively T-independent. We note that Ip,Z650Zig/Ip,Z650Arm remains close to and 
slightly lower than 1 across all T and can be explained by the slight difference in absorption 
for Zig and Arm polarizations that can be observed from Figure 31.  

Third, the fast rising (decay) processes show a sharp decrease in switching time with the 
increase of T beyond ~220K, as evidenced by the more pronounced transition from the 
initial fast increase (decrease) in Ids upon excitation (deexcitation). Figure 48b shows the 
quantitative trends of the switching times using Z900Zig as an example. It can be observed 
that while the τslow remains relatively constant across all T, τfast decreases from ~300ms 
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below 220K to ~70ms at 300K, which signifies that multiple Ip-contributing mechanisms 
make up the fast component. 

For completeness, we show in Figure 48c that Id has a slow increasing trend at low T and fast 

increasing trend at high T, which corresponds to common understanding of the transition 

from an extrinsic conduction regime to intrinsic conduction regime for a typical 

semiconductor [97]. It can also be observed that Id,Z > Id,A for all T, showing that the difference 

in mobility remains similar across all T and should not be the primary reason for any feature 

observed in Ip when T is varied. 

 

 

Figure 48: (a) (Ip,Zig/Ip,Arm) versus T results. Ip,Z900Zig/Ip,Z900Arm stays relatively constant with a value of ~1.3 at 
low T and rises sharply at ~220K to a value of ~2.0 at 300K. This increase in selectively can be attributed to 

the deactivation of a non-selective component with T above ~220K. Ip,Z650Zig/Ip,Z650Arm stays close to but 
slightly lower than 1 at all T, showing the difference in absorption coefficient along armchair and zigzag. (b) 
Switching time, τ, versus T, showing both fast and slow components of the biexponential fits for both rising 

and decay curves. The slow component has a relatively T-insensitive τslow at ~15s. The fast component 
remains relatively constant at ~300ms at low T but decreases beyond ~220K to ~70ms at 300K. (c) Id-T 

results of the device measured along armchair and zigzag, showing that Id,Z>Id,A for all T. Id remains low at low 
T and increases sharply at high T, signifying the typical semiconductor behaviour that transitions from 

extrinsic to intrinsic conduction regimes as T increases. 

 

4.4.2. Analysis of Ip-contributing mechanisms 
To understand the contributing mechanisms of Ip, we analysed the T-dependence of 
respective components of the on-off curves for various configurations. Because τslow is much 
longer than τfast, the fast process dominates the initial photoresponse and the slow process 
dominates for the remaining time. We can therefore model the rising and decay curves to 
have a slow process that follows the fast process temporally.  

Figure 49a shows the schematic of a typical on-off curve, where the Ip can be separately 
viewed from a perspective of a rising process and decay process: 

𝐼𝑝 = 𝐼𝑅𝑖𝑠𝑖𝑛𝑔,𝑠𝑙𝑜𝑤 + 𝐼𝑅𝑖𝑠𝑖𝑛𝑔,𝑓𝑎𝑠𝑡 = 𝐼𝐷𝑒𝑐𝑎𝑦,𝑠𝑙𝑜𝑤 + 𝐼𝐷𝑒𝑐𝑎𝑦,𝑓𝑎𝑠𝑡 + 𝐼𝑃𝑃𝐶  

where IPPC is the persistent photocurrent that represents current in excess of Id even after 
deexcitation. 
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Figure 49: Analysis of current contributions and correlation to fundamental mechanisms related to 
recombination/ trap states. (a) Schematic of a typical on-off curve investigated in this work, plotted as Ids-Id 

versus t. The photocurrent, Ip, can be viewed from the perspective of a rising curve or decay curve. This rising 
curve can be decomposed into a fast (1) component that is temporally followed by a slow (2) component. 

These two processes are characterized by currents, IRising,fast and IRising,slow, and switching times, τRising,fast and 
τRising,slow, respectively. The decay curve can also be decomposed into a fast (3) component that is temporally 

followed by a slow (4) component, but also possesses a persistent photocurrent, PPC, (5) component that 
gives a residual current greater than Id. These three processes are characterized by currents, IDecay,fast, IDecay,slow, 

and IPPC, and switching times, τDecay,fast, τDecay,slow and τPPC, respectively. Note that τPPC is modelled as being 
infinitely large. (b) I-T measurements results for Z900Zig. IRising,slow is almost identical to IDecay,slow (open 

squares), demonstrating that the slow components of the rising and decay curves are mirror and reverse 
process. Ip, IRising,fast and IDecay,fast (solid squares) tend towards each other beyond ~220K, showing the 

diminishing slow process and PCC that can be attributed to deactivate of trap states. (c) Ip-T measurements 
results for Z900Zig and Z900Arm, showing similar trends of constant values at low T that decreases beyond 
~220K. The difference, ΔIp=Ip,Z900Zig-IpZ900Arm is also plotted, giving a constant value independent of T for all T, 
and can be almost fully attributed to ΔIRising,fast. This means that the selective component of Ip is mostly due to 
the fast component. ΔIRising,slow is neglible for all T. (d) Ln(I) versus 1/T for IDecay,slow and IPPC. The slope of these 

two curves at T beyond 220K signifies the activation energy, EA, of trap states based on an Arrhenius 
relationship. 

 

Figure 49b shows the trends in Ip, IRising,slow, IRising,fast, IDecay,slow, and IDecay,fast with T for Z900Zig. 
Z900Zig was chosen as the example here because of the large selective component in Ip, as 
shown previously in Figure 48b. As observed in Figure 47, Ip stays relatively constant with 
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the increase in T until ~220K before it drops to less than half the initial value at 300K. Similar 
trends also occur for IRising,slow, IRising,fast, and IDecay,slow.  

 

4.4.2.1. Relating slow rising and decay times 

Figure 49b shows that the values of IRising,slow and IDecay,slow are almost identical for all T and 
therefore can be attributed to mirror and reverse processes. Further, as τslow remains 
relatively constant with T (Figure 48b), the slow component of Ip is likely to be contributed 
by a single mechanism. We thus attribute IRising,slow (IDecay,slow) to the interaction of “trap” 
states with the band edges to attain steady state upon the excitation (deexcitation) and 
formation of electron-hole pairs. This agrees with the observation (Figure 49a) that the 
slow processes occur temporally after the fast processes. 

 

4.4.2.2. Relating fast rising and decay times 

Because IRising,slow and IDecay,slow are mirror processes, charge carrier generated via the fast 

rising process, IRising,fast, has to eventually contribute to IDecay,fast or remain as IPPC. As 

mentioned, IRising,fast is contributed by the electron-hole pairs generated via the absorption of 

photons upon excitation. Therefore, IDecay,fast can be attributed to the recombination of 

electron-hole pairs upon deexcitation. The presence of PPC means that some of the charge 

carriers are unable to recombine upon such deexcitation, presumably being trapped. Figure 

49b shows that IDecay,fast approaches IRising,fast at 300K. The diminishing PPC at higher T 

signifies the deactivation of charge carrier trapping at defect states. This can be attributed to 

the transition of these defect states from being recombination states (higher chance of 

recombination) to traps states (higher chance of thermal activation to band edges) at higher 

T [98], due to the shift in position of the quasi Fermi levels, EF, away from the band edges 
[97]. 

 

4.4.2.3. Attributing switching times to fundamental mechanisms 

Our analysis agrees well with mechanisms proposed by previous publications that observed 

biexponential rising and decay trends, where τslow and τfast are measured to be in the same 

order of magnitude as in this work [56] [80]. IRising,fast and IRising,slow are attributed to the 

photoconductive and photogating effects respectively [99]. The photoconductive effect is 

limited by the carrier transit time, which agrees with the hypothesis that the decreasing τfast 

with T is due to two different mechanisms. We attribute the faster mechanism of IRising,fast to 

be carrier transit at the band edges while the slower mechanism to be carrier transit at 

recombination/ trap states which are deactivated at higher T. The photogating effect 

stipulate that carriers at such recombination/ trap states can act as local gating that 

generates opposite charge carriers very slowly to ensure electroneutrality. The fact that 

IRising,slow and IDecay,slow decrease at high T while at a constant τslow further reinforces the 

notion that the slow process is triggered by the occupation of the recombination/ trap states. 



62 
 

 

4.4.2.4. Contributions of valley excitation to selectivity in Ip 

Figure 49c shows that both Ip,Z900Zig and Ip,Z900Arm decrease sharply after ~220K, which 

signifies the loss of charge carriers that contributes to the photoresponse at the steady state 

of each T. This follows the general observed trend for other measured values in this work. 

However, the difference between Ip,Z900Zig and Ip,Z900Arm, which is a measure of the selectivity 

of the system, remains constant with T. This means that the contributions to the valley-

selective component of Ip is T-independent, which agrees with prior understanding that 

valleytronics-enabled phenomena in SnS is band-to-band symmetry-driven [8] and thus 
should not involve T-dependent interactions with trap states. 

Figure 49c also shows that the difference in photocurrents for the two polarization 
configurations, ΔIp=Ip,Z900Zig-Ip,Z900Arm, is almost totally accounted for by the difference in the 
fast rising process, ΔIRising,fast=IRising,fast,Z900Zig-IRising,fast,Z900Arm, while the difference in the slow 
rising process, ΔIRising,slow=IRising,slow,Z900Zig-IRising,slow,Z900Arm, is almost negligible. This further 
substantiates the notion that the valley selective component, as manifested in ΔIp, excludes 
contributions from trap states manifested in ΔIRising,slow, and that the slow components, Islow, 
has a lack of direct relationship with the excitation process.  

The non-valley-selective components of IRising,fast follows the trend of Ip,Z900Arm, of which the 
sharp decrease after ~220K signifies the deactivation of the non-selective component. 
Charge carriers that contribute to IRising,fast will subsequently either recombine, contributing 
to IDecay,fast, or remain as IPPC. While both IRising,fast and IDecay,fast contains significant 
contributions by both selective and non-selective (non-band-to-band) contributions, the 
trend in IPPC can be attributed totally to the non-selective trap states. 

 

4.4.2.5. Quantifying trap states 

Using the Arrhenius relationship, 𝐼 ∝ 𝑒
𝐸𝐴
𝑘𝐵𝑇, we fitted the slopes of the Ln(I) vs 1/T curves for 

IDecay,slow and IPPC of Z900Zig for values above 220K, where conduction transits from an 

extrinsic to intrinsic regime and the effects of trap states start to have a T dependence, to 

estimate the activation energy, EA, of the trap states (Figure 49d). We obtained EA values of 

0.12eV and 0.17eV respectively, which agrees with the typical calculated acceptor level 

above the ΓX valence band maximum, Ev,ΓX, of ~0.21eV for p-type VSn2- [8] [71] [88] and also 

ascertain the prior observation that in-gap absorption only occur at hν>0.95eV. 

Further, at the typical self-doped dopant concentration of ~1015cm-3 to ~1018cm-3 [88], EF-

Ev,ΓX takes values of ~0.25eV to ~0.59eV at room temperature [71]. Since EF-Ev,ΓX ∝ T [97], 

EF-Ev,ΓX reduces to ~0.07eV to ~0.16eV at 80K; EF drops below that of the acceptor level with 

a decrease in temperature. This supports the observations in the fast rising and decay times 

analyses, as the acceptor states transitions from being recombination states to traps states 

at higher T. 
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4.5. Concluding remarks 
In this chapter, we conducted optoelectronic measurements on SnS using a typical 
anisotropic photocurrent device and show that the photocurrent takes distinct values 
depending on the combination of excitation wavelength, excitation polarization, and current 
direction. This constitutes a multi-digit device based on the symmetry-dependent 
valleytronics principles of SnS as different excitation configurations selectively populate 
different valleys. We further elucidate the mechanisms that limit the performance of the 
device, namely the lack of complete selectivity of the photocurrent and the presence of slow 
switching times. 

Such limitations arise due to the presence of defect states that can be attributed to the self-
doping of VSn2-. We envision that the reduction of these trap states via advancements in 
synthesis techniques will improve the device performance drastically in the following ways. 
First, the removal of the non-selective component for Ip will allow the realization of a true 
valleytronics switch, where the off state gives Ip=0A and thus a practical on-off ratio. Second, 
both the removal of Islow and trap state contributions to Ifast will greatly increase the 
switching time, τ. The remaining τfast will also be further improved since the carrier transit 
time will be much faster with less defects affecting the mean free path of the carriers. Third, 
with less defects, the reduction in Id will indirectly lead to a higher on-off ratio, thus allowing 
smaller devices and lower incident intensities to be used. Note that a smaller device will also 
improve τfast via the reduction of total defect concentration.   
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Chapter Five 

5. Outlook and future directions 

5.1. Review of work in this thesis and limitations 
This thesis focuses on the work done on IV-VI monochalcogenides, predominantly SnS, in its 

application as a novel valleytronic system.  

 

5.1.1. Summary of Chapter 1 
Chapter 1 reviewed the status of valleytronics in currently known materials and the vastly 

different origins of valleytronics effects. Subsequently, the limitations of such materials, 

mostly the stringent experimental conditions in generating valley polarization, are 

mentioned. We used those limitations as a starting point in our search for a novel 

valleytronic material. 

 

5.1.2. Summary of Chapter 2 
In Chapter 2, we identified the presence of a novel form of valleytronics that 

phenomenologically follows the general definition of valleytronics; we observed two distinct 

bandgaps in the reciprocal space of SnS that can be selectively populated. The fact that 

temperature, size, and external bias constraints are lifted for SnS valleytronics presents the 

potential for practical usage of the system. We provide experimental evidence of optical 

selection, proving the presence of light-matter interaction. Our theoretical efforts via group 

theory arguments also support this observation. 

However, even as both our PVD and CVD methods yield plates that are thicker and wider 

than exfoliated ones, and that our optical result generally remain the same across synthesis 

methods, we still did not manage to control the size of the plates via growth parameter 

variations. The general spread of sizes from growth to growth remain similar as long as 

plates are grown and further tuning of growth parameters to more extreme conditions 

generally led to the deposition of SnS2 and/ or Sn particles/ films. Because of this, thickness 
effects, surface effects, and edge effects, etc cannot be investigated.  

We also encountered difficulty in exfoliating thin (less than a few layers) SnS pieces that are 

large enough for optical measurements. This also forms part of the motivation of our 
parametric study. However, this bid was also unsuccessful. 
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5.1.3. Summary of Chapter 3 
In Chapter 3, we generalized our novel valleytronics and show that because the effect is 

purely symmetry dependent, it remains robust across both SnS and SnSe, and varies 

continuously across all intermediate alloy compounds, SnSxSe1-x. In our alloy studies, we 

utilized similar optical methods as presented in Chapter 2 and explained such retainment of 

valleytronics using theoretical means. The more specific calculations presented this time 

round clearly identified and separated orbital contributions to the CB and VB of both valleys, 

showing that the orbital contributions and symmetry remains the same across all alloy 

compositions. Simultaneous tunability of band gap values with retainment of valley 

behaviour was also shown to be possible because of varying contributions from the 
hybridised 4p and 3p bands of Se and S respectively. 

However, attempts to synthesize other IV-VI alloy compounds were unsuccessful, further 

reinforcing the need for more precise growth methods that are applicable to other materials. 

This will not only broaden the tunability regime of IV-VI materials, but also enhance the 

completeness of our claim that such valleytronics can be generalized. Further, it will be 

interesting to find out if there is any interesting behaviour when the alloys containing Ge 

transitions from a two-valley bandstructure to a single global band gap in the Γ point. We 

foresee that the transitions will be continuous, since we expect to have the hybridization of 

Ge and Sn p orbital bands. However, the valleytronic behaviour when such transitions occur 

remains to be investigated. 

 

5.1.4. Summary of Chapter 4 
Chapter 4 talks about the application of SnS in an optoelectronic device based on 

valleytronics principles, effectively serving as a first demonstration of a true valleytronic 

device. Our optoelectronic device was fabricated in a simple photodetector configuration. 

With that, we varied our excitation wavelengths, excitation polarization and current flow 

direction to generate a series of combinations that gives distinct photocurrent response. This 

presents a straightforward way to utilize our non-degenerate valleys, which practically 

constitutes a multi-digit setup per device; this fulfils the aim of having complementary 

degrees of freedom. Analyses of the photocurrents under different configurations and the 

dependence on excitation intensity and temperature further revealed insights on the 

valleytronic transitions within SnS. We also set up defect models to explain such 

observations, giving a glimpse at the fundamental mechanisms of the electronic transitions 

at the valleys. 

The completion of the device work opened more possibilities in using such valleytronics 

effect practically. However, for that to happen, materials improvements must be performed. 

One important aspect limiting the device in our proof of concept demonstration is the lack 

of perfect valleytronics selectivity and slow switching times, both attributed to defect states 

generated by self-doped VSn2+. Materials improvements will aid in the progress of this 
direction. 
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Also, in terms of device structure, we know that the thickness of our bulk SnS is much larger 

than the maximum thickness where it still can be turned off as a field effect transistor [100], 

which limits its practicality. There are also various device structures or material systems that 

has yet to be explored. 

In view of the abovementioned progress and limitations, we can further discuss the potential 
improvements in the material system and the field in general.   

 

5.2. Potential improvements in synthesis 
Our project is mainly focused on elucidating the valleytronics effect in SnS and, to a certain 

extent, SnSxSe1-x. With improvements in synthesis, several relevant materials can then be 

investigated. 

 

5.2.1. Monolayer SnS and its advantageous attributes 
The initial phase of this work is focused on the synthesis of bulk SnS. However, it is not a 

hard requirement that the bulk form of SnS is desired or even preferred. While bulk SnS has 

its merits in the relaxation of thickness requirements, monolayer SnS has the advantage of 

being much thinner, hence allowing improvements in device performances such as carrier 
transit time, ease of being turned off, and compactness. 

That aside, monolayer SnS, while theoretically will retain the valleytronic properties [29], 

has various other properties not present in the bulk or any other thicknesses. For example, 

orthorhombic SnS, or IV-VI monochalcogenides in general, are predicted to have in-plane 

ferroelectricity due to the anharmonicity of atomic positions and thus ionic potential leading 

to spontaneous electric polarization [101] [102]. This is effectively a form of multiferroics, 

since the valleytronic properties of SnS can be considered as a tunable polarization termed 

ferrovalley [103].  

The perquisite of ferroelectricity that is absent in bulk SnS is the absence of inversion 

symmetry. However, it has been proposed that if alternate layers in SnS can be flipped, 

inversion symmetry will be broken, and the interlayer coupling will transit from being 

antiferroelectric to ferroelectric [102]. This extension of properties that used to strictly 

require monolayer into the bulk regime can potentially greatly increase the flexibility of 

sample size requirements. Note that while there are also various known metastable phases 

of Sn and S [36], these phases do not possess valleytronics properties and should not be 
considered for our purpose. 

 

5.2.2. Synthesis of other members of IV-VI monochalcogenides 
Due to our limited understanding of the PVD and CVD growth processes as well as the lack 

of access to more sophisticated growth equipment that specializes in IV-VI 
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monochalcogenides synthesis, we are only able to grow SnS, SnSe, and the intermediate 

alloys. There are still many synthesis techniques left to be explored. Two main directions can 

be pursued: (i) synthesis of bulk crystals for exfoliation (assuming slight variations in sample 

quality greatly affects the ease of exfoliation) and (ii) modifications of techniques commonly 

used to grow films and/ or nanostructures (to bypass the large sensitivity of PVD or CVD 

techniques to the pressure of precursors).  

There is an abundance of literature detailing the synthesis of different morphologies of IV-

VI monochalcogenides. Interested readers are referred to the introductions of [36] and [104], 

where they summarise the methods for SnS synthesis. 

  

5.3. Identification of symmetry-driven valleytronics in other 

material systems 

5.3.1. Truly multifunctional material systems 
Since valleytronics in SnS is purely symmetry-dependent, it is not hard to imagine that any 

material that has similar symmetry can theoretically possess valleytronics. The two criteria 

for valleytronics are then the presence of anisotropy and CBM-VBM pairs at more than one 
k point. Searching for other valleytronic materials is important for the following reasons.  

First, the combination of valleytronics properties and other properties will elevate the status 

of the material to that of a multifunctional system. While valleytronics is primarily 

envisioned as an information storage method, specific applications may have more stringent 

requirements, such as temperature resistance or high strength. Niche applications can 

benefit from such multifunctional materials.  

Second, much like III-V semiconductors, there is a limit to the tunability of a certain family 

of materials in terms of wavelength ranges. Expanding the bandgap values to non-visible 

regimes will be greatly increase the applicability of such valleytronics. 

  

5.4. Revealing fundamental valleytronics mechanisms in SnS 
Our device work has revealed fundamental mechanisms governing the photoresponse of the 

material and points towards possible routes to performance improvements via 

improvements in material’s quality. When that happens, the device performance will be 

limited by mechanisms governing the light-matter interaction aspect. One way to reveal such 

mechanisms is thus to elucidate key aspects of valley dynamics and depolarization in the 

system [105]. Ultrafast optical measurement techniques [106] can be used to obtain various 
lifetime values corresponding to the processes. 

The correlation between the degree of polarization and lifetime values is [107] 
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𝑃 =
𝑃0

1 +
𝜏
𝜏𝑠

 

where P0 is the initially created polarization, τ is the electron-hole pair/ recombination lifetime and 

τs is the polarization decay/ scattering time. By obtaining estimates of the lifetimes, we will be able 

to correlate the time-integrated P values with the maximum/ initially created P0 values. This allows 

us to see if the system is robust at the point of excitation/ polarization. From the equation, we can 

also see that we want the recombination lifetime to be much smaller than the polarization decay 

time so that we can leverage on the valley selectivity. The experiments that will be performed are 

as such (Note that for non-degenerate valleys, anisotropic polarization decays may occur, which 

means the lifetimes for different excitations may differ greatly, making the system more 

interesting): 

 

5.4.1. Time-resolved PL (TRPL) measurements 
Using a pulsed laser with pico/ femtosecond pump pulses, the samples can be excited and 

the variation of PL intensity with time can be detected by coupling the spectrometer with a 

streak camera with picosecond resolution [105] [107]. Since the repetition rate of the pump 

pulses is in the range of tens of nanoseconds, the PL intensity obtained within the next 

hundreds of picoseconds will be due to recombination of carriers excited by only one pulse. 

Thus, the decay in PL intensity can be observed clearly. The decay trend will then be fitted 

with multi-exponential fits to obtain lifetime values, which are measures of scattering or 

recombination times. As a general rule, the fast decay processes are usually attributed to 

radiative recombination while the slow decay processes are generally attributed to remnant 

recombination from scattered carriers. For SnS, different linearly polarization excitations 

will allow the excitation and probing of both valleys separately. Probing both PL peaks’ 

decays under parallel and cross polarization will also allow lifetimes for the same and 

different valleys as compared to the excitation polarization to be obtained and thus 

correlated to the inter and intravalley degrees of polarization. 

 

5.4.2. Transient absorption (TA) measurements 
While TRPL generally gives recombination lifetimes, linearly polarized transient absorption 

gives measures of intervalley scattering [108]. Using a pump-probe setup, the sample can be 

excited using a linearly polarized femtosecond pump pulse aligned to one of the main axes. 

White light probe pulses with the same repetition rate can then be shone on the sample. The 

reflection signal of the white light pulse can then be collected with CCD detection that is 

synced to the probe pulse. Since the initial laser pulse selectively excites a valley, the white 

light pulse can be polarized in the same (SP) or perpendicular (PP) direction to probe the 

same valley or different valley. With spectra taken at various pump-probe decay time, the 

evolution of the absorption profiles for both valleys can be seen. The evolution of features in 

the abruption profiles can be used to probe the carrier dynamics and varying the excitation 
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wavelength can elucidate effects of the band structure due to excitation, especially the 

difference between on and off-resonance excitation. 
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