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What can you do with a Tor exploit? Renée Ridgway 
discusses an ethical dilemma for security researchers, a 
surreptitious game of federal investigators, and the state 
of online anonymity today.

WHO’S HACKING WHOM?
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W
WHO IS HACKING WHOM? The case of Brian 
Farrell (a.k.a. “Doctor Clu”) raises a host 
of interesting questions about the na-
ture of hacking, vulnerability disclosure, 
the law, and the status of security re-
search. Doctor Clu was brought to trial 
by fbi agents who identified him by his 
Internet Protocol (IP) address. But Clu 
was using Tor (The Onion Router) to hide 
his identity, so the fbi had to find a way 
to “hack” the system to reveal his iden-
tity. They didn’t do this directly, though. 
Allegedly, they subpoenaed some infor-
mation security researchers at Carnegie 
Mellon University’s Software Engineering 
Institute (sei) for a list of IP addresses. 
Why did sei have the IP addresses? 
Ironically, these Department of Defense-
funded researchers had bragged about a 
presentation they would give at the Black 
Hat security conference on de-anonymis-
ing Tor users “on a budget.” For whatever 
reason, they had Clu’s IP address as a re-
sult of their work, and the fbi managed to 
get it from them. Clu’s defense team tried 
to find out how exactly it was obtained 
and argued that this was a violation of the 
4th amendment, but the judge refused: 
IP addresses are public, he said; even on 
Tor, where users have no ‘expectation of 
privacy.’

In this case, security researchers 
‘hacked’ Tor in a technical sense; but the 
fbi also hacked the researchers in a legal 
sense – by subpoenaing the exploit and its 
results in order to bring Clu to trial. As in 
the recent WannaCry ransomware attack, 
or the Apple iPhone vs. fbi San Bernardino 
terrorism investigation of summer 2016, 
this case reveals the entanglement of se-
curity research, the hoarding of exploits 
and vulnerabilities, the use of those tools 
by law enforcement and spy agencies, 
and ultimately citizens’ right to privacy 
online. The rest of this piece explores 
this entanglement, and asks: what are 
the politics of disclosing vulnerabilities? 
What new risks and changed expectations 
exist in a world where it is not clear who is 

hacking whom? What responsibilities do 
researchers have to protect their subjects 
and what expectations do Tor users have 
to be protected from such research?

“TOR’S MOTIVATION FOR THREE HOPS 
IS ANONYMITY”1

“Tor is a low-latency anonymity-pre-
serving network that enables its users to 
protect their privacy online” and enables 
“anonymous communication” (AlSabah 
et al., 2012: 73). The Tor p2p network is 
a mesh of proxy servers where the data 
is bounced through relays, or nodes. As 
of this writing, more than 7,000 relays 
enable the transferral of data, applying 
“onion routing” as a tactic for anonymity 
(Spitters et al., 2014).2 Onion routing was 
first developed and designed by the US 
Naval Research Laboratory in order to se-
cure online intelligence activities. Data is 
sent using Tor through a proxy configura-
tion (3 relays: entry, middle, exit) adding 
a layer of encryption at every node whilst 
decrypting the data at every “hop” and 
forwarding it to the next onion router. In 
this way, the “clear text” does not appear 
at the same time and thereby hides the IP 
address, masking the identity of the user 
and providing anonymity. At the end of a 
browsing session the user history is delet-
ed along with the HTTP cookie. Moreover, 
the greater the number of people using 
Tor, the higher the anonymity level for 
users who are connected to the p2p net-
work; volunteers around the world pro-
vide servers and enable the Tor traffic to 
flow.

There is also controversy surround-
ing the Tor network, connecting it to the 
so-called “Dark Net” and its “hidden 
services” that range from the selling of 
illegal drugs, weapons, and child pornog-
raphy to sites of anarchism, hacktivism, 
and politics (Spitters et al., 2014: 1). All 
of this has increased the risks involved in 
using Tor. As shown in numerous studies 
(AlSabah et al., 2012, Spitters et al., 2014, 
Çalışkan et al., 2015, Winter et al., 2014 

1	 (Winter et al., 2014: 6).
2	 https://torstatus.blutmagie.de/
3	 “The Italian organisation, which even its CEO called a “notorious” provider of government spyware, was looking to expand its line of products, Rabe said. 

That included targeting the anonymizing Tor network, where civil rights activists, researchers, pedophiles and drug dealers alike try to hide from the 
global surveillance complex” (Fox-Brewster 2015).

4	 (U.S. v. Farrell, U.S. District Court, W.D. Wash., No. 15-mj-00016) Complaint for Violation. https://cdn.arstechnica.net/wp-content/up-
loads/2015/01/5498263-0-14302.pdf

and Biryukov et al., 2013), different ac-
tors have compromised the Tor network, 
cracking its anonymity. These actors 
potentially include the NSA, authoritar-
ian governments worldwide, and multi-
national corporations: all organisations 
that would like to discover the identity of 
users and their personal information (see 
for example, the case of Hacking Team).3 
Specifically, it should not be discounted 
that Tor exit node operators have access to 
the traffic going through their exit nodes, 
whoever they are (Çalışkan et al., 2015: 
29). Besides governmental actors in the 
security industries, activists, dissidents 
and whistle-blowers using Tor, there are 
also academics that carry out research at-
tempting to “hack” Tor.

THE RESEARCHERS’ ETHICAL 
DILEMMA
In January 2015, Brian Farrell aka “Doctor 
Clu,” was arrested and charged with one 
count of conspiracy to distribute illegal 
“hard” drugs such as cocaine, meth-
amphetamine and heroin at a “hidden 
service” marketplace (Silk Road 2.0) on 
the so-called “Dark Net”(Geuss 2015).4 
His IP address (along with other users) 
was purportedly captured in early 2014 
by researchers, Alexander Volynkin and 
Michael McCord, when they were carry-
ing out their empirical study at sei, a non-
profit organisation at Carnegie Mellon 
University (Cmu) in Pittsburgh, U.S.A. 
The sei researchers were supposedly able 
to bypass security and with their hack, 
obtain around 1000 IP addresses of users.

Since the beginning of 2014, an 
unnamed source had been giving 
authorities the IP address of those 
who accessed this specific part of 
the site (Vinton 2015).

The researchers from sei at Cmu were 
invited to present their methods and find-
ings on how to “de-anonymize hundreds 
of thousands of Tor clients and thousands 
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WRITE ONCE, PWN ANYWHERE

Modern Windows use mitigation techniques such as DEP and ASLR to mitigate

exploitation. The combination of ASLR and DEP have been proven to be a solid

shield in most cases. Mitigation bypass is always one of the hottest topic in the

security community.
 

This presentation contains two kind of new DEP bypass techniques, two kind of new

ASLR bypass techniques, and many lesser known exploration skills. These

techniques don't need ROP, JIT, third-party plugins or Non-ASLR modules. They are

OS-independent, even CPU-independent in some cases. So exploits can easily

"Write Once, Pwn Anywhere" now.
 

These techniques are fairly different from traditional exploit technique. So they may

also be difficult to detect and identify if you don't know them.

PRESENTED BY

Yang Yu

YOU DON'T HAVE TO BE THE NSA TO BREAK TOR:
DEANONYMIZING USERS ON A BUDGET

The Tor network has been providing a reasonable degree of anonymity to

individuals and organizations worldwide. It has also been used for distribution of

child pornography, illegal drugs, and malware. Anyone with minimal skills and

resources can participate on the Tor network. Anyone can become a part of the

network. As a participant of the Tor network, you can choose to use it to

communicate anonymously or contribute your resources for others to use. There is

very little to limit your actions on the Tor network. There is nothing that prevents

you from using your resources to de-anonymize the network's users instead by

exploiting fundamental flaws in Tor design and implementation. And you don't

PRESENTED BY

Alexander Volynkin &  Michael

McCord

need the NSA budget to do so. Looking for the IP address of a Tor user? Not a

problem. Trying to uncover the location of a Hidden Service? Done. We know

because we tested it, in the wild...
 

In this talk, we demonstrate how the distributed nature, combined with newly

discovered shortcomings in design and implementation of the Tor network, can be

abused to break Tor anonymity. In our analysis, we've discovered that a persistent

adversary with a handful of powerful servers and a couple gigabit links can de-

anonymize hundreds of thousands Tor clients and thousands of hidden services

within a couple of months. The total investment cost? Just under $3,000. During

this talk, we will quickly cover the nature, feasibility, and limitations of possible

attacks, and then dive into dozens of successful real-world de-anonymization case

studies, ranging from attribution of botnet command and control servers, to drug-

trading sites, to users of kiddie porn places. The presentation will conclude with

lessons learned and our thoughts on the future of security of distributed anonymity

networks.
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A Schedule Update:

For more than 16 years, Black Hat has provided a venue for attendees and the larger community to find
the very latest in information security research, developments and trends. We strive to deliver one of the
most empirically selected lineups of content in the industry. One of our selected talks, "You Don't Have to
be the NSA to Break Tor: Deanonymizing Users on a Budget" by CERT/Carnegie Mellon researcher
Alexander Volynkin was scheduled for a Briefing at Black Hat USA this August in Las Vegas. Late last week,
we were informed by the legal counsel for the Software Engineering Institute (SEI) and Carnegie Mellon
University that: "Unfortunately, Mr. Volynkin will not be able to speak at the conference since the materials
that he would be speaking about have not yet approved by CMU/SEI for public release." As a result, we
have removed the Briefing from our schedule.
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FIGURE 1 (ABOVE AND LEFT): Black Hat 2014 
website Schedule Update.
FIGURE 2 (BELOW): Black Hat 2014 Briefings.
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of hidden services” at the Black Hat se-
curity conference in July 2014, but they 
never showed up and the reason of their 
cancellation is still posted on the website 
(Figure 1). As the next screenshot of the 
Internet Archive’s Way Back Machine re-
flects (Figure 2), the researcher’s abstract 
elucidated their braggadocio of a low 
budget exploit of Tor for around $3000, as 
well as a call out to others to try:

Looking for the IP address of a 
Tor user? Not a problem. Trying to 
uncover the location of a Hidden 
Service? Done. We know be-
cause we tested it, in the wild…. 
(Volynkin 2014).

With regard to ethical research con-
siderations, the researchers’ “anonymous 
subjects” didn’t realize or know they 
were participating in a study-cum-hack. 
Many in the security research community 
regard this as an infringement of ethi-
cal standards included in the IEEE Code 
of Ethics that prohibits “injuring others, 
their property, reputation, or employ-
ment by false or malicious action” (IEEE 
n.D.: section 2.4.2). Even when following 
such an officially recognized IEEE ethical 
code, “failure, discovery, and unintended 
or collateral consequences of success” 
(Greenwald et. al. 2008:78) could poten-
tially harm “objects of study”– in this case 
the visitors to the Silk Road 2.0. The Dark 
Net is perhaps trickier than other fields 
but there are also academics carrying out 
research there, contacting users, building 
their trust and protecting their sources.5 
Supposedly sei started hosting part of 
Tor’s relays, but intentionally set up “ma-
licious actors” so that they could carry out 
their research. According to one anony-
mous source reported at Motherboard, 
sei

had the ability to deanonymize 
a new Tor hidden service in less 
than two weeks. Existing hidden 
services required upwards of a 
month, maybe even two months. 
The trick is that you have to get 
your attacking Tor nodes into a 
privileged position in the Tor net-
work, and this is easier for new 
hidden services than for existing 
hidden services (Cox 2015).

It is crucial that the Tor Project is al-
ways informed of the exploit even before 
it is released so that they can fix poten-
tial flaws that enable deanonymization. 
During the past several years, research-
ers have continuously shared their data 
with the Tor Project and reported their 
findings, such as malicious attacks, or 
what is called “sniffing” – when the exit 
relay information is compromised. Once 
a study is published, patches are devel-
oped and Tor improves upon itself as 
these breaches of security are uncovered. 
Unlike other empirical studies, the sei re-
searchers did not inform the Tor Project of 
their exploits. Instead Tor discovered the 
exploits and contacted the researchers, 
who declined to give details. Only after 
the abstract for Black Hat (late June 2014) 
was published online did the researchers 
“give the Tor Project a few hints about the 
attack but did not reveal details” (Felten 
2014). The Tor Project ejected the attack-
ing relays and worked on a fix for all of 
July 2014, with a software update release 
at the end of the month, along with an ex-
planation of the attack (Dingledine 2014). 
As this case shows, not only “malicious 
actors,” but also certain researchers can 
collect data on Tor users. According to the 
Tor Project director Roger Dingledine the 
sei researchers acted inappropriately:

Such action is a violation of our 
trust and basic guidelines for ethi-
cal research. We strongly support 
independent research on our soft-
ware and network, but this attack 
crosses the crucial line between 
research and endangering inno-
cent users (Dingledine 2014).

A SUBPOENA FOR RESEARCH 
In November 2015, the integrity of these 
two sei researchers was again brought 
into question when the rumour circulated 
that they had been subpoenaed by the fbi 
to hand over their collated IP addresses. 
According to an assistant researcher at 
Cmu Nicolas Christin, sei is a non-profit 
and not an academic institution and 
therefore the researchers at sei are not 
academics but instead are “focusing spe-
cifically on software-related security and 
engineering issues” and in 2015 the sei 
renewed a 5-year governmental contract 
for 1,73 billion dollars (Lynch 2015). In 
an official media statement, Cmu’s sei 

5	 I refer here specifically to Jamie Bartlett’s ‘The Dark Net’ research.

responded by explaining that their mis-
sion encompassed searching and iden-
tifying “vulnerabilities in software and 
computing networks so that they may 
be corrected” (Cmu 2015). Important to 
note is that the US government (specifi-
cally the Departments of Defense and of 
Homeland Security) funds many of these 
research centers, such as cert (Computer 
Emergency Response Team), a division 
of sei which has existed ever since the 
Morris Worm first created a need for such 
an entity (Kelty 2011). To be precise, it is 
one of the Federally Funded Research and 
Development Centers (FFRDC), which are

unique non-profit entities spon-
sored and funded by the U.S. gov-
ernment that address long-term 
problems of considerable com-
plexity, analyze technical ques-
tions with a high degree of objec-
tivity, and provide creative and 
cost-effective solutions to gov-
ernment problems (Lynch 2015).

Legally, in the U.S., the fbi, SEC and 
the DEA can all subpoena researchers to 
share their research. However, the ob-
tained information was not for public 
consumption, but for an agency within 
the U.S. Department of Justice, the fbi. 
Matt Blaze, a computer scientist at the 
University of Pennsylvania made the fol-
lowing statement about conducting re-
search:

When you do experiments on a 
live network and keep the data, 
that data is a record that can be 
subpoenaed. As academics, we’re 
not used to thinking about that. 
But it can happen, and it did hap-
pen (Vitáris 2016).

Besides the ethical questions regarding 
the researchers handing over their find-
ings to the governments that have sup-
ported them (ostensibly with tax-payer 
money), the politics of security research 
and vulnerability disclosure continues to 
be a heated debate within academia and 
the general public. It seems that issu-
ing subpoenas by law enforcement might 
provide a means to gather data on citizens 
and to obtain knowledge of academic re-
search – which then remains hidden from 
the public. Computer security defense 
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lawyer Tor Ekeland gave this comment:

It seems like they’re trying to 
subpoena surveillance tech-
niques. They’re trying to acquire 
intel[ligence] gathering methods 
under the pretext of an individual 
criminal investigation (Vitáris 
2016).

It is not clear whether the fbi was us-
ing a subpoena to acquire exploits, or if 
the Cmu (sei) researchers were originally 
hired by the fbi and only later disclosed 
what happened, stating that they had 
been subpoenaed?6 Either way, it would 
raise the issue of whether the fbi required 

a search warrant in order to obtain the 
evidence – the IP addresses.

INTERNET SEARCH AND SEIZURE
In January 2016, Farrell’s defense filed 
a motion to compel discovery, in an at-
tempt to understand exactly how the IP 
address was obtained, as well as the past 
two-year history of the relationship be-
tween the fbi and sei through working 
contracts. In February 2016, the Farrell 
case came to court in Seattle where it 
was finally revealed to the public that the 
“university-based research institute” was 
confirmed to be sei at Cmu, subpoenaed 
by the fbi (Farivar 2016). The court denied 
the defense’s motion to compel discovery. 

6	 February 24, 2016: “When asked how the FBI knew that a Department of Defence research project on Tor was underway, so that the agency could then 
subpoena for information, Jillian Stickels, a spokesperson for the FBI, told Motherboard in a phone call that ‘For that specific question, I would ask them 
[Carnegie Mellon University]. If that information will be released at all, it will probably be released from them.’” (Cox 2016)

7	 Scrutiny of the Fourth Amendment shows the original text of 1789 that was later ratified in the Bill of Rights, the first 10 amendments to the US Constitu-
tion: The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, 
and no Warrants shall issue, but upon probable cause, supported by Oath or affirmation, and particularly describing the place to be searched, and the 
persons or things to be seized. https://www.archives.gov/founding-docs/bill-of-rights-transcript

LEFT: Richard 
Nixon’s 1973 Grand 
Jury subpoena.

This statement from the order—Section II, 
Analysis—written by US District Judge 
Richard A. Jones answered the question of 
whether a search warrant was needed to 
obtain IP addresses:

sei’s identification of the defen-
dant’s IP address because of his 
use of the Tor network did not 
constitute a search subject to 
Fourth Amendment scrutiny (Cox 
2016).7

In order to claim protection under 
the Fourth Amendment, there needs to 
be a demonstration of an “expectation 
of privacy,” which is not subjective but 



LIMN HACKS, LEAKS, AND BREACHES 125 

recognized as reasonable by other mem-
bers of society. Furthermore, Judge Jones 
claimed that the IP address “even those of 
Tor users, are public, and that Tor users 
lack a reasonable expectation of privacy” 
(Cox 2016).

Again, according to the party’s 
submissions, such a submission 
is made despite the understanding 
communicated by the Tor Project 
that the Tor network has vulner-
abilities and that users might not 
remain anonymous. Under these 
circumstances Tor users clearly 
lack a reasonable expectation of 
privacy in their IP addresses while 
using the Tor network. In other 
words, they take a significant 
gamble on any real expectation of 
privacy under these circumstanc-
es (Jones 2016:3).

Judge Jones reasoned that Farrell 
didn’t have a reasonable expectation of 
privacy because he used Tor; but he also 
stated that IP addresses are public because 
he willingly gave his IP address to an In-
ternet Service Provider (ISP), in order to 
have internet access. Moreover, the cita-
tion (precedent) that Judge Jones drew 
upon to uphold his order, namely, United 
States v. Forrester, ruled that individuals 
have no reasonable ‘expectation of priva-
cy’ with internet IP addresses and email 
addresses:

The Court reaches this conclu-
sion primarily upon reliance on 
United States v. Forrester, 512 F.2d 
500 (9th Cir. 2007). In Forrester, 
the court clearly enunciated that: 
Internet users have no expecta-
tion of privacy in …the IP address 
of the websites they visit because 
they should know that this infor-
mation is provided to and used 
by Internet service providers for 
the specific purpose of directing 
the routing of information (Jones 
2016:2-3).

TRUST
In March 2016, Farrell eventually pleaded 
guilty to one count of conspiracy regard-
ing the distribution of heroin, cocaine 
and amphetamines in connection with 
the hidden marketplace Silk Road 2.0 and 

received an eight-year prison sentence. In 
this case, the protection of an anonymous 
IP address was thwarted in various ways 
(a hack, a subpoena, a ruling) with regard 
to governmental intrusion. Privacy tech-
nologists, such as Christopher Soghoian, 
have provided testimony in similar cases, 
explaining that the government states 
that obtaining IP addresses “isn’t such a 
big deal,” yet the government can’t seem 
to elucidate how they could actually ob-
tain them (Kopstein 2016).

Whoever wanted to know the IP ad-
dress would have to be in control of many 
nodes in the Tor network, around the 
world; and one would have to intercept 
this traffic and then correlate the entry 
and exit nodes. Besides the difficulty fac-
tor, these correlation techniques cost time 
and money and these exploits, including 
the one from the sei researchers, were 
possible in 2014. Even if IP addresses are 
considered public when using Tor, they 
are anonymous unless they are corre-
lated with a specific individual’s device.8 
To correlate Farrell’s IP address, the fbi 
had to obtain the list of IP addresses from 
Farrell’s ISP provider, Comcast.

The judge’s cited reason for deny-
ing the motion to compel disclosure was 
that IP addresses are in and of themselves 
not private, as people willingly provide 
them to third parties. Nowadays people 
increasingly use the internet (and write 
emails) instead of the telephone; and in 
order to do so, they must divulge their IP 
address to an ISP in order to access the in-
ternet. When users are outside of the Tor 
anonymity network, their IP is exposed to 
an ISP. However, when inside the “closed 
field” of Tor, is there no expectation of 
privacy along with the security of the 
content? And by extension, is there not an 
expectation of anonymity with the secu-
rity of users’ identity?

Judge Jones also argued that that 
Farrell didn’t have an expectation of 
privacy because he handed over his IP 
address to strangers running the Tor 
network.

[I]t is the Court’s understanding 
that in order for a prospective user 
to use the Tor network they must 
disclose information, including 
their IP addresses, to unknown 
individuals running Tor nodes, 

8	 http://whatismyipaddress.com

so that their communications can 
be directed towards their des-
tinations. Under such a system, 
an individual would necessarily 
be disclosing his identifying in-
formation to complete strangers 
(Jones 2016:3).

Herewith the notion of trust surfaces 
and plays a salient role. When people 
share information with ethnographers, 
anthropologists, activists or journalists 
and it takes months, sometimes years to 
gain people’s trust; and the anonymity of 
the source often needs to be maintained. 
These days when people choose to use the 
Tor network they trust a community that 
can see the IP address at certain points, 
and they trust that the Tor exit node op-
erators do not divulge their collected IP 
addresses nor make correlations. In an era 
of so-called Big Data, as more user data is 
collated (by companies, governments and 
researchers) correlation becomes easier 
and deanonymization occurs more fre-
quently. With the Farrell case, research-
ers’ ethical dilemmas, the politics of 
vulnerability disclosure and law enforce-
ment’s “hacking” of Tor all played a role in 
obtaining his IP address. Despite opposing 
judicial rulings, it can be argued that Tor 
users do have an expectation of privacy 
whereas the capture of IP addresses for 
users seeking anonymity online has been 
expedited. 
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