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Chapter 9

Energy Harvesting Aware Power

Management

9.1 Introduction

The true autonomy of wireless sensor networks depends oméliable operation for extended times without
human intervention. Energy supply is a critical factor iis tthesign. Wireless and ad-hoc deployment, which
is essential in some scenarios and cost- effective in gthezsludes the use of a wired energy infrastructure.
The sensor nodes are thus forced to operate on limited patiserves and low power design is an important
design consideration [1, 2].

Unlike human carried devices such as hand-helds or celhgdhavhich can be returned to charging docks
periodically, sensor node batteries are limited in supplney cannot be replaced in the large numbers
of nodes as the embedded nature of deployment makes it hatté&ss each individual node. A limited
amount of energy supply, however, is not sufficient to ensumiaterrupted operation for the several year

long lifetimes typically expected from an embedded deplegmThe small node size puts constraints on the



maximum battery size. Batteries already dominate the notiene in prototype sensor nodes. The energy
density for common battery technologies varies in the rasfge200 J/cu.cm. (Alkaline) to 3780 J/cu.cm
(Zinc-air). At such energy density, assuming a sensor npgeating at 1mW (average consumption after
power management) and assuming the full battery capaaitypeaitilized, a year-long operation requires a
battery-size of the order of 10cu.cm which is rather largeusl batteries alone cannot be expected to reliably
supply a sensor network deployment for several years.

A viable alternative then is to endow the sensor nodes wighiggpiate energy harvesting technologies
such as solar, vibrational [3], wind/water flow, thermaldjesmt scavenging [4 - 6], electromagnetic direct
conversion [7] and others [8 - 11]. These sources can supplement or even entirely replace the battery
energy supply. A fundamental difference between envirantaieenergy and battery supply is that the envi-
ronmental energy can be scavenged for as long as desired effidiently utilized, can enable a system to
last eternally (until its hardware is outdated).

However, the introduction of harvesting components inttsee nodes requires design changes spanning
the hardware of the node, the node level power managemehnedwork wide energy scheduling. Consider
for instance, that the power consumption at a node is to belredtto the environmental energy available to
it. Then, the node must be equipped with additional hardw@raeasure the environmental energy input,
rather than just the residual battery measurement. Fugberer management decisions in a network differ
when harvested energy is available. For instance, conaidelar energy harvesting network. At a particular
instance, the network may have two alternative data rowtgisahle to satisfy the immediate data transfer
requirement. However, the harvested energy available @g¢shalong the two routes may be different, say
due to the presence of a shadow on part of the network. In suelsey the network requires a harvesting
aware power management strategy, along with the envirotahemergy input measurement, which allows it
to choose the route passing through nodes outside the shadow

The remainder of this chapter addresses the resultingigsimarvesting aware system design, including

both the hardware and power management software.



9.2 Harvesting Technologies

We define éharvesting nodéo be any sensor node with at least one form of environmentalbgy harvesting

as part of its power supply. Typically, such a device willcallgave an energy storage mechanism, such as a
battery or an ultracapacitor, to allow energy harvesting eansumption to occur without total synchrony.
However, the storage device is not essential in all scesaitd harvesting nodes such as described in [10] use
the energy generated from the press of a button immediatetamsmit a packet and are inactive otherwise.

A network of such devices will be referred to as a harvestitgvork. The design of the network involves
further considerations than just the individual nodes;esihe nodes in such a network may be heterogeneous
and the environmental energy available at each node mayffeecdit.

We consider the harvesting node first. Figure 9.1 shows tewedules that are part of a harvesting node
in addition to the usual sensor node components. The vabioaks are discussed in the subsequent sections,
including an example implementation. While most of the b&sown are implemented as hardware circuits,
the block labeled Harvesting Aware Power Management isibgdemented as a set of algorithms on the
sensor node processor itself. A design component not showreifigure but which influences the hardware
and software design is knowledge about the applicationbehaith respect to energy consumption and this

knowledge should be exploited to the extent available.

Figure 9.1: Block diagram of a harvesting node.

The key distinguishing characteristic of the harvestindenappears at the top left in the block diagram
- the harvesting device. It is based on one of the harvestidgnblogies relevant to the deployment envi-
ronment and outputs energy. The key harvesting technadagimterest to embedded systems are discussed

below.



9.2.1 Solar Energy

Solar or other light energy can be converted to electric pasing solar cells. The magnitude of energy gen-
erated varies from approximately 15mW/sqg.cm in noon-timdight to 10:W/sqg.cm in indoor incandescent
lighting. The energy output depends on the material usegst@ltine materials such as silicon and gallium
arsenide have moderate absorption efficiency and high csiomeefficiency (15-30%) while thin film ma-
terials such as cadmium telluride have high absorptionieffay and lower conversion efficiencg 10%).
The choice of material also depends on its spectral responséhe light source of interest.

For the purposes of circuit design, the solar cell may be fledlas a voltage source with an internal
resistance. The output voltage is fairly constant in thdulsmerating range and the supply current varies
with light intensity. A single solar cell output is 0.6V buamels with series of such cells can generate any

required voltage for the circuit.

9.2.2 Vibration Energy

Vibrations are available in many environments of inteneshiding commercial buildings, parking structures,
aircrafts, trains, industrial facilities and even resitgrbuildings. Preliminary analysis and experiments pre-
sented in [3] show that 3QW/cm3 is available in such environments. The sources of tidra which may

be heavy machinery, home appliances, HVAC vents, movenfgreaple or vehicles, and other movements
vary a great deal in their acceleration characteristicstaadrequency spectra [3]. Methods to convert this
energy to electricity can be classified into electromagnetectrostatic and piezoelectric [12 - 16].
Electromagnetic conversion uses vibration to move a caodic a magnetic field. Existing prototypes
[15, 12] generate very low voltage output to be usable. Edstatic conversion uses vibration energy to
move the conductors of a charged capacitor. The disadvamtfthis approach is that a separate voltage
source is required to charge the capacitor. An advantagevevis that the output voltage is in the usable
range of two to several volts. Piezoelectric conversiors usaterials which when mechanically deformed

generate an electric potential. The piezoelectric methlwdhines the advantages of electromagnetic and
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electrostatic conversion but are difficult to implement atnmscale. With the current technology, they have

the greatest available energy density among the three aeetho

9.2.3 Other sources

Wind or water flow can be converted to energy. While macroesgaherators based on these flows are widely
used, compact technologies to extract such energy arentackdh sensor networking application of wind
energy is also for locomotion, such as used in NASA's Tumbless [17]. These are inflatable spheres which
can roll along the deployment surface using wind energy,aaadimed at Martian and polar exploration.

Thermoelectric generation using Seebeck effect (flow ofesurin a loop made from two wires of cer-
tain metals when a temperature difference is applied to tine jwnctions) and other methods have been
demonstrated to yield 2W/cm2 to 4Q:W/cm2 using a 5-10 degree Celcius temperature gradient [1§, 6

Pressure variations, such as the pressure of a fluid or gasandosed space changing with time of day,
can also be used to generate energy. In the Atmos clock fongeainvented in 1928 by Jean-Leon Reutter,
a mixture of gas and liquid enclosed in a sealed capsule espas the temperature rises and contracts as
it falls, moving the capsule back and forth providing suéfiti motion to run the clock. Methods to convert
such limited pressure variation or motion into electri@tg not readily available, however.

The exact choice of the harvesting technology dependsaldeetors, including on the achieved energy
density from a particular technology, sensor node formoia@nd most importantly, the availability in the
deployment scenario. For instance, a sensor network deglfiyr environmental monitoring or precision
agriculture in outdoor settings may have ready access tliightiand could hence use solar energy, while
a sensor network operating indoors for industrial applicet such as machine health monitoring may have

plenty of vibrations available for harvesting energy.



9.3 Descriptions of the Components of a Harvesting Node

Figure 9.1 alluded to various new components that are redwithen a sensor node is converted into a har-
vesting node. This section discusses the reasons why tledes lare needed and their design requirements.
Therecharging circuitreceives part of the energy output of the harvesting devidestores it. This block
is needed since the current and voltage characteristidsedfiarvesting device output may not be directly
suitable for charging the storage device. For example,lzargeable battery must be charged a voltage equal
to or higher than its output, and if the harvesting deviceots current at a lower voltage than this, a voltage

conversion circuit may have to be used.

The recharging circuit also depends on the energy storaghanesm, and in case of batteries, on the
battery chemistry used. For a battery charged from a solhrtibe simplest implementation is to directly
connect a solar panel to the battery through a diode to ptévemattery being drained through the solar cell.
However, this circuit would yield low longevity for the batt as the battery could be repeatedly damaged
from overcharge (continued charging of battery even whendharged to its full capacity) and undercharge
(continued discharging after the battery voltage has drdfiyelow a battery chemistry specific threshold). In
general, to ensure battery longevity, a recharging ciisugquired to produce an acceptable charging profile
and to disconnect the battery at its under-charge limit.

The consumption arbiteuses a combination of the energy from the harvesting sourdetee storage
device to supply the power requirements of the harvestintendhere are three reasons which necessitate
this arbiter.

First, the harvested energy may not always be sufficient teepohe load and hence a mechanism is
needed to share the load between the harvested and storgg.eftorage efficiency is always less than 1.
The arbiter must ensure that the environmental energy igliggto the load directly, and only the deficit is
drawn from the storage. When the energy available from theelsting device exceeds the consumption, the

excess energy is routed to the recharging circuit, which stane it if the storage is not already full.



Second, for a given environmental stimulus, the energyuutpthe harvesting device depends on its
own internal resistance and the characteristics of the poasented to it. The consumption arbiter may also
modify the load characteristics appearing at the outpuhefiarvesting device to maximize the scavenged
energy.

Third, the storage mechanism used may not supply the enethg ®oltage required by the sensor node
and the arbiter regulates the supply voltage.

The arbiter may also be designed to prioritize storage ofggria certain cases such as when the battery
has drained to a very low level. In such a case, if the hardemtergy level is just sufficient to power the
sensor node but no excess is available to charge the baltemthe arbiter may shut off the node and charge
the battery first, in order to ensure system availabilityrimeegency situations.

Theenergy trackemonitors the energy available from the harvesting devickadso the current state of
the energy store. Such data may be used by the harvesting pasaer management algorithms for learning
the energy environment. The instantaneous battery statiigravzironmental energy availability along with
the long term availability behavior is used by several nekweide scheduling algorithms to distribute work-
load as discussed later in sections on power management.

The sub-module power switching blotktypical to any device which provides for shutting downtpar
of its circuit for power management. This is very crucial ensor networks where sensors and minimal
direct memory access peripherals may be kept active for rarger durations than the energy intensive
communication, processing and larger memory modules. &naelting node, this block is useful for turning
on or off various components as the amount of environmenégaladility varies. This switching functionality
is controlled by the harvesting aware power managementitigcs.

A prototype harvesting node, implemented at the NetworketlEEmbedded Systems Laboratory, Uni-
versity of California Los Angeles, is shown in Figure 9.2.iS’hode uses a pair of solar cells connected
in parallel as the harvesting device. The storage is a patfo§ized NiMH re-chargeable batteries. The

recharging circuit provides the charging profile requiredMiMH batteries. The arbiter supplies the solar



cell output energy to the load while the excess or deficit fltiwsugh the battery. The heliomote arbiter
also regulates the voltage output of the NiMH battery paclcivliaries between 2.2 and 2.8V to a stable 3V
required by the sensor node. The energy tracker module amerifie total energy charged into the battery,
the instantaneous battery current and voltage. The meahsdiata is provided to the sensor node processor

via a one-wire interface. The detailed circuit schematiessaailable in [19].

Figure 9.2: Heliomote.

9.4 Harvesting Aware Power Management

Power management strategies differ significantly when tivegp source changes from a fixed battery supply
to a harvesting device. There are two reasons which leadetsethifferences. First, the environmental
energy source is highly variable. Unlike the stored supptyctv is simply characterized by the amount of
residual energy of the battery and is reliably available ghvironmental energy requires a more sophisticated
characterization. Second, the environmental energy ia ffiotited resource and has the potential to be used
eternally. Below, we present a model to characterize théymtion and consumption of environmental energy

which can be used to design power management algorithmsfeesting nodes.

9.4.1 Harvesting Theory

Since the harvesting source is highly variable, an importesign consideration is to provide a reliable
system performance. Another objective is to decide if thérenmental energy alone is sufficient for the
system to operate at the desired level of performance. theosystem can operate indefinitely. Otherwise,
the designer may want to determine the required harvestidgians. The goal of developing a harvesting
theory is to enable analysis of a wide variety of harvestauihologies with respect to system performance.

We begin with a source characterization.



Definition 1. (p, 01, 02) — source : SupposeF(t) is a continuous and bounded function of a continu-
ously varying parametet. E(t) is said to be &p, o1, 02) — source if and only if for any finite real number

T, it satisfies:

/. E(t)dt > pT — 01 (9.1)
T

/ E(t)dt < pT + o5 (9.2)
T

This definition uses only three parameters keeping it aicaljy tractable but still allowing it to model a
wide variety of variations in energy sourcds(t) models the power output at time t. The model captures the
asymptotic rate of availability, which is the maximum povaemhich the system can operate. Since we are
modelling physical energy sources, the restrictions plawethe function E(t) are justified. It may be noted
that the unit ofp is power, e.g. Watts and the unitef ando is energy, e.g. Joules.

The consumption itself may not be constant and the followdefinition can characterize most consump-
tion profiles.

Definition 2. (p’,c) — consumer : A device is said to be &', o) consumer if its power consumption,
E.(t), satisfies the constraint

/ E.(t)dt < p'T+o (9.3)
T

for any value off".

With this definition, the following theorem specifies the imm performance that can be guaranteed.
The achievable performance may in fact be higher, such as #palication requires node operation only
when the environmental energy is available.

Theorem 1. Sustainable Performance at Eternity (Variable ConsunmpRaeofile): If a (o', o)-consumer
device is powered by @, 1, 02)-source, has an energy storage capacityof o, + 02, andyp’ < p, then
the device can operate forever.

The proof is available in [20]. The following example demivates an immediate application of the above

theorem.



Table 9.1: Solar cell parameters in experimental envirarime

Paramete Value Units
p 23.6 mw
o1 1.4639 x 10° | J
o9 1.8566 x 10° | J

Example 1. Figure 9.3 shows the power flowing into the battery obseryed kest heliomote, when
placed in sunlight, in the month of January in the Northermisphere. Negative values represent battery

drain.

Figure 9.3: Solar energy based charging power recordedday$.

Measuring the battery current instead of the current oth@Eblar cell ensures that only the actual solar
power available, and not any power lost due to circuit inficies, is considered. Since the negative portions
of the waveform dominate, the batteries suffer a net digghaFor the waveform plotted in Figure 9.3, the
source characterization parameter values are given ire Babl

With these values the solar cell is(a, o1, 02)-source in the test environment. We now neeg'ac)
classification of the consumer node. The sensor node uséeé ineliomote has a sleep mode power drawn
Pyieep < 3mW and the maximum current draw®y,,,, = 100mW. Thus, ' = 100mW, ¢ = 0) is a valid
classification. However, to achiepé= p, we can set the node to sleep 18:7% of the time. If the minimum
wake up duration is 2s, this leadsdo= 153.J. Theorem 2 implies that a rechargeable battery with capacit
=0 + 01 + 09 = 3.32 x 10%], or 922.43mAh, is required for sustaining the node indefipifrom solar
energy. This helps the designer to choose a AAA sized NiMikbat Using a larger battery does not help
improve long term performance.

The key utility of the above theory is that it enables chaazing the energy availability using a small

number of parameters which can be used for power managemdigcaussed next.
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9.4.2 Scheduling Algorithms

In battery powered systems, the power management strateggedesigned merely to minimize the energy
consumption. Several power scaling strategies to minifn&eery consumption have been studied [21 -
24]. Many of these can be used to minimize battery drain in harvesting nodes also. However, these
strategies are not sufficient for efficiently utilizing thartlesting source. In harvesting systems, the problem
space expands. The aim is not always to minimize consumptibadapt the consumption to the available
environmental energy within the performance constraifits.instance, the tasks may be rescheduled when
possible to operate directly off the environmental energifis does not reduce the energy consumed in
executing the task, but reduces the wastage due to batefficiancy. Research has recently begun in the
area of harvesting aware power management [25, 26].

Various power scaling mechanisms are typically availablontrol the power consumption in embedded
systems, such as dynamic voltage scaling (DVS), transmvepaontrol, and duty cycling the node. For
each mechanism, reducing power affects the performanaeD¥8 and duty cycling for instance, using a
lower energy mode increases the latency of executing a Tdskalgorithms below are illustrated using duty
cycling as an example power scaling mechanism since it ia@@in most processors.

Theorem 1 gives the asymptotic rate of energy consumptiailade to a harvesting node. As men-
tioned, a fundamental difference in harvesting systemspewed to battery powered systems is that if the
system performance is adapted to the environmental aildifathe system can last eternally. To adapt the
performance in this manner, the system only needs to estithatparameters o, o1, ando,, for its deploy-
ment scenario. This can be achieved if the environmentah\behover a learning phase is assumed to be
representative of the long term behavior, which is validifany sources. For instance, solar energy follows
a diurnal and annual cycle. Winds have known repetitiveepast The sustainable performance depends
directly onp and hence we wish to estimateto within an error margin\. The power parametercan be

estimated by averaging the energy obtained from the enexggs over time. Let the average at time(t)
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be calculated as:

I Et(t)dt ©.4)

p(t) =
Since the device will sampl&(¢) at discrete times, the above integral will be evaluated as@aete sum-
mation. Apart from the running estimate of average, alscestite most recent local minima and maxima
observed inp(t). When the difference between the maxima and the minima reathe&e assume that
estimation ofy is complete. The E(t) waveform can also be used to estimaéado, [20].

Once the source has been characterized, the device canigglperformance to operate at the available

ratep. Suppose active mode powerf,,,, and sleep mode power i3,..,. Then the duty cycle satisfies:
pP= xpmar + (1 - x)R@leep (95)

neglecting the energy consumption of switching betweenaaotdhe value of determined from this equa-
tion can be used to decide the sleep duration if the minimoma Spent in active modé,,,;,, is known. Thus,

performance can be adjusted at a single node to match the@emental availability.

9.5 Distributed Harvesting

In a distributed system with several harvesting nodes, Hredsting aware power management problem
would be to distribute the workload among the nodes in suctag that the overall performance of the

system is maximized. Finding the optimal solution requaemplete knowledge of what energy resources
are available at every node and the complete set of taskspgerlrmed by the system. Many of these tasks,
such as routing a data packet from one node to another ineolgegy consumption at several intermediate
nodes, making the scheduling decisions coupled among no8lise, in a distributed system, scalability

concerns dictate that all the information at every node eatdmmunicated to a central node for scheduling
decisions. Moreover, in many distributed systems suchrasos@etworks, communication itself is the major
energy consumer and distributed decisions are the assuoned Distributed power management solutions

are hence used, even though they may not be globally optimal.
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Distributed power management is a nascent area of resédethods have been proposed for distributed
battery powered systems [27 - 31]. These methods attempt to reduce and balance the energy usage
across multiple nodes to ensure system-wide sustainatatiier than minimizing the total energy consump-
tion which could cause certain nodes to deplete faster are ithee overall system useless. In harvesting
networks on the other hand, instead of balancing the enemggurnption among nodes, the objective is to
share the workload in proportion to the harvesting oppattuavailable to each node. The distribution of
workload may be highly application-dependent and such austltypically require an understanding of the
application characteristics. One such method which addees typical usage scenario is discussed below.

One of the applications for sensor networks is to monitor plajenent scene for specific events and
report the occurrence of such events with low latency. Tmsisg transducers consume minimal energy
and are kept active, while the power intensive modules-gusar and radio, are woken up when an event is
triggered by a transducer. The event must now be commudieeth low latency to a central base station.
The power management problem is to provide an energy efficaamunication topology for the network,
which adapts the energy consumption at different nodesedi thdividual harvesting opportunities. The
scheme below achieves this in a completely distributeddasilso, it can report the expected performance

to the base with minimal communication overhead.

9.5.1 Communication Protocol

The communication protocol followed is depicted in Figurd.9When a node has data to transmit to its
next hop neighbor along the data path, the node transmitsACBIN packet and listens for response for a
periodT,... It repeats this process until an ACK is receivd{.; is the time required by an active node to
send an ACK after receiving a BEACON packet. Suppose the tégeired to transmit a BEACON packet

iS Theacon- EVeEry node in the network wakes up for a duratibp,, = 2Tpcacon + Tuck tO listen for any

BEACON messages from nodes attempting to send data to iter &ftery awake period, it sleeps for a

13



duration

1—=z
Tslsep = TTTmin (96)

wherez is the sustainable duty cycle at this node, determined f&)n\Whenever a node receives a BEACON
packet, it transmits an ACK and stays awake until it has vecktihe relevant data and forwarded it to the next
hop. With this arrangement, the worst case delay in reagi@mACK when repeatedly sending a BEACON
is Tsieep + T'min. The energy spent in transmitting the event data is neddigiompared to the energy spent

in periodically entering active mode to listen for potehtiata when events are infrequent.

Figure 9.4: Communication with sleep cycle.

The route discovery from all nodes to the base is based omthefion of a data gathering tree, adopted
from [32]. The base node transmits an INIT packet. All nodésgcty receive this packet, treat the sender
of the INIT packet as their parent and send an ACK with randackinff delay. They now know the route
to the base, which is one hop away. These nodes assign thvessiEpth = 1. They retransmit the INIT
message with their own ID. All nodes which have not alreadyged themselves a depth acknowledge this
packet. These nodes now know their next hop on the route toabe and assign themselves depth = 2. The
process continues. When a node transmits an INIT messaged&sihot receive any responses for a timeout
duration, it assumes that there are no nodes deeper théraltsgg the path that passes through it. Such

nodes are denoted leaf nodes.

9.5.2 Distributed Power Management

The network starts at an arbitrary performance level. Oheeestimation ofp, o, and o, parameters is
completed, using the same methods as discussed in the ysesdction, the nodes will begin transition to
the sustainable performance level. Each node sets itsnespatencyl, equal tol,;, + Tsieep- If @ node

is not receiving any energy from the environment, it may haveelect a preset value éffor itself. When

a leaf node has estimated its it sends a LATENCY message to its parent containing itsredg of L. A

14



node which is not a leaf, waits for the LATENCY packet fromigdl children. LetL; denote the latency
value heard from-th child and let it haveV, children. When it has collected all LATENCY packets from its

children and has estimated its oinit sets

L= Ll +L 9.7
efhax, L+ ®-7)

It sends this cumulative value &f to its parent.L’ represents the total worst case data transfer latency along
the path through this node from the worst leaf. The procgssats. The base then chooggs, .. equal to the
largestZ’ among the ones it receives from its children. Thijs,.. is the maximum latency of data transfer in
the network along the worst path. Each node switches to ttyeagale based on its estimatedafter having
sent the LATENCY message. Thus the nodes gradually trangititheir individual performance levels, with

no centralized coordination.

The in-network processing of the transmittedvalues at each parent reduces the data sent to the parent
nodes and the amount of data sent to the base node is thustppbto the number of depth 1 nodes and
not to the total number of nodes in the network. This ensuraekability while at the same time returning
a network wide performance metric to the base. If the acligerformance is not acceptable, additional
resources may have to be added.

The above method provided algorithms to adapt the powerutopon on a network wide basis to the
local energy availability at the various network composerfurther research is underway to exploit more
detailed information about the energy availability profifeluding its temporal variations and spatial patterns

to optimize performance in given energy environments.

9.6 Conclusions

Energy harvesting provides a viable alternative to creatg lasting wireless sensor networks, using har-
vested energy to supplement or replace stored batterywesseHarvesting is not only useful but essential

in some usage scenarios such as space exploration andexxéstrial sensor network deployments where
15



the operating lifetime required is very long and batterjaepments are next to impossible. The unmanned
vehicles exploring the surface of Mars use solar energydssing for all their energy needs. Different types
of harvesting opportunities exist in most deployment sdesand this form of energy should be actively ex-
ploited for enhanced system performance. The use of hadesiergy leads to several research issues which
are different from conventional power management basednbngstored battery energy. Not only is the
design of the hardware different to account for the harmgséburce, but workload scheduling now depends
on the nature of the environmental source. The scheduliadsds different in case of distributed systems
with multiple harvesting nodes. Harvesting theoretic teghes can be used to determine the sustainable
performance levels and additional resources requireddiniesing requisite performance. These techniques
also facilitate the design of distributed scheduling mdtha\n ideal system would utilize its starting battery
resources and harvested energy to achieve the maximunbfgoapplication throughput with the available
resources. Such power management for harvesting netwsees dpen problem with a rich set of research

challenges.
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