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Abstract. We study the inhomogeneous continuum random trees (ICRT) that arise as weak
limits of birthday trees. We give a description of the exploration process, a function defined
on [0, 1] that encodes the structure of an ICRT, and also of its width process, determining the
size of layers in order of height. These processes turn out to be transformations of bridges with
exchangeable increments, which have already appeared in other ICRT related topics such as
stochastic additive coalescence. The results rely on two different constructions of birthday
trees from processes with exchangeable increments, on weak convergence arguments, and
on general theory on continuum random trees.

1. Introduction

This paper completes one circle of ideas (describing the inhomogeneous continuum
random tree) while motivated by another (limits of non-uniform random p-map-
pings which are essentially different from the uniform case limit). Along the way,
a curious extension of Jeulin’s result on total local time for standard Brownian
excursion will be established.

Consider a continuous function f : [0, 1] → [0,∞) which is an “excursion”
in the sense

f (0) = f (1) = 0; f (u) > 0, 0 < u < 1.

Use f to make [0, 1] into the pseudo-metric space with distance

d(u1, u2) := (f (u1)− inf
u1≤u≤u2

f (u))+ (f (u2)− inf
u1≤u≤u2

f (u)), u1 ≤ u2. (1)
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d’Ulm, 75230 Paris Cedex OS, France. e-mail: miermont@dma.ens.gr

D. Aldous: Research supported in part by N.S.F. Grant DMS-0203062

J. Pitman: Research supported in part by N.S.F. Grant DMS-0071448

Mathematics Subject Classification (2000): 60C05, 60F17, 60G09, 60G51

Key words or phrases: Continuum random tree – Exchangeable increments – Exploration
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After taking the quotient by identifying points of [0, 1] that are at d-pseudo distance
0, this space is a tree in that between any two points there is a unique path; it carries
a length measure induced by the distance d, and a mass measure, with unit total
mass, induced from Lebesgue measure on [0, 1]. An object with these properties
can be abstracted as a continuum tree. Using a random excursion function yields
a continuum random tree (CRT): Aldous [2, 3]. The construction of a continuum
random tree T via a random function f , in this context called the exploration pro-
cess of T (in Le Gall et al. [26, 17], it is instead called height process while the
term exploration process is used for a related measure-valued process), is not the
only way of looking at a CRT; there are also

(a) constructions via line-breaking schemes
(b) descriptions via the spanning subtrees on k random points chosen according to

mass measure
(c) descriptions as weak or strong n → ∞ limits of rescaled n-vertex discrete

random trees.

As discussed in [2, 3] the fundamental example is the Brownian CRT, whose explo-
ration process is twice standard Brownian excursion (this was implicit in Le Gall
[25]), with line-breaking construction given inAldous [1], spanning subtree descrip-
tion in Aldous [3] and Le Gall [24], and weak limit (for conditional Galton-Watson
trees) behavior in [2, 3] (see Marckert and Mokkadem [27] for recent review). A
more general model, the inhomogeneous continuum random tree (ICRT) T θ , arose
in Camarri and Pitman [15] as a weak limit in a certain model (p-trees) of discrete
random trees. The definition and simplest description of T θ is via a line-breaking
construction based on a Poisson point process in the plane (Aldous and Pitman [15,
9]), which we recall below. The spanning subtree description is set out in Aldous
and Pitman [8], and the main purpose of this paper is to complete the description
of T θ by determining its exploration process (Theorem 1).

1.1. Statement of results

The parameter space � of the ICRT T θ is defined [9] to consist of sequences
θ = (θ0, θ1, θ2, . . . ) such that

(i) θ0 ≥ 0; θ1 ≥ θ2 ≥ . . . ≥ 0;
(ii)

∑
i θ

2
i = 1;

(iii) if
∑∞
i=1 θi <∞ then θ0 > 0.

We will often consider the finite-length subspace �finite of � for which θi = 0 ∀i >
I , for some I ≥ 0, calling I the length of θ . Note that θ ∈ �finite can be specified
by specifying a decreasing sequence (θ1, . . . , θI ) for which

∑I
i=1 θ

2
i < 1; then set

θ0 =
√

1−∑i≥1 θ
2
i > 0.

Let {(Ui, Vi), i≥1} be a Poisson measure on the first octant {(x, y) : 0≤y≤x},
with intensity θ2

0 per unit area. For every i ≥ 1 let also (ξi,j , j ≥ 1) be a Poisson
process on the positive real line with intensity θi per unit length. The hypotheses
on θ entail that the set of points {Ui, i ≥ 1, ξi,j , i ≥ 1, j ≥ 2} is discrete and
can be ordered as 0 < η1 < η2 < . . . , we call them cutpoints. It is easy to see
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that ηk+1 − ηk → 0 as k → ∞. By convention let η0 = 0. Given a cutpoint ηk ,
k ≥ 1, we associate a corresponding joinpoint η∗k as follows. If the cutpoint is of
the form Ui , then η∗k = Vi . If it is of the form ξi,j with j ≥ 2, we let η∗k = ξi,1.
The hypothesis θ0 > 0 or

∑
i≥1 θi = ∞ implies that joinpoints are a.s. everywhere

dense in (0,∞).
The tree is then constructed as follows. Start with a branch [0, η1], and recur-

sively, given the tree is constructed at stage J , add the line segment (ηJ , ηJ+1]
by branching its left-end to the joinpoint η∗J (notice that η∗J < ηJ a.s. so that the
construction is indeed recursive as J increases). When all the branches are attached
to their respective joinpoints, relabel the joinpoint corresponding to some ξj,1 as
joinpoint j , and forget other labels (of the form ηi or η∗i ). We obtain a metric tree
(possibly with marked vertices 1, 2, . . . ), whose completion we call T θ .

A heuristic description of the structure of the ICRT goes as follows. When
θ0 = 1 and hence θi = 0 for i ≥ 1, the tree is the Brownian CRT, it has no marked
vertex and it is a.s. binary, meaning that branchpoints have degree 3. It is the only
ICRT for which the width process defined below is continuous, and for which no
branchpoint has degree more than 3. When θ ∈ �finite has length I ≥ 1, the struc-
ture looks like that of the CRT, with infinitely many branchpoints with degree 3,
but there exist also exactly I branchpoints with infinite degree which we call hubs,
and these are precisely the marked vertices 1, 2, . . . , I corresponding to the join-
points ξ1,1, . . . , ξI,1 associated to the Poisson processes with intensities θ1, . . . , θI
defined above. The width process defined below has I jumps with respective sizes
θ1, . . . , θI , which occur at distinct times a.s. These jump-sizes can be interpreted
as the local time of the different hubs – see remark following Theorem 2. When
θ /∈ �finite, then the hubs become everywhere dense on the tree. Whether there
exists branchpoints with degree 3 or not depends on whether θ0 �= 0 or θ0 = 0.
Also, the tree can become unbounded.

It turns out that the relevant exploration process is closely related to processes re-
cently studied for slightly different purposes. The Brownian CRT in [7], and then the
ICRT in [9], were used by Aldous and Pitman to construct versions of the standard,
and then the general, additive coalescent, and its dual fragmentation process, which
are Markov processes on the state space � of sequences {(x1, x2, . . . ) : xi ≥ 0,∑
i xi = 1}. In [7, 9] the time-t state X(t) is specified as the vector of masses of

tree-components in the forest obtained by randomly cutting the Brownian CRT or
ICRT at some rate depending on t . Bertoin [12] gave the following more direct
construction. Let (Bexc

s , 0 ≤ s ≤ 1) be standard Brownian excursion. For fixed
t ≥ 0 consider the process of height-above-past-minimum of

Bexc
s − ts, 0 ≤ s ≤ 1.

Then its vector of excursion lengths is �-valued, and this process (as t varies) can
be identified with the standard case of the additive coalescent. More generally, for
θ ∈ � consider the “bridge” process

θ0B
br
s +

∞∑

i=1

θi(1(Ui≤s) − s), 0 ≤ s ≤ 1
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where (Ui) are independent random variables with uniform law on (0, 1). Use the
Vervaat transform – relocate the space-time origin to the location of the infimum
– to define an “excursion” process Xθ = (Xθ

s , 0 ≤ s ≤ 1) which has positive
but not negative jumps. Bertoin [13] used Xθ to construct the general additive
coalescent, and Miermont [28] continued the study of fragmentation processes by
this method. In this paper we use Xθ to construct a continuous excursion pro-
cess Y θ ; here is the essential idea. A jump of Xθ at time tJ defines an interval
[tJ , TJ ] where TJ := inf{t > tJ : Xθ

t = Xθ
tJ−}. Over that interval, replace Xθ

s

by Xθ
tJ− + Xθ

s − inf tJ≤u≤s Xθ
u. Do this for each jump, and let Y θ be the resulting

process. To write it in a more compact way, the formula

Y θ
s = m

{

inf
u≤r≤s X

θ
r : 0 ≤ u ≤ s

}

(2)

holds, wherem is Lebesgue’s measure on R. Details are given in section 2. We can
now state our main result.

Theorem 1. Suppose θ ∈ � satisfies
∑
i θi <∞. Then the exploration process of

the ICRT T θ is distributed as 2
θ2

0
Y θ .

As will be recalled in Sect. 3, the precise meaning of this theorem is: let
U1, U2, . . . be independent uniform variables on [0, 1], independent of Y θ , and
as around (1), replacing f by 2

θ2
0
Y θ , endow [0, 1] with a pseudo-distance d, so that

the natural quotient gives a tree T 2θ−2
0 Y where Y = Y θ . Then for every J ∈ N, the

subtree spanned by the root (the class of 0) and the (classes of) U1, . . . , UJ has
the same law as the tree T θ

J obtained by performing the stick-breaking construc-
tion until the J -th step. Since (Ui, i ≥ 1) is a.s. dense in [0, 1] and by uniqueness

of the metric completion, T θ and T 2θ−2
0 Y indeed encode the same random topo-

logical space. We also note that our proofs easily extend to showing that the hub
with extra label i is associated to the class of ti or Ti , and this class is exactly
{s ∈ [ti , Ti] : Y θ

s = Y θ
ti
}. To avoid heavier notations, we will not take these extra

labels into account from now on.
When

∑
i θi = ∞, the exploration process of the ICRT, if it exists, can be

obtained as a certain weak limit of processes of the form 2
(θn0 )

2 Y
θn for approximat-

ing sequences θn ∈ �finite, and in particular, when θ0 > 0 one guesses that the
exploration process of T θ will still be 2

θ2
0
Y θ , but we will not concentrate on this in

the present paper.

Remark. Formula (2) is inspired by the work of Duquesne and Le Gall [17], in
which continuum random trees (“Lévy trees”) are built out of sample paths of Lévy
processes. Our work suggest that there are many similarities between ICRTs and
Lévy trees. In fact, Lévy trees turn out to be “mixings” of ICRTs in an analogous way
that Lévy bridges are mixing of extremal bridges with exchangeable increments.
This will be pursued elsewhere.

In principle Theorem 1 should be provable within the continuous-space context,
but we do not see such a direct proof. Instead we use weak convergence arguments.
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As background, there are many ways of coding discrete trees as walks. In particular,
one can construct a Galton-Watson tree with offspring distribution ξ in terms of an
excursion of the discrete-time integer-valued random walk with step distribution
ξ − 1. In fact there are different ways to implement the same construction, which
differ according to how one chooses to order vertices in the tree, and the two com-
mon choices are the depth-first and the breadth-first orders. In section 3 we give
a construction of a random n-vertex p-tree, based on using n i.i.d. uniform(0, 1)
random variables to define an excursion-type function with drift rate −1 and with
n upward jumps, and again there are two ways to implement the construction
depending on choice of vertex order. These constructions seem similar in spirit to,
but not exactly the same as, those used in the server system construction in [13] or
the parking process construction in Chassaing and Louchard [16].When θ ∈ �finite,
by analyzing asymptotics of the (appropriately rescaled) discrete excursion using
depth-first order, in the asymptotic regime where convergence to the ICRT holds, we
get weak convergence to the process Y θ , and we show that this discrete excursion
asymptotically agrees with θ2

0 /2 times the discrete exploration process; we extend
this to the case

∑
i θi <∞ by approximating the tree T θ by the tree T θn associated

to the truncated sequence (θ1, . . . , θn, 0, . . . ), and that is the proof of Theorem 1.
It is a curious feature of the convergence of approximating p-trees to T θ that the
rescaled discrete approximation process converges to 2

θ2
0
Y θ for a topology which

is weaker than the usual Skorokhod topology. In the course of proving Theorem 1,
we will give sufficient conditions for this stronger convergence to happen.

For any continuum tree with mass measure µ, we can define

W̄ (h) = µ{x : ht(x) ≤ h}, h ≥ 0

where the height ht(x) of point x is just its distance to the root. If W̄ (h)
= ∫ h

0 W(y) dy, h ≥ 0 then W(y) is the “width” or “height profile” of the
tree (analogous to the size of a particular generation in a branching process model).
The time-changed function (W(W̄−1(u)), 0 ≤ u ≤ 1) can be roughly interpreted
as the width of the layer of the tree containing vertex u, where vertices are labelled
by [0, 1] in breadth-first order. Parallel to (but simpler than) the proof of Theo-
rem 1 sketched above, we show that excursions coding p-trees using breadth-first
order converge to Xθ , and agree asymptotically with the height profile (sizes of
successive generations) of the p-tree. In other words

Theorem 2. Let θ ∈ �. For the ICRT T θ the width processW(y) = W θ (y) exists,
and

(W θ ((W̄ θ )−1(u)), 0 ≤ u ≤ 1)
d= (Xθ (u), 0 ≤ u ≤ 1).

Qualitatively, in breadth-first traversal of the ICRT, when we encounter a hub at
some 0 < u < 1 we expect the time-changed width function W(W̄−1(u)) to jump
by an amount representing a “local time” measuring relative numbers of edges at
that hub. Theorem 2 shows these jump amounts are precisely the θ -values of the
hubs.

When
∑
i θi <∞, combining Theorems 1 and 2 gives a result whose statement

does not involve trees:
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Corollary 1. Let θ ∈ � satisfy
∑
i θi <∞. The process 2

θ2
0
Y θ has an occupation

density (W θ (y), 0 ≤ y <∞) satisfying

(W θ ((W̄ θ )−1(u)), 0 ≤ u ≤ 1)
d= (Xθ (u), 0 ≤ u ≤ 1).

Note that the “Lamperti-type” relation between W θ and Xθ is easily inverted as

(Xθ
L−1(y)

, y ≥ 0)
d= (W θ (y), y ≥ 0), (3)

where

L(t) :=
∫ t

0

ds

Xθ
s

∈ [0,∞], 0 ≤ t ≤ 1.

This provides a generalization of the following result of Jeulin [19] (see also
Biane-Yor [14]), which from our viewpoint is the Brownian CRT case where θ0 = 1.
Let (lu, 0 ≤ u <∞) be occupation density for (Bexc

s , 0 ≤ s ≤ 1). Then

( 1
2 lu/2, 0 ≤ u <∞) d= (Bexc

L−1(u)
, 0 ≤ u <∞)

where L(t) := ∫ t0 1
Bexc
s

ds. One might not have suspected a possible generalization
of this identity to jump processes without the interpretation provided by the ICRT.

Theorem 2 has the following other corollary:

Corollary 2. For any θ ∈ �, the height supv∈T θ ht(v) of the ICRT T θ has the
same law as ∫ 1

0

ds

Xθ
s

.

1.2. Discussion

As formulated above, the purpose of this paper is to prove Theorems 1 and 2 con-
cerning the ICRT. But we have further motivation. As ingredients of the proof, we
take a known result (Proposition 1) on weak convergence of random p-trees to the
ICRT, and improve it to stronger and more informative versions (Propositions 2
and 3). The Theorems and these ingredients will be used in a sequel [5] studying
asymptotics of random p-mappings. By using Joyal’s bijection between mappings
and trees, one can in a sense reduce questions of convergence of p-mappings to
convergence of random p-trees. In particular, under a uniform asymptotic negligi-
bility hypothesis which implies that the exploration process of p-trees converges
to Brownian excursion, one can use a “continuum Joyal functional” (which takes
Brownian excursion to reflecting Brownian motion) to show [4] that the exploration
process of the random p-mappings converges to reflecting Brownian bridge. The
results of the present paper give the limit exploration process Y θ for more general
sequences of p-trees, and to deduce convergence of the associated random p-map-
pings we need to understand how the continuum Joyal functional acts on Y θ . This
is the subject of the sequel [5].
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2. Constructing Xθ and Y θ

Let θ ∈ �, and consider a standard Brownian bridge Bbr, and independent uni-
formly distributed random variables (Ui, i ≥ 1) in [0, 1], independent of Bbr.
Define

X
br,θ
t = θ0B

br
t +

∞∑

i=1

θi(1{Ui≤t} − t), 0 ≤ t ≤ 1. (4)

From Kallenberg [20], the sum on the right converges a.s. uniformly on [0, 1]. Then
Xbr,θ has exchangeable increments and infinite variation, and by Knight [23] and
Bertoin [13] it attains its overall minimum at a unique location tmin, which is a
continuity point of Xbr,θ . Consider the Vervaat transform Xθ of Xbr,θ , defined by

Xθ
t = Xbr,θ

t+tmin
−Xbr,θ

tmin
, 0 ≤ t ≤ 1, (5)

where the addition is modulo 1. Then Xθ is an excursion-type process with infi-
nite variation, and a countable number of upward jumps with magnitudes equal to
(θi, i ≥ 1). See Figure 1. Write tj = Uj − tmin (mod. 1) for the location of the
jump with size θj in Xθ .

For each j ≥ 1 such that θj > 0, write Tj = inf{s > tj : Xθ
s = Xθ

tj−}, which
exists because the process X has no negative jumps. Notice that if for some i �= j
one has tj ∈ (ti , Ti), then one also has Tj ∈ (ti , Ti), so the intervals (ti , Ti) are
nested. Given a sample path of Xθ , for 0 ≤ u ≤ 1 and i ≥ 1 such that θi > 0, let

Rθ
i (u) =

{
inf ti≤s≤u Xθ

s −Xθ
ti− if u ∈ [ti , Ti]

0 else.
(6)

If θi = 0 then let Rθ
i be the null process on [0, 1]. We then set

Y θ = Xθ −
∑

i≥1

Rθ
i , (7)

which is defined as the pointwise decreasing limit ofXθ −∑1≤i≤n R
θ
i as n→∞.

See Figure 2. It is immediate that Y θ is a non-negative process on [0, 1]. More
precisely, for any 0 ≤ u ≤ s ≤ 1 and i such that u ≥ ti , Rθ

i (u) is equal to the
magnitude of the jump (if any) accomplished at time ti by the increasing process

X←−θ
s (u) = inf

u≤r≤s X
θ
r , 0 ≤ u ≤ s.

Since the Lebesgue measure of the range of an increasing function (f (s), 0≤s≤ t)
is f (t)− f (0)minus the sum of sizes of jumps accomplished by f , we obtain that

Y θ
s = m{X←−θ

s (u) : 0 ≤ u ≤ s} 0 ≤ s ≤ 1, (8)

wherem is Lebesgue measure. This easily implies that Y θ is a continuous (possibly
null) process, and since the largest jump of Xθ −∑1≤i≤n R

θ
i is θn+1, which tends
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t1 t3t2

θ1

θ2

θ3

0 1
0

1

Fig. 1. A realization of (Xθ
s , 0 ≤ s ≤ 1) with I = 3 and (θ0, θ1, θ2, θ3) = (0.862,

0.345, 0.302, 0.216). The jumps are marked with dashed lines; the jump of height θi
occurs at time ti .

to 0 as n→∞, a variation of Dini’s theorem implies that (7) holds in the sense of
uniform convergence.

The process Y θ is an excursion-type process on (0, 1). Moreover, since by clas-
sical properties of Brownian bridges the local infima of Xbr,θ are all distinct, the
only local infima that Y θ attains an infinite number of times are in the intervals
[ti , Ti]. Let us record some other sample path properties of Y θ .

Lemma 1. Suppose θ ∈ � has length I ∈ N∪{∞} and θ0 > 0. Almost surely, the
values (Xθ

ti−, i ≥ 1) taken byXθ at its jump times are not attained at local minima

ofXθ . Also, the times ti are a.s. not right-minima ofXθ in the sense that there does
not exist ε > 0 such that Xθ

s ≥ Xθ
ti

for s ∈ [ti , ti + ε].

Proof. Let Xbr,θ
i (s) = Xbr,θ

s − θi(1{Ui≤s} − s), which is independent of Ui . The

shifted process Xbr,θ
i (· + t) − Xbr,θ

i (t) (with addition modulo 1) has same law as
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0 10

1

θ1

θ2

θ3

t1 t2t3

Fig. 2. The process (Y θ
s , 0 ≤ s ≤ 1) constructed from the process (Xθ

s , 0 ≤ s ≤ 1) in
Figure 1. The “reflecting” portions of the path corresponding to jumps of Xθ are marked by
the θi .

X
br,θ
i for every t , so the fact that 1 is not the time of a local extremum for Xbr,θ

i

and that |Xbr,θ
i (1− t)|/t →∞ as t → 0 (e.g. by [21, Theorem 2.2 (i)] and time-

reversal) implies by adding back θi(1{Ui≤·} − ·) to Xbr,θ
i that Ui is a.s. not a local

minimum of Xbr,θ . The statement about right-minima is obtained similarly, using
the behavior of Xbr,θ

i at 0 rather than 1.
Next, since Xbr,θ is the sum of a Brownian bridge Bbr and an independent

process, the increments of Xbr,θ have continuous densities, as does the Brownian
bridge (except of course the increment Xbr,θ (1) − Xbr,θ (0) = 0 a.s.). The proba-
bility that the minimum ofXbr,θ in any interval [a, b] with distinct rational bounds
not containing Ui equals Xbr,θ

Ui− is therefore 0. This finishes the proof. ��
The following lemma will turn out to be useful at the end of the proof of

Theorem 1.

Lemma 2. Let θ ∈ � satisfy
∑
i θi <∞, and write θn = (θ0, θ1, . . . , θn). Define

Xθn as above, but where the sum defining Xbr,θn is truncated at n. Last, define
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Y θn as in (8) with Xθn instead of Xθ . Then Y θn converges a.s. uniformly to Y θ as
n→∞.

Proof. We want to estimate the uniform norm ‖Y θn − Y θ‖, which by definition is
‖Xθn −Xθ −∑i≥1(R

θn

i −Rθ
i )‖ with obvious notations. The first problem is that

Xbr,θn may not attain its overall infimum at the same time as Xbr,θ , so that jump
times for Xθn and Xθ may not coincide anymore. So, rather than using Xθn we
consider X′n(s) = Xbr,θn(s + tmin)−Xbr,θn(tmin) (with addition modulo 1) where
tmin is the time at which Xbr,θ attains its infimum. Then X′n → Xθ uniformly.
Define R′n,i as in (6) but for the process X′n and write Y ′n = X′n −

∑
1≤i≤n R′n,i .

Notice that Y ′n is just a slight space-time shift of Y θn , so by continuity of Y θn and
Y θ it suffices to show that Y ′n → Y θ uniformly. It is thus enough to show that
‖∑1≤i≤n(R′n,i − Rθ

i )‖ → 0 as n → ∞. It is easy that for each i ≥ 1, one has

uniform convergence of R′n,i to Rθ
i . Therefore, it suffices to show that

lim
k→∞

lim sup
n→∞

∥
∥
∥
∥
∥
∥

∑

k≤i≤n
R′n,i

∥
∥
∥
∥
∥
∥
= 0,

which is trivial because ‖R′n,i‖ ≤ θi , and
∑
i θi <∞ by hypothesis.

Remark. Again, one guesses that the same result holds in the general θ0 > 0 case, so
that the proof of Theorem 1 should extend to this case. However, the fact that

∑
i θi

might be infinite does not a priori prevent vanishing terms of the sum
∑

1≤i≤n R′n,i
to accumulate, so the proof might become quite technical.

3. Constructions of p-trees and associated excursion processes

Write Tn for the set of rooted trees t on vertex-set [n], where t is directed towards
its root. Fix a probability distribution p = (p1, . . . , pn). Recall that associated
with p is a certain distribution on Tn, the p-tree

P(T = t) =
∏

v

pdvv , dv in-degree of v in t. (9)

See [31] for systematic discussion of the p-tree model. We shall define two maps
ψp : [0, 1)n → Tn such that, if (X1, . . . , Xn) are independent U(0, 1) then each
ψp(X1, . . . , Xn) has the distribution (9). The two definitions are quite similar, but
the essential difference is that ψbreadth

p uses a breadth-first construction whereas

ψ
depth
p uses a depth-first construction.

3.1. The breadth-first construction

The construction is illustrated in Figure 4. Fix distinct (x1, . . . , xn) ∈ [0, 1)n. Pic-
ture this as a configuration of particles on the circle of unit circumference, where
particle i is at position xi and has a “weight” pi associated with it. Define

F p(u) = −u+
∑

i

pi1(xi≤u), 0 ≤ u ≤ 1. (10)
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Fig. 4. The construction of the tree ψbreadth
p (x1, . . . , x8).

There exists some particle v such that F p(xv−) = infu F p(u): assume the particle
is unique. Let v = v1, v2, . . . , vn be the ordering of particles according to the
natural ordering of positions xv1 < xv2 < . . . around the circumference of the
circle. (In Figure 4 we have v1 = 4 and the ordering is 4, 8, 2, 3, 7, 1, 5, 6). Write
y(1) = xv1 and for 2 ≤ j ≤ n let y(j+1) = y(j)+pvj mod 1. So y(n+1) = y(1)
and the successive intervals [y(j), y(j +1)], 1 ≤ j ≤ n are adjacent and cover the
circle. We assert

xvj ∈ [y(1), y(j)), 2 ≤ j ≤ n. (11)
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To argue by contradiction, suppose this fails first for j . Then [y(1), y(j)), inter-
preted mod 1, contains particles v1, . . . , vj−1 only. Since y(j) − y(1) = pv1 +
. . .+pvj−1 this implies F p(y(j)−) = F p(y(1)−), contradicting uniqueness of the
minimum.

We specify the tree ψbreadth
p (x1, . . . , xn) by:

v1 is the root
the children of vj are the particles v with xv ∈ (y(j), y(j + 1)).

By (11), any child vk of vj has k > j , so the graph cannot contain a cycle. If it
were a forest and not a single tree, then the component containing the root v1 would
consist of vertices v1, . . . , vj for some j < n. Then the interval [y(1), y(j + 1)]
would contain only the particles v1, . . . , vj , contradicting (11) for j + 1.

Thus the construction does indeed give a tree. From the viewpoint of this con-
struction it would be natural to regard the tree as planar (or ordered: the dv children
of v are distinguished as first, second, etc) but we disregard order and view trees in
Tn as unordered.

Now consider the case where (x1, . . . , xn) = (X1, . . . , Xn) are independent
U(0, 1). Fix an unordered tree t and write v1 for its root. Fix an arbitrary xv1 ∈ (0, 1)
and condition on Xv1 = xv1 . Consider the chance that the construction yields the
particular tree t. For this to happen, the particles corresponding to the dv1 children of

v1 must fall into the interval [xv1 , xv1 + pv1 ], which has chance p
dv1
v1 . Inductively,

for each vertex v an interval of length pv is specified and it is required that dv
specified particles fall into that interval, which has chance pdvv . So the conditional
probability of constructing t is indeed the probability in (9), and hence so is the
unconditional probability.

Remark. Note that in the argument above we do not start by conditioning on F p

having its minimum at xv1 , which would affect the distribution of the (Xi).

We now derive an interpretation (13,14) of the function F p at (10), which will
be used in the asymptotic setting later. From now on we also suppose that for j ≥ 2,
y(j) is not a jump time for F p to avoid needing the distinction between F p(y(j))

and F p(y(j)−); this is obviously true a.s. when the jump times are independent
uniform, which will be the relevant case.

For 2 ≤ j ≤ n, vertex vj has some parent vz(j), where 1 ≤ z(j) < j . By
induction on j ,

F p(y(j))− F p(y(1)−) =
∑

i:i>j,z(i)≤j
pvi .

In words, regarding t as ordered, the sum is over vertices i which are in the same
generation as j but later than j ; and over vertices i in the next generation whose
parents are before j or are j itself. For h ≥ 1, write t (h) for the number of vertices
at height ≤ h− 1. The identity above implies

F p(y(t (h)+ 1))− F p(y(1)−) =
∑

v:ht(v)=h
pv.
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Fig. 5. F exc,p(·) codes the weights of successive generations (wt of gen) of the p-tree in
Figure 4.

Also by construction

y(t (h)+ 1)− y(1) mod 1 =
∑

v:ht(v)≤h−1

pv.

We can rephrase the last two inequalities in terms of the “excursion” function

F exc,p(u) := F p(y(1)+ u mod 1)− F p(y(1)−), 0 ≤ u ≤ 1 (12)

and of u(h) := y(t (h)+ 1)− y(1) mod 1. Then

u(h) =
∑

v:ht(v)≤h−1

pv (13)

F exc,p(u(h)) =
∑

v:ht(v)=h
pv. (14)

So the weights of successive generations are coded within F exc,p(·), as illustrated
in Figure 5. Note that to draw Figure 5 we replace xi by

x′i := xi − y(1) mod 1.

Remark. There is a queuing system interpretation to the breadth-first construc-
tion, which was pointed out to us by a referee. In this interpretation, the customer
labelled i arrives at time x′i and requires a total service time pi . If customers are
served according to the FIFO rule (first-in first-out) then F exc,p(u) is the remaining
amount of time needed to serve the customers in line at time u.

3.2. The depth-first construction

The construction is illustrated in Figure 6, using the same (xi) and (pi) as before,
and hence the same F p(u). In the previous construction we “examined” particles
in the order v1, v2, . . . , vn; we defined y(1) = v1 and inductively
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• y(j + 1) = y(j)+ pvj mod 1
• the children of vj are the particles v with xv ∈ (y(j), y(j + 1)).

In the present construction we shall examine particles in a different order w1, w2,

. . . , wn and use different y′(j) to specify the intervals which determine the off-
spring of a parent. Start as before with w1 = v1 and y′(1) = xw1 . Inductively
set

• y′(j + 1) = y′(j)+ pwj mod 1
• the children of wj are the particles v with xv ∈ (y′(j), y′(j + 1)).
• wj+1 is

the first child of wj , if any; else
the next unexamined child of parent(wj ), if any; else
the next unexamined child of parent(parent(wj )), if any; else
and so on.

Here “unexamined” means “not one of w1, . . . , wj ” and “next” uses the natural
order of children of the same parent.

Figure 6 and its legend talk through the construction in a particular example,
using the same (xi) and (pi) as in Figure 4. Checking thatψdepth

p (X1, . . . , Xn) has
distribution (9), i.e. is a random p-tree, uses exactly the same argument as before.
As with the breadth-first construction, the point of the depth-first construction is that
the excursion functionF exc,p(·) tells us something about the distribution of the tree.
For each vertex v of ψdepth

p (x1, . . . , xn) there is a path root = y0, y1, . . . , yj = v
from the root to v. For each 0 ≤ i < j the vertex yi+1 is a child of vertex yi ; let
yi,1, yi,2, . . . be the later children of yi , and let yj,1, yj,2, . . . be all children of v.
Write N (v) = ∪0≤i≤j {yi,1, yi,2, . . . }.

In the u-scale of F exc,p(u), we finish “examining” vertex wi at time y∗(i) :=
y′(i) − y′(1). For vertex v = wi set e(v) = y∗(i). Then the relevant property of
F exc,p is

F exc,p(e(v)) =
∑

w∈N (v)

pw, ∀v. (15)

See Figure 7 for illustration. As before, in Figure 7 the position of the jump of
height pi is moved from xi to x′i := xi − y′(1) mod 1. At first sight, relation (15)
may not look useful. But we shall see in section 6.2 that in the asymptotic regime
the right side of (15) can be related to

∑
w ancestor of v pw which in turn relates

to the height of v.

Remark. We might alternatively have defined the tree ψdepth
p (x1, . . . , xn) in a way

that would have been less suited for the forthcoming analysis, but which is worth
mentioning. It is based on the LIFO-queuing system construction of Galton-Watson
trees in Le Gall-Le Jan [26] which we sketch here. Imagine vertex i is a customer
in a line which requires a treatment time pi . The customer i arrives at time xi and
customers are treated according to the Last In First Out rule. After relocating the
the time-origin is at the time when the minimum of the bridge F p is attained, the
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Fig. 6. The construction of the tree ψdepth
p (x1, . . . , xn).

As in Figure 4, the root of the tree is vertex 4 (w1 = 4), and we set y ′(1) = x4. As
before, y ′(2) = y ′(1) + p4, and the children of the root are the vertices {8, 2, 3} for which
xv ∈ (y ′(1), y ′(2)). As before, we next examine the first childw2 = 8 of the root, set y ′(3) =
y ′(2)+p8, and let the children of 8 be the vertices {7, 1} for which xv ∈ (y ′(2), y ′(3)).At this
stage the constructions differ. We next examine vertex 7, being the first child of vertex 8, by
setting y ′(4) = y ′(3)+p7; the children of vertex 8 are the vertices v with xv ∈ (y ′(3), y ′(4)),
and it turns out there are no such vertices. We continue examining vertices in the depth-first
order 4, 8, 7, 1, 5, 2, 6, 3.

1

x ′5 x ′6

y∗(6) y∗(7)
�

examine 2

�
p6 + p3

0 = x ′4

x ′8 x ′2 x
′
3

y∗(1)

x ′7 x ′1

y∗(2)

�

p7 + p1 + p2 + p3

�
examine 8

0.2

0.4
������

���������

���

�����

����
��

�������

F exc,p(u)

Fig. 7. Relation (15) in the depth-first construction.

first customer in line will also be the last to get out. Then we say that vertex i is a
parent of vertex j if customer j arrives in a time-interval when i was being treated.
Notice that the tree thus defined is in general different from ψ

depth
p (x1, . . . , xn).
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It is easy to see, using induction and the same kind of arguments as above, that
taking x1, . . . , xn to be independent uniform random variables builds a p-tree (in
order that i has k children, k uniform random variables must interrupt the service of
i which takes total time pi , so this has probability pki ). It is also easy that the order
of customer arrivals (after relocating the time origin) corresponds to the depth-first
order on the tree. In particular, the cyclic depth-first random order of vertices in a
p-tree is the uniform cyclic order on the n vertices.

4. Convergence of p-trees to the ICRT

Here we review known results concerning convergence of p-trees to the ICRT, and
spotlight what new results are required to prove Theorems 1 and 2.

The general notion (1) of exploration process of a continuum random tree can be
reinterpreted as follows. Fix J ≥ 1. Let (Uj , 1 ≤ j ≤ J ) be independent U(0, 1)
r.v.s and letU(1) < U(2) < . . . < U(J ) be their order statistics. To an excursion-type
process (Hs, 0 ≤ s ≤ 1) associate the random 2J − 1-vector

(

HU(1) , inf
U(1)≤s≤U(2)

Hs,HU(2) , inf
U(2)≤s≤U(3)

Hs, . . . , HU(J)

)

. (16)

This specifies a random tree-with-edge-lengths, with J leaves, as follows.

• The path from the root to the i’th leaf has length HU(i) .
• The paths from the root to the i’th leaf and from the root to the (i + 1)’st leaf

have their branchpoint at distance infU(i)≤s≤U(i+1) Hs .

Now label the i’th leaf as vertex i′, where U(i) = Ui′ . Write the resulting tree as
T H
J . Call this the sampling a function construction.

On the other hand one can use a continuum random tree T to define a random
tree-with-edge-lengths TJ as follows.

• Take a realization of T .
• From the mass measure on that realization, pick independently J points and label

them as {1, 2, . . . , J }.
• Construct the spanning tree on those J points and the root; this is the realization

of TJ .

Call this the sampling a CRT construction.
As discussed in detail in [3], the relationship

the exploration process of T is distributed as (Hs, 0 ≤ s ≤ 1)

is equivalent to

TJ
d= T H

J , ∀ J ≥ 1,

(the background hypotheses in [3] were rather different, assuming path-continuity
for instance, but the ideas go through to our setting.) In our setting, there is an



198 D. Aldous et al.

explicit description of the distribution of the spanning tree T θ
J derived from the

ICRT T θ (see [8]), so to prove Theorem 1 it is enough to verify

T θ
J

d= T 2Y/θ2
0

J , ∀ J ≥ 1 (17)

for Y = Y θ defined at (7). In principle one might verify (17) directly, but this
seems difficult even in the case J = 1. Instead we shall rely on weak convergence
arguments, starting with the known Proposition 1 below.

Consider a probability distribution p = (p1, . . . , pn) which is ranked: p1 ≥
p2 ≥ · · · ≥ pn > 0. In the associated p-tree (9), pick J vertices independently
from distribution p, label them as [J ] in order of pick, take the spanning tree on
the root and these J vertices, regard each edge as having length 1, and then delete
degree-2 vertices to form edges of positive integer length. Call the resulting random

tree Sp
J . Define σ(p) :=

√∑
i p

2
i . Now consider a sequence pn = (pni) of ranked

probability distributions which satisfy

lim
n
σ (pn) = 0; lim

n
pni/σ (pn) = θi, 1 ≤ i ≤ I ; lim

n
pni/σ (pn) = 0, i > I

(18)

for some limit θ = (θ0, . . . , θI ) ∈ �finite. For a tree t and a real constant σ > 0
define σ ⊗ t to be the tree obtained from t by multiplying edge-lengths by σ . The
following result summarizes Propositions 2, 3 and 5(b) of [9]. Recall T θ

J is obtained
by sampling the ICRT T θ .

Proposition 1. For a sequence p = pn satisfying (18), as n→∞

σ(p)⊗ Sp
J

d→ T θ
J , J ≥ 1.

The tree Sp
J may not be well-defined because two of the J sampled vertices may

be the same; but part of Proposition 1 is that this probability tends to zero.
Now consider the “bridge” process F p at (10), where from now on the jump

times x1, . . . , xn are uniformly distributed independent random variables. Standard
results going back to Kallenberg [20] show that, under the asymptotic regime (18),

(σ−1(p)F p(s), 0 ≤ s ≤ 1)
d→ (Xbr,θ

s , 0 ≤ s ≤ 1),

where Xbr,θ is defined at (4). It follows by an argument that can be found e.g. in
[13] (using the continuity of the bridge process at its minimum) that the associated
excursion process F exc,p at (12) satisfies

(σ−1(p)F exc,p(s), 0 ≤ s ≤ 1)
d→ (Xθ

s , 0 ≤ s ≤ 1) (19)

for Xθ defined at (5).
Recall from section 2 how (Y θ

s ) is constructed as a modification of (Xθ
s ). We

next describe a parallel modification of F exc,p to construct a process Gp
I . Given

a realization of the p-tree obtained via the depth-first construction illustrated in
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Figure 7, and given I ≥ 0, let Bi ⊆ [n] be the set of vertices which are the child of
some vertex i in from {1, . . . , I }. In the setting of the depth-first construction of
the p-tree from F exc,p, illustrated in Figure 7, for every vertex v ∈ Bi , define

ρv(u) = 0 0 ≤ u ≤ x′i= pv x′i < u ≤ e(v)− pv
= e(v)− u e(v)− pv ≤ u ≤ e(v)
= 0 e(v) ≤ u ≤ 1.

(20)

and then let

r
p
i (u) =

∑

v∈Bi
ρv(u) (21)

and

G
p
I (u) = F exc,p(u)−

I∑

i=1

r
p
i (u). (22)

We will show in section 6.1 that (19) extends to

Proposition 2. For a sequence p = pn satisfying (18) with limit θ = (θ0, . . . , θI ),
as n→∞

(σ−1(p)Gp
I (u), 0 ≤ u ≤ 1)

d→ (Y θ (u), 0 ≤ u ≤ 1)

for Y θ defined at (7), for the Skorokhod topology.

We finally come to the key issue; we want to show thatGp
I (·) approximates the

(discrete) exploration process. In the depth-first construction of the p-tree T from
F exc,p, we examine vertex wi during (y∗(i − 1), y∗(i)]. Define

H p(u) := height of wi in T ; u ∈ (y∗(i − 1), y∗(i)]. (23)

Roughly, we show that realizations of
θ2

0
2 σ(p)H

p(·) and of σ−1(p)Gp
I (·) are close.

Precisely, we will prove the following in section 6.2

Proposition 3. Let θ ∈ �finite. There exists a sequence p = pn satisfying (18) with
limit θ , such that as n→∞,

sup
u∈[0,1]

∣
∣
∣
∣
θ2

0
2 σ(p)H

p(u)− σ(p)−1G
p
I (u)

∣
∣
∣
∣
p→ 0.

The next result, Lemma 3, relates the exploration process H p at (23) to the
spanning trees Sp

J . This idea was used in ([10]; proof of Proposition 7) but we say
it more carefully here. Given u1 ∈ (0, 1) define, as in (23),

w1 = wi for i specified by u1 ∈ (y∗(i − 1), y∗(i)].

Given 0 < u1 < u2 < 1, define w2 similarly, and let vertex b be the branchpoint
of the paths from the root to vertices w1 and w2. Distinguish two cases.
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Case (i): w1 = w2 or w1 is an ancestor of w2. In this case b = w1 and so trivially
ht(b) = minu1≤u≤u2 H p(u).
Case (ii): otherwise, b is a strict ancestor of both w1 and w2. In this case we assert

ht(b) = min
u1≤u≤u2

H p(u)− 1,

because vertex b appears, in the depth-first order, strictly before vertex w1. Then
consider the set of vertices between w1 and w2 (inclusive) in the depth first order.
This set contains the child w∗ of b which is an ancestor of w2 or is w2 itself, and
ht(w∗) = ht(b)+ 1. But the set cannot contain any vertex of lesser height.

Now the length of the interval (y∗(i − 1), y∗(i)] equals pwi by construction.
So if U1 has uniform distribution on (0, 1) then the corresponding vertex W 1 at
(23) has distribution p. Combining with the discussion above regarding branchpoint
heights gives

Lemma 3. Fix p, make the depth-first construction of a p-tree and define H p by
(23). Fix J . Take U1, . . . , UJ independent uniform (0, 1) and use them and H p

to define a tree-with-edge-lengths T p
J via the “sampling a function” construction

below (16). Then this tree agrees, up to perhaps changing heights of branchpoints
by 1, with a tree distributed as the tree Sp

J defined above (18).

4.1. Proof of Theorem 1

We now show how the ingredients above (of which, Proposition 2 and Proposition
3 remain to be proved later) are enough to prove Theorem 1.

Let p = pn satisfy (18) with limit θ ∈ �finite. Fix J and take independent
U1, . . . , UJ with uniform (0, 1) distribution. Proposition 2 implies that as n→∞

σ−1(p)
(

G
p
I (U(1)), inf

U(1)≤s≤U(2)
G

p
I (s),G

p
I (U(2)), inf

U(2)≤s≤U(3)
G

p
I (s), . . . ,G

p
I (U(J ))

)

d→
(

Y θ (U(1)), inf
U(1)≤s≤U(2)

Y θ (s), Y θ (U(2)), inf
U(2)≤s≤U(3)

Y θ (s), . . . , Y θ (U(J ))

)

.

By making the particular choice of (pn) used in Proposition 3,

1
2 θ

2
0σ(p)

(

H p(U(1)), inf
U(1)≤s≤U(2)

H p(s),H p(U(2)), inf
U(2)≤s≤U(3)

H p(s), . . . , H p(U(J ))

)

d→
(

Y θ (U(1)), inf
U(1)≤s≤U(2)

Y θ (s), Y θ (U(2)), inf
U(2)≤s≤U(3)

Y θ (s), . . . , Y θ (U(J ))

)

. (24)

Appealing to Lemma 3, this implies

1
2θ

2
0σ(p)⊗ Sp

J

d→ T Y
J

where the right side denotes the tree-with-edge-lengths obtained from sampling the
function Y θ , and where convergence is the natural notion of convergence of shapes
and edge-lengths ([10] sec. 2.1). Rescaling by a constant factor,

σ(p)⊗ Sp
J

d→ T 2θ−2
0 Y

J .
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But Proposition 1 showed

σ(p)⊗ Sp
J

d→ T θ
J

where the right side is the random tree-with-edge-lengths obtained by sampling the
ICRT T θ . So we have established (17) and thereby proved Theorem 1 in the case
θ ∈ �finite.

In the case
∑
i θi <∞, write θn for the truncated sequence (θ0, . . . , θn, 0, . . . ),

and recall from Lemma 2 that Yn = Y θn converges uniformly to Y θ . By previous
considerations this entails

T 2θ−2
0 Yn

J

d→ T θ
J

for every J ≥ 1. On the other hand, we have proved that the left-hand term has the
same law as c(θn)−1⊗ T c(θn)θn

J where c(θn) = (∑0≤i≤n θ2
i )
−1/2 is the renormal-

ization constant so that c(θn)θn ∈ �. It thus remain to show that this converges
to T θ . Plainly the term c(θn) converges to 1 and is unimportant. The result is then
straightforward from the line-breaking construction of the ICRT: T θ

J can be build
out of the first (at most) 2J points (cutpoints and their respective joinpoints) of the
superimposition of infinitely many Poisson point processes on the line (0,∞). It is
easily checked that taking only the superimposition of the n first Poisson processes
allows us to construct jointly a reduced tree with same law as c(θn)−1T c(θn)θn

J on
the same probability space. So for n large the first 2J points of both point processes
coincide and we have actually c(θn)−1T c(θn)θn

J = T θ
J on this probability space. ��

Remark. Theorem 1 essentially consists of an “identify the limit” problem, and
that is why we are free to choose the approximating pn in Proposition 3. But having
proved Theorem 1, we can reverse the proof above to show that (24) holds true for
any p satisfying (18) with limiting θ ∈ �finite. Indeed, the convergence in (24) is
equivalent to that of σ(p)⊗ Sp

J to T θ
J for every J .

4.2. Skorokhod convergence of the discrete exploration process

Suppose again that the ranked probability p satisfies (18) with limit θ ∈ �finite with
length I . As observed in [10] (Theorem 5 and Proposition 7), the convergence in
(24) is equivalent to weak convergence of the rescaled exploration process to Y θ ,
but using a certain topology on function space which is weaker than the usual Sko-
rokhod topology. As noted in [10] Example 28, assumption (18) is paradoxically
not sufficient to ensure convergence in the usual Skorokhod topology; the obstacle
in that example was the presence of exponentially many (in terms of 1/σ(p)) expo-
nentially smallp-values. In this section we present some crude sufficient conditions
(25,26); Proposition 3 will be a natural consequence of the proof in section 6.2.
The hypotheses are as follows.

First, we prevent very small p-values by making the assumption

1/p∗ = o(exp(α/σ(p))) for all α > 0 (25)
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where

p∗ := min
i
pi .

Second, we will assume that most of the small p(·)-weights, as compared with
the I first, are of order σ(p)2. Write p̄ = (0, 0, . . . , pI+1, . . . , pn) for the sequence
obtained from p by truncating the first I terms. Let ξ have distribution p on [n],
and write p̄(ξ) for the r.v. p̄ξ . We assume that there exists some r.v. 0 ≤ Q < ∞
such that the following “moment generating function” convergence holds:

lim
n→∞E

[
exp( λp̄(ξ)

σ (p)2 )
]
= E [exp λQ

]
<∞, (26)

for every λ in some neighborhood of 0. This implies that p̄(ξ)/σ (p)2
d→ Q, and

also that the moments of all order exist and converge to those of Q.
Then we have

Theorem 3. Suppose p satisfies (18) with limit θ ∈ �finite. Under extra hypotheses
(25,26),

σ(p)H p d→ 2

θ2
0

Y θ (27)

in the usual Skorokhod topology.

Remark. The proof (section 6.2) rests upon applying the elementary large devia-
tion inequality P(S > s) ≤ e−λsE exp(λS) to the independent sums involved in
(39,41). Hypothesis (26) is designed to make the application very easy; it could
surely be replaced by much weaker assumptions, such as plain moment convergence
conditions.

We would also guess that the convergence in (27) also holds with H p replaced
by more general exploration processes, and in particular the “classical” one, where
each vertex v is visited during an interval of length 1/n instead of pv , or the Harris
(or contour) walk on the tree (see e.g. [17, Chapter 2]). We can easily verify the
first guess. Consider the p-treeψdepth

p (X1, . . . , Xn) defined as in section 3.2 out of
uniformly distributed independent r.v. Write w1, . . . , wn for the vertices in depth-
first order, and let Hn(t) be the height of the wi for which i/n ≤ t < (i + 1)/n
(and with the convention Hn(1) = Hn(1−)).
Corollary 3. Suppose p satisfies (18) with limit θ ∈ �finite. Under extra hypothe-
ses (25,26),

σ(p)Hn d→ 2

θ2
0

Y θ (28)

in the usual Skorokhod topology.
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Proof. By the functional weak law of large numbers for sampling without replace-
ment, we know that if π is a uniform random permutation of the n first integers,
the fact that maxi pn,i → 0 as n → ∞ implies that if (S0

n(t), 0 ≤ t ≤ 1) is
the linear interpolation between points ((i/n,

∑
1≤k≤i pπ(i)), 0 ≤ i ≤ n) then

sup0≤t≤1 |S0
n(t)− t | → 0 in probability. Now by the remark at the end of Sect. 3.2,

the cyclic order on vertices associated to the depth-first order is uniform, so with
the above notation for i = w1, . . . , wn the linear interpolation Sn between points
((i/n,

∑
1≤k≤i pwk ), 0 ≤ i ≤ n) converges uniformly to the identity in probability,

since it is a (random) cyclic permutation of a function distributed as S0
n . Noticing

that Hn = H p ◦ Sn, the result follows. ��
The convergence of the Harris walk follows from this proposition by the argu-

ments in [17, Chapter 2.4].

5. Height profile

This section is devoted to the proof of Theorem 2. In this section, we do not assume
that θ ∈ � has finite length nor that θ0 > 0.

5.1. Continuity of the cumulative height profile

We first prove the following intermediate lemma. Recall that the cumulative height
process of the T θ is defined as W̄ θ (.) = µθ {v ∈ T θ : ht(v) ≤ .}, where µθ is the
mass measure of T θ .

Lemma 4. The cumulative height process W̄ θ is continuous for a.a. realizations
of T θ . Moreover, it has no flat interval, except its (possibly empty) final constancy
interval, equal to [supv∈T θ ht(v),∞).
Proof of Lemma 4. Recall the recursive line-breaking construction of T θ in the
introduction, and the fact from [9] that the tree constructed at stage J is distributed
as the reduced tree T θ

J of Sect. 3. From this, we see that the leaves labelled 1, 2, . . .
are a.s. at pairwise different heights, meaning that the measure dW̄ θ has no atom.
Moreover, if W̄ θ had a flat interval (other than the final constancy interval), this
would mean that for some h < supv∈T θ , no leaf picked according to the mass mea-
sure can have a height in say (h− ε, h+ ε) for some ε > 0. But let v be a vertex of
T θ at height h. By the line-breaking construction, the fact that branches have size
going to 0 and the “dense” property of joinpoints, we can find a joinpoint η∗ at a
distance< ε/2 of v and so that the corresponding branch has length η < ε/2. Since
the leaves that are at the right-end of branches of the line-breaking construction are
distributed as independent sampled leaves from the mass measure, this contradicts
the above statement. ��
5.2. Proof of Theorem 2

The reader can consult [22] for a similar treatment of convergence of the height
profile of Galton-Watson trees to a time-changed excursion of a stable Lévy
process.
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Suppose that p = pn satisfies the asymptotic regime (18). Let T p be the p-tree,
and T θ the limiting ICRT. Define W̄ θ as above and recall the notation u(h) in (13).
For h ≥ 0 let

Wp(h) =
∑

v∈T p, ht(v)=[ h
σ(p) ]

pv = u
([

h

σ(p)

]

+ 1

)

− u
([

h

σ(p)

])

, h ≥ 0

and W̄p(h) = u([h/σ(p)]). Now let U1, U2, . . . be independent uniform(0, 1)
random variables. The sequence ((W̄p)−1(Uj ), j ≥ 1) has the law of the heights
of an i.i.d. random sample of vertices of T p, chosen according to p, and the same
holds for ((W̄ θ )−1(Uj ), j ≥ 1) and the tree T θ , with the mass measure µθ as
common law. For J ≥ 1 let W̄p

J (h) be the associated empirical distribution of the
first J terms, defined by

W̄
p
J (h) =

1

J

J∑

i=1

1{(W̄p)−1(Ui)≤h} =
1

J

J∑

i=1

1{Ui≤W̄p(h)},

and define W̄ θ
J (h) in a similar way.

By Proposition 1, we have that the random Stieltjes measure dW̄p
J converges

in law to dW̄ θ
J as n → ∞ for every J ≥ 1. Moreover, the empirical measure of

an i.i.d. J -sample of leaves distributed according to µθ converges to µθ , implying

dW̄ θ
J

d→ dW̄ θ as J →∞. Thus, for h ≥ 0 and Jn→∞ slowly enough,

dW̄p
Jn

d→ dW̄ θ .

Now let FJ (x) = J−1∑J
i=1 1{Ui≤x} be the empirical distribution associ-

ated to the uniform variables U1, . . . , UJ . Then suph≥0 |W̄p
J (h) − W̄p(h)| ≤

supx∈[0,1] |FJ (x) − x|, which by the Glivenko-Cantelli Theorem converges to 0
as J →∞, and this convergence is uniform in n. Hence the random measure dW̄p

converges in distribution to dW̄ θ for the weak topology on measures. Thanks to
Lemma 4 we may improve this to

W̄p(·) d→ W̄ θ (·)

where the convergence is weak convergence of processes for the topology of
uniform convergence. It is then an elementary consequence of Lemma 4 that
W̄p((W̄p)−1(·)) converges in law for the uniform convergence topology to the
identity function on [0, 1].

Equation (14) can be rewritten as

Wp(h) = F exc,p(W̄p(h)), h ≥ 0, (29)

so the convergence in distribution of W̄p, the fact that its limit is strictly increasing
and continuous, and (19) imply that the sequence of random processes (σ (p)−1Wp)
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is tight. Thus, the pair (σ (p)−1Wp, W̄p) is tight, and up to extraction of a subse-

quence, we can suppose that (σ (p)−1Wp, W̄p)
d→ (W, W̄ ′) for some process W ,

and where W̄ ′ has the same law as W̄ θ . Suppose further by Skorokhod’s embedding
theorem that the convergence is almost-sure. By definition

∫ h

0

Wp(u)

σ (p)
du = W̄p(h− σ(p))+ R(n, h)

where R(n, h) ≤ W̄p(h) − W̄p(h − σ(p)) goes to 0 uniformly as n → ∞ by
continuity of the limiting W̄ ′. So necessarily,

∫ h

0
W(u)du = W̄ ′h, h ≥ 0

for every h ≥ 0, so that the only possible limitW is the density of dW̄ ′. Therefore,

the height profile W θ of the ICRT exists and (σ (p)−1Wp, W̄p)
d→ (W θ , W̄ θ ).

Looking back at (29) we have

σ(p)−1Wp((W̄p)−1(u)) = σ(p)−1F exc,p(W̄p((W̄p)−1(u))), 0 ≤ u ≤ 1,

so by the convergence of W̄p((W̄p)−1(·)) and (19), we obtain convergence in dis-
tribution of the right-hand side toXθ . By the convergence in law ofWp this finally

implies that W θ ((W̄ θ )−1(·)) d= Xθ (·) and Theorem 2 is proved. ��

Proof of Corollary 2. By the proof of Lemma 4, the only constant interval of the
width process of the ICRT is [supv∈T θ ht(v),∞). Thus the height of the tree,
supv∈T θ ht(v), is the first point after which the width process remains constant. By

(3), this point has same law as
∫ 1

0 ds/Xθ
s . ��

6. The exploration process

To shorten notation, for A ⊆ [n] we write p(A) for the quantity
∑
j∈A pj .

6.1. Convergence of σ(p)−1G
p
I to Y θ

This subsection is devoted to the proof of Proposition 2. Let p satisfy (18) for some
limiting θ ∈ �finite, with length I . In this subsection we suppose that the p-tree T p

is constructed from the process F exc,p by the depth-first search construction of sec-

tion 3. Moreover, since we have (19) the convergence in law σ(p)−1F exc,p d→ Xθ ,

we suppose by Skorokhod’s representation theorem that our probability space is
such that the convergence holds almost surely. Recall that in the depth-first search
construction of the p-tree out of the processF exc,p, the i-th examined vertex v = wi
is examined during an interval [e(v)−pv, e(v)), during which the labels of jumps
of F exc,p determine the set Bv of children of v.
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We begin with two useful observations. First, if v is a vertex of T p and if T p
v

denotes the fringe subtree of T p rooted at v, that is, the subtree of descendents of
v, then for every vertex w of T p

v one has

F exc,p(e(w)) ≥ F exc,p(e(v))− p(Bv). (30)

To argue this, simply recall formula (15) and notice that N (v) ⊆ N (w) ∪ Bv .
Second, notice that since maxj pj → 0 and the limiting process Xθ is contin-

uous except for a finite number I of upward jumps, we must necessarily have that
a.s. as n→∞,

ηn := max
v∈[n]

∣
∣
∣
∣ inf
u∈[e(v)−pv,e(v))

(F exc,p(u)− F exc,p(e(v)− pv))
∣
∣
∣
∣ = o(σ (p)). (31)

Lemma 5. Almost surely

max
j∈[n]

σ(p)−1
∣
∣pj − p(Bj \ [I ])

∣
∣→ 0.

Proof. As mentioned, for every vertex v ∈ [n],

F exc,p(e(v))− F exc,p(e(v)− pv) = p(Bv)− pv.
Consider the process F p↓ defined by

F p↓(s) = F exc,p(s)−
∑

1≤i≤I
pi1{s ≥ x′i}

where as above x′i is the time when F exc,p has its jump with size pi . Easily,
σ(p)−1F p↓ converges in the Skorokhod space to the process Xθ↓ defined by

Xθ↓
s = Xθ

s −
∑

1≤i≤I
θi1{s ≥ ti}

where ti is the time when Xθ jumps by θi . This process is continuous, hence
maxj pj → 0 implies

σ(p)−1 max
v
|F p↓(e(v))− F p↓(e(v)− pv)| → 0.

Now the quantity F p↓(e(v))− F p↓(e(v)− pv) equals

F exc,p(e(v))− F exc,p(e(v)− pv)−
∑

1≤i≤I
pi1{x′i ∈ (e(v)− pv, e(v)]}

= p(Bv)− pv − p(Bv ∩ [I ])

implying the lemma. ��
Now, for v a non-root vertex of T p let f (v) be its parent. For i ∈ [I ] and n

large enough, i is not the root (since the limiting Xθ does not begin with a jump),
so f (i) exists.
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Lemma 6. Let i ∈ I . Let M(i) be the set of descendents of f (i) that come strictly
before i in depth-first order. Suppose that f (i) /∈ [I ] for n large enough. Then as
n→∞, p(M(i))→ 0 almost surely.

Proof. A variation of (30) implies for any v ∈M(i) and n large that

F exc,p(e(v)) ≥ F exc,p(e(f (i)))− p(Bf (i) \ [I ]). (32)

Indeed, it is clear that for n large the sets Bv ∩ [I ] contain at most one element,
otherwise the Skorokhod convergence σ(p)−1F exc,p → Xθ would fail as two or
more upward jumps of non-negligible sizes could occur in an ultimately negligible
interval. Moreover, for v ∈M(i), it is clear that N (v) contains i, hence (32). Thus

inf
e(f (i))≤u≤e(f (i))+p(M(i))

F exc,p(u) ≥ F exc,p(e(f (i)))− p(Bf (i) \ [I ])− ηn,

with ηn defined at (31), since the vertices of M(i) are visited during the interval
[e(f (i)), e(f (i))+p(M(i))]. Since σ(p)−1F exc,p(e(f (i))) is easily seen to con-
verge toXθ

ti
, by (31), Lemma 5 and the fact that f (i) /∈ [I ] for n large, if p(M(i))

did not converge to 0, by extracting along a subsequence we could find an interval
[ti , ti + ε] with ε > 0 where Xθ

u ≥ Xθ
ti

, and this is a.s. impossible by Lemma 1. ��
The assumption that f (i) /∈ [I ] may look strange since it is intuitive that the

child of some i ∈ [I ] is very unlikely to be in [I ] for n large (e.g. by Theorem 2).
We actually have:

Lemma 7. For every i ∈ [I ], almost surely, Bi ∩ [I ] = ∅ for n large, and

σ(p)−1p(Bi )→ θi .

Proof. By Lemma 5 it suffices to prove that a.s. for large n, Bi ∩ [I ] = ∅. Suppose
that there exist i, j ∈ [I ] such that j is the child of i in the p-tree infinitely often.
Since I <∞, we may further suppose that f (i) /∈ [I ] by taking (up to extraction)
the least such i in depth-first order. By definition, F exc,p has a jump with size i in
the interval [e(f (i))− pf (i), e(f (i))]. Moreover, it follows from the definition of
M(i) that e(i)− pi = e(f (i))+ p(M(i)). Since the vertex i is examined in the
interval [e(i)− pi, e(i)] and p(M(i))→ 0 by the preceding lemma, the fact that
f (j) = i implies that the jumps with size pi and pj occur within a vanishing inter-
val [e(f (i))−pf (i), e(i)]. Therefore, the Skorokhod convergence of σ(p)−1F exc,p

to Xθ would fail. ��
Now recall the definition (21) of the processes rp

i used to build Gp
I in section

4, and that x′i is the time when F exc,p jumps by pi . .

Lemma 8. For every i ∈ [I ], as n→∞, we have

σ(p)−1

∣
∣
∣
∣
∣

inf
x′i≤u≤s

F exc,p(u)− F exc,p(x′i−)− rp
i (s)

∣
∣
∣
∣
∣
→ 0

a.s. uniformly in s ∈ [x′i , e(i)+ p(T p
i )].



208 D. Aldous et al.

Proof. Let i ∈ [I ], and let Bi = {v1, v2, . . . , vk} (with k = |Bi |) where v1, v2, . . .

are in depth-first order. For 1 ≤ j ≤ k let also v′j be the last examined vertex of

T p
vj in depth-first order, that is, the predecessor of vj+1 if j < k. Then one has, for

every 1 ≤ j ≤ k and w ∈ T p
vj

F exc,p(e(w)) ≥ F exc,p(e(vj ))− p(Bvj ),
as follows from (30). Rewrite this as

F exc,p(e(w)) ≥ F exc,p(e(i))−
∑

1≤r≤j−1

pvr

and check that the right hand side equals F exc,p(e(v′j−1)). In particular, we obtain
∣
∣
∣
∣
∣
∣

inf
v:e(v)∈[e(i),e(w)]

F exc,p(e(v))− F exc,p(e(i))+
∑

1≤r≤j−1

pvr

∣
∣
∣
∣
∣
∣
≤ max

1≤j≤k
pvj .

Now check that forw a vertex of T p
vj , one has rp

i (e(w)) =
∑
j≤r≤k pvr . For s as in

the statement of the lemma deduce, for n large (since Bi ∩ [I ] = ∅ by Lemma 7),
∣
∣
∣
∣
∣

inf
u∈[x′i ,s]

F exc,p(u)− F exc,p(e(i))+ p(Bi )− rp
i (u)

∣
∣
∣
∣
∣
≤ 2 max

j /∈[I ]
pj + ηn + η′n

where
η′n = max

x′i≤u≤e(i)
|F exc,p(u)− F exc,p(e(i))|

which is o(σ (p)) by Lemma 6 and the convergence σ(p)−1F exc,p → Xθ . We con-
clude, using the fact that σ(p)−1F exc,p(x′i−)→ Xθ

ti−, which is equal to the limit
of σ(p)−1(F exc,p(e(i))− p(Bi )), as follows from Lemmas 6 and 7. ��
Proof of Proposition 2. We prove that the process σ(p)−1r

p
i converges to the Rθ

i

of section 2 in the Skorokhod topology, for every i. In view of Lemma 8, and
since by definition of ri one has ri(u) = 0 for u ≥ e(i) + p(T p

i ), the only thing
to do is to show that e(v′k) = e(i) + p(T p

i ) converges to the Ti of section 2.
Since e(v′k) ≥ inf{s ≥ x′i : rp

i (s) = 0}, we obtain that lim inf e(v′k) ≥ Ti . Sup-
pose 
 = lim sup e(v′k) > Ti , and up to extraction suppose that 
 is actually the
limit of e(v′k). From the fact that F exc,p(e(v′k)) = F exc,p(e(i)) − p(Bi ), hence
σ(p)−1F exc,p(e(v′k)) converges toXθ

ti− by Lemmas 6 and 7, we would find 
 > Ti

withXθ

 = Xθ

ti− andXθ
s ≥ Xθ

ti− for s ∈ [Ti, 
], and this is almost surely impossible

by Lemma 1 as Xθ
ti− would be a local minimum of Xθ , attained at time Ti .

Without extra argument we cannot conclude that the sum σ(p)−1(F exc,p −∑I
i=1 r

p
i ) converges to Xθ −∑I

i=1 R
θ
i , but this is nonetheless true for the follow-

ing reason. The process Rθ
i is continuous except for one jump at ti , and the process

r
p
i has precisely one jump with size p(Bi ) at time x′i , that is, at the same time as

the jump of F exc,p with size pi . Together with Lemma 7, we obtain the Skorokhod
convergence σ(p)−1G

p
I → Y θ . ��
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6.2. Proof of Theorem 3

As above, we suppose that p is a ranked probability distribution satisfying (18) for
some limiting θ with length I , and we suppose that the p-tree T p is obtained by
the depth-first construction of section 3 out of the process F exc,p. We are going to
show the following result:

Proposition 4. Under extra hypotheses (25,26) on (p(n)), as n→∞

max
v

∣
∣
∣
∣
θ2

0 σ(p)
2 ht(v)− σ(p)−1G

p
I (e(v))

∣
∣
∣
∣
p→ 0.

We first show how Theorem 3 and Proposition 3 are easy consequences of Propo-
sition 4.

Proof of Theorem 3. Since σ(p)−1G
p
I converges uniformly in distribution to a con-

tinuous process, and since H p does not vary in the intervals [e(v)− pv, e(v)), the
last displayed convergence extends to

max
u∈[0,1]

∣
∣
∣
∣
θ2

0 σ(p)
2 H p(u)− σ(p)−1G

p
I (u)

∣
∣
∣
∣
p→ 0, (33)

and then Proposition 2 implies Theorem 3. ��

Proof of Proposition 3. For Proposition 3, we choose the following approximat-
ing sequence p(n+I ) for θ ∈ �finite with length I . Given n, let zn =

√
n/θ0,

sn = n+ zn
∑

1≤i≤I θi and

{
pi = znθi

sn
if 1 ≤ i ≤ I

pi = 1
sn

if I + 1 ≤ i ≤ n+ I. (34)

It is trivial to see that this sequence fulfills hypotheses (25,26). Hence (33) is sat-
isfied, and Proposition 3 is an immediate consequence. ��

We now mention three consequences of hypotheses (25,26) that will be used
later. First, notice that p∗ ≤ 1/n since p is a probability on [n], so (25) implies

n = o(exp(α/σ(p))) for all α > 0. (35)

Second, (26) implies convergence of all moments of p̄(ξ)/σ (p)2, and in particular

E

(
p̄(ξ)

σ (p)2

)

=
∑

i /∈[I ]

p2
i /σ (p)

2

= 1−
∑

i∈[I ]

p2
i /σ (p)

2

→
n→∞ θ

2
0 = E(Q). (36)
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Third, for every λ in a neighborhood of 0,

σ(p)2
∑

i /∈[I ]

[
exp

(
λpi
σ 2

)
− 1− λpi

σ 2

]
→
n→∞ E

1
Q

[
exp(λQ)− 1− λQ] <∞. (37)

Indeed, the left side can be rewritten asE
(
σ(p)2

p̄(ξ)

[
exp( λp̄(ξ)

σ 2 )− 1− λp̄(ξ)

σ 2

])
, where

the function f (x) = (eλx−1−λx)/x is understood to equal its limit 0 at 0. Since it
is bounded in a neighborhood of 0 and dominated by eλx near∞, the convergence
of this expectation is an easy consequence of (26).

The first step in the proof of Proposition 4 is to relate H(·) to another function
G(·) measuring “sum of small p-values along path to root”. Let A(v) be the set of
ancestors of v in the p-tree, and let

G(v) := p(A(v) \ [I ]). (38)

Lemma 9. Under extra hypotheses (25,26), as n→∞ for fixed K > 0

max
v:ht(v)≤K/σ(p)

∣
∣
∣σ(p)θ2

0 ht(v)− σ(p)−1G(v)
∣
∣
∣
p→ 0.

Proof. Let V be a p-distributed random vertex. Fix ε > 0. It is enough to prove
that as n→∞

P
(
|σ(p)θ2

0 ht(V )− σ(p)−1G(e(V ))| > ε, σ(p)ht(V ) ≤ K
)
= o(p∗).

Let ξ have distribution p on [n] and let (ξi, i ≥ 1) be i.i.d. By the “birthday tree”
construction of the p-tree [15, Corollary 3] we have equality of joint distributions

(ht(V ),G(V )) d= (T − 2,
T−1∑

i=1

p̄(ξi))

where

T := min{j ≥ 2 : ξj = ξi for some 1 ≤ i < j}
is the first repeat time in the sequence ξi . So it is enough to prove

P

(∣
∣
∣
∣
∣
σ(p)θ2

0 (T − 2)− σ(p)−1
T−1∑

i=1

p̄(ξi)

∣
∣
∣
∣
∣
> ε, σ(p)(T − 2) ≤ K

)

= o(p∗).

We may replace T −2 by T −1 and θ2
0 byE( p̄(ξ)

σ (p)2 ) by the above remark. Rewriting

in terms of p̃(i) := p̄(i)

σ (p)2 − E(
p̄(ξ)

σ (p)2 ), we need to prove

P

(∣
∣
∣
∣
∣

T−1∑

i=1

p̃(ξi)

∣
∣
∣
∣
∣
> ε/σ(p), T − 1 ≤ K/σ(p)

)

= o(p∗).
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Now we are dealing with a mean-zero random walk, and classical fluctuation
inequalities (e.g. [18] Exercise 1.8.9) reduce the problem to proving the fixed-time
bound

P





∣
∣
∣
∣
∣
∣

∑

1≤i≤K/σ(p)
p̃(ξi)

∣
∣
∣
∣
∣
∣
≥ ε/σ(p)



 = o(p∗). (39)

We now appeal to assumption (26), which basically says that the sums in question
behave as if the summands had distribution Q − θ2

0 not depending on n. More
precisely, the elementary large deviation inequality applied to the probability in
(39) but without the absolute values implies that for any small λ > 0,

logP




K/σ(p)∑

i=1

p̃(ξi) ≥ ε/σ(p)


 ≤ − λε

σ(p)
+ K

σ(p)
log(E(exp(λp̃(ξ))).

Assumption (26) and the convergence of the expectation of p̄(ξ) allows us to rewrite
the log term on the right as

K

σ(p)
logE(exp(λ(Q− θ2

0 )))+
Kηλ(n)

σ (p)E(exp(λ(Q− θ2
0 )))

,

where ηλ(n)→ 0 as n→ ∞ for any fixed λ. We now choose λ small enough so
that−λε+K logE(exp(λ(Q− θ2

0 ))) = −δ < 0 and we let n→∞, obtaining the
bound exp(−δ′/σ(p)), for some δ′ > 0, for the probability in (39) without absolute
values, but the other side of the inequality is similar. Now assumption (25) gives
the desired bound (39). ��

The next, rather strange-looking lemma does most of the work in relating the
processes Gp

I (·) and G(·).
Given a probability distribution p on [n] and given a subset A ⊂ [n], let q be

the probability distribution obtained by lumping the points A into a single point;
that is, q1 = p(A) and the multiset {qi, i ≥ 2} is the multiset {pi, i �∈ A}. We also
let I be the set of “large” q-values, except q1. Precisely, I is such that the multisets
{pv, v ∈ [I ] \ A} = {qv, v ∈ I} are equal. Then

Lemma 10. Suppose p = p(n) satisfies the regime (18) and extra hypotheses
(25,26). Let A = A(n) ⊂ [n] and define q as above. Define a random variable
X = X(q) as follows. Take a q-tree, condition on vertex 1 being the root. Let B1
be the set of children of 1, and for each v ∈ B1 toss two coins c1 and c2, c1 a fair
coin and P(c2 = Heads) = p(A \ [I ])/p(A), and set

X :=
∑
{qv : v ∈ B1 \ I, coins c1 and c2 land Heads}.

Suppose q1 ≤ Kσ(p) and set q̄1 = p(A \ [I ]). Then for fixed ε > 0 there exists
δ = δ(ε,K) > 0 with

P(|X − 1
2 q̄1| > εσ(p)) ≤ exp(−δ/σ (p)) = o(1/n),

where the o(1/n) is thus uniform over q1 ≤ Kσ(p).
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Proof. Consider the random variable

Y :=
∑

i �∈A∪[I ]

pi1(Ui≤q̄1/2)

where the (Ui) are independent uniform(0, 1). The key relation is

P(X ∈ ·) ≤ 1
q1
P(Y ∈ ·). (40)

This follows from the breadth-first construction of the p-trees. In that construction
of a q-tree, vertices i are associated with uniform(0, 1) r.v.’s U ′i in such a way that,
if vertex 1 happens to be the root, then the children v of 1 are the vertices v for
which Uv := U ′v − U ′1 mod 1 falls within (0, q1). Thus, writing

X′ :=
∑
{qv : v ∈ B1 \ I}

Y ′ :=
∑

i /∈A∪[I ]

pi1(Ui≤q1)

we have

X′ = Y ′ on the event { vertex 1 is root }.
So

P(X′ ∈ ·| 1 is root) ≤ P(Y ′ ∈ ·)
P ( 1 is root)

= 1
q1
P(Y ′ ∈ ·).

The stated inequality (40) follows by applying an independent Bernoulli(q̄1/(2q1))

thinning procedure to both sides.
Now write c = q̄1/2 and let us study the centered version of Y :

Ỹ :=
∑

i �∈A∪[I ]

pi(1(Ui≤c) − c). (41)

The elementary large deviation bound, applied to Ỹ /σ (p)2, is: for arbitrary λ > 0,

logP(Ỹ > εσ(p)) ≤ −λε
σ(p)

+ logE exp(λỸ /σ (p)2).

We calculate

logE exp(λỸ /σ (p)2)

=
∑

i �∈A∪[I ]

{ −λpi
σ (p)2 c + log

[
1+ c(eλpi/σ (p)2 − 1)

]}

≤ c
∑

i∈[n]

{
eλpi/σ (p)

2 − 1− λpi
σ (p)2

}
,
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since the quantities we are summing are positive, and by (37) the bound is asymp-
totic to cσ (p)−2�(λ) for

�(λ) := E 1
Q

[
exp(λQ)− 1− λQ] .

By hypothesis c := q̄1/2 ≤ Kσ(p), so cσ (p)−2 ≤ Kσ(p)−1. So there is a constant
C1 = C1(K) such that

logP(Ỹ > εσ(p)) ≤ 1
σ(p) (−λε + C1�(λ)) .

But �′(0) = 0 and so �(λ) = o(λ) as λ ↓ 0, so the right side is strictly negative
for small λ > 0. So there exists δ1 = δ1(ε,K) > 0 such that

P(Ỹ > εσ(p)) ≤ exp(−δ1/σ(p)).

Since Y − Ỹ = c∑i �∈A∪[I ] pi ≤ q̄1/2 we have established the one-sided inequality

P(Y − 1
2 q̄1 > εσ(p)) ≤ exp(−δ1/σ(p)).

The other side of the inequality is similar except for this last step: we cannot bound
so easily the quantity Ỹ − Y . However, by (18),

∑

i /∈A∪[I ]

pi = 1− p(A ∪ [I ]) ≥ 1− q1 −
I∑

i=1

pi ≥ 1− C2σ(p)

for some C2 = C2(K) <∞. Thus Y − Ỹ ≥ c(1− C2σ(p)) and we can conclude
as above by the existence of δ2 = δ2(ε,K) satisfying

P( 1
2 q̄1 − Y > εσ(p)) ≤ exp(−δ2/σ(p)).

So, letting δ′ = δ1 ∧ δ2,

P(|Y − 1
2 q̄1| > εσ(p)) ≤ 2 exp(−δ′/σ(p)).

Now (40) and hypothesis (25) and its consequence (35) establish Lemma 10 (with
any δ < δ′). ��

For the next lemma, recall the definition of N (v) around (15) and let N ∗(v) be
the subset of vertices of N (v) which are not in [I ] and whose parent is not in [I ]
either.

Lemma 11. Fix j ∈ [n] and a subset A ⊂ [n] with j ∈ A. Take a random p-tree
and condition on A(j) = A. Let also v1, . . . , vk be the children of j that are not
in [I ] and let c∗(j) = ∑

1≤l≤k blpvl , where the bl’s are independent Bernoulli
random variables with parameter 1/2, independent of the p-tree. Define

X∗ := p(N ∗(j))− c∗(j).
Then X∗ is distributed as the random variable X in Lemma 10.
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Proof. OrderA as v0, v1, . . . , j , arbitrarily except for ending with j . Let T∗ be the
set of rooted trees on [n] with root v0 whose path to j is the path v0, v1, . . . , j . Let
T⊕ be the set of rooted trees on [n] \A ∪ {⊕} with root ⊕. There is a natural map
T∗ → T⊕: “lump the vertices in A together into a single vertex ⊕”. It is straight-
forward to check, from the combinatorial definition (see e.g. [31]) of p-tree, that
this map takes the distribution of p-tree (conditioned to T∗) into the distribution of
a q-tree (conditioned on having root ⊕). Also, we have the extra constraint in X∗
that the parents of the vertices we are summing on are not in [I ], but conditionally
on the fact that v has some parent in A, it is easy that the parent is in [I ] with
probability p(A∩ [I ])/p(A). This corresponds to the biased coin-tosses in Lemma
10. And the fair coin-tosses in Lemma 10 reflect the random ordering of branches
used in defining the depth-first order, as can be seen from the definition in Section 3
(the set of children of any vertex is put in exchangeable random order). The only
exception is on children of j itself, which are all in N ∗(v), so the bl’s are desig-
nated to artificially remove each of them with probability 1/2. This establishes the
lemma. ��

The importance of the lemma is explained by the following formula

max
v
|Gp

I (e(v))− p(N ∗(v))− c∗(v)| = o(σ (p)) in probability. (42)

Since asymptotically we know that children of i ∈ [I ] are not in [I ], and since by
Lemmas 5 and 7:

σ(p)−1 max
v /∈[I ]

p(Bv \ [I ])
p→ 0, (43)

so in particular maxj σ (p)−1c∗(j) → 0 in probability with the notations above,
this is a straightforward consequence of Lemma 7 and

Lemma 12. Suppose that no vertex i ∈ [I ] has a child that is also in [I ], then we
have for every v

G
p
I (e(v)) = p(N ∗(v))−

∑

i∈N (v)∩[I ]

(pi − p(Bi )). (44)

Proof. Recall by definition (20) of the processes ρk that if k is a child of some
i ∈ [I ], ρk(e(v)) = pk whenever v is examined after the parent f (i) of i and
strictly before k in depth-first order, and ρk(e(v)) = 0 otherwise. As a consequence
of (15), we thus have

G
p
I (e(v)) = p(N (v))−

∑

i∈[I ],k∈Bi
pk1{e(f (i)) ≤ e(v) < e(k)}.

A careful examination of this formula shows that a term in the sum on the right is
not zero if either v has some ancestor i ∈ [I ], or some ancestor of v has a child
i ∈ [I ] that is after v in depth-first order, and these situations are exclusive by the
assumption that vertices of [I ] do not have children in [I ]. In the first case, the
formula says that we remove all the p-values of children of i that are after v in
depth-first order, in the second case, it says that we remove the p-values of all the
children of i, implying (44). ��
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Proof of Proposition 4. Fix ε > 0 and consider arbitrary v ∈ [n]. Recall the defi-
nition of A(v),G(v),N ∗(v), c∗(v). We assert, from Lemmas 10 and 11, that for
any K > 0 there exists δ = δ(ε,K) with

P
(|p(N ∗(v))− c∗(v)− 1

2G(v)| > εσ(p)|A(v))
≤ exp(−δ/σ (p)) on {G(v) ≤ (K + 2ε)σ (p)}.

(45)

To argue (45), note that conditioning on the set A = A(v) of vertices in the path
from the root to v determines the value G(v) := p(A(v) \ [I ]) = q̄1 say. Then
Lemmas 10, 11 imply that the conditional distribution of p(N ∗(v)) − c∗(v) has
the distribution of X in Lemma 10, The conclusion of Lemma 10 now gives (45).

So for fixed K and arbitrary v ∈ [n]

P
(|p(N ∗(v))− c∗(v)− 1

2G(v)| > εσ(p), 1
2G(v) ≤ (K + 2ε)σ (p)

)

≤ exp(−δ/σ (p)) = o(1/n).
Using Boole’s inequality gives

P
(

1
σ(p) |p(N ∗(v))− c∗(v)− 1

2 G(v)| > ε for some v with 1
2σ(p)G(v) ≤ K + 2ε

)
= o(1).

By (42) we may replacep(N ∗(v))−c∗(v) byGp
I (e(v)) in the previous expression.

We now use a slightly fussy truncation procedure. Imposing an extra constraint,

P
(

1
σ(p) max

v
G

p
I (e(v)) ≤ K, 1

σ(p) |G
p
I (e(v))− 1

2G(v)| > ε for some v

with 1
2σ(p)G(v) ≤ K + 2ε

)
= o(1). (46)

We claim that we can remove the restriction on v to get

P
(

1
σ(p) max

v
G

p
I (e(v)) ≤ K, 1

σ(p) |G
p
I (e(v))− 1

2G(v)| > ε for some v
)
= o(1).

(47)

Indeed, if v has parent v′ then G(v)− G(v′) ≤ maxi /∈[I ] pi = o(σ (p)). So if there
exists a v with 1

2σ(p)G(v) > K + 2ε then (for large n) there is an ancestor w with

K + ε < 1
2σ(p)G(w) < K + 2ε. But if the first event in (46) occurs, one obviously

cannot have σ(p)−1|Gp
I (e(w)) − 1

2G(w)| ≤ ε by definition of w. Thus the prob-
ability in (47) is bounded by twice the probability in (46). This establishes (47).
Since Proposition 2 implies 1

σ(p) maxv G
p
I (e(v)) is tight as n→∞, (47) implies

max
v

1
σ(p) |G

p
I (e(v))− 1

2G(v)| p→ 0. (48)

Now let us show that the sequence (σ (p)maxv∈[n] ht(v), n ≥ 1) is tight. Fix ε > 0
and let K > 0 such that

P
(

1
σ(p) max

v
G

p
I (e(v)) > K

)
< ε/2,
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Then

P
(
σ(p)max

v
ht(v) > K + 1

)

≤ ε/2+ P
(
σ(p)max

v
ht(v) > K + 1, 1

σ(p) max
v
G

p
I (e(v)) < K

)
,

but by the same kind of argument as above, if σ(p)maxv ht(v) > K , for n large
there must exist some w with K + 1/2 < σ(p)ht(w) < K + 1. By Lemma 9 we
then have also K + 1/2 < σ(p)−1G(v) < K + 1 with high probability, so (48)
implies that the right-hand side in the last expression is < ε/2 for n large. This
being proved, Lemma 9 rewrites as maxv |σ(p)−1G(v)− σ(p)θ2

0 ht(v)| = o(1) in
probability, which together with (48) establishes the proposition. ��

7. Miscellaneous comments

1. In principle Corollary 2 gives a criterion for boundedness of T θ , but one would
prefer to have a condition directly in terms of θ . Here are some steps in that
direction. From [21, Theorem 1.1], the process Xbr,θ may be put in the form
X

br,θ
s = X1

s + X2
s , s ≥ 0, where X1 is a Lévy process on [0,∞) and X2 has

exchangeable increments on [0, 1] and in a certain sense behaves less wildly
thanX1. Precisely,X1 has no drift, its Gaussian part is θ0 and its Lévy measure
is �(dx) = ∑

i≥1 δθi (dx), where δy(dx) is the Dirac mass at y. On the other
hand, X2 can be put in the form

X2
s = −X1

1s +
∑

i≥1

τi(1{s ≤ Vi} − s)

for some square-summable random family (τi) and a sequenceVi of independent
r.v.’s with uniform law (notice that X1 and X2 are by no means independent).
Then, writing κXbr,θ = inf{c > 0 :

∑
i≥1 θ

c
i < ∞} and κX2 = inf{c > 0 :∑

i≥1 τ
c
i <∞} we have that

κX2 ≤ κXbr,θ

1+ 1
2κXbr,θ

, (49)

which is what we mean by “behaving less wildly”. It is therefore reasonable
that the problem on the finiteness of the integral

∫ 1 ds/Xθ
s , which is a problem

dealing with the behavior at the left of the overall minimum of Xbr,θ , should be
replaced by a problem on the Lévy processX1 as soon as one can show that the
overall minimum of Xbr,θ is actually attained at a local minimum of X1, and
such that locally X2 is negligible compared to X1 at this time. Since X1 has
no negative jumps, the time-reversed process has no positive jumps, and such
questions are addressed in Bertoin [11] and Millar [29]. Pushing the intuition
one step further, by analogy with the standard criterion for non-extinction of
continuous-state branching processes and the analogy of ICRT’s and Lévy trees
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mentioned above, we conjecture that
∫∞

�−1(λ)dλ < ∞ is equivalent to the
boundedness of T θ , where � is the Laplace exponent of X1:

�(λ) = θ0λ
2/2+

∑

i≥1

(exp(−λθi)− 1+ λθi).

2. As we mentioned before, a natural guess would be that the exploration process
of T θ in the general case θ0 > 0 is 2

θ2
0
Y θ . It is more difficult to get an intuition

of what the exploration process of T θ should be in the cases when θ0 = 0,
when the Brownian part of Xθ vanishes. By the general theory of continuum
random trees, it should be easy to prove that compactness of the tree is enough
to obtain the existence of an exploration process for T θ , which is the weak limit
of 2(θn0 )

−2Y θn for some θn ∈ �→ θ pointwise with θn0 > 0 for every n. But
this would not tell much about the look of this process. Another way would be to
try to generalize local time methods used in [17], but these do not seem to adapt
so easily to bridges with exchangeable increments instead of Lévy processes.

Acknowledgement. Thanks to an anonymous referee for a careful reading of a former version
of the paper.
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