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Abstract

System Hardware and in vivo Cell Tracking in Magnetic Particle Imaging

by

Bo Zheng

Joint Doctor of Philosophy
with University of California, San Francisco in Bioengineering

University of California, Berkeley

Professor Steven Conolly, Chair

Magnetic Particle Imaging (MPI) is an emergent medical imaging technology that directly
images the intense magnetization of clinically safe superparamagnetic iron oxide (SPIO)
nanoparticles. Because biological tissues do not produce signals detectable in MPI scanners,
MPI images have extremely high image contrast and sensitivity for SPIO tracers, akin to
nuclear medicine imaging techniques. The MPI signal is also linearly proportional to SPIO
tracer concentrations in the imaging volume, making it a truly quantitative imaging tech-
nique. Hence, because of its high image contrast, sensitivity, quantitativeness, and tracer
safety, MPI may be useful in applications ranging from coronary angiography to stem cell
therapy tracking and is extremely promising for translation to the clinic.

The physical basis behind signal generation in MPI is unlike that of any other imag-
ing modality, giving MPI the potential to be one of the most sensitive medical imaging
modalities. However, several limitations have prevented existing MPI scanners from reach-
ing the physical limits of detection sensitivity. These limitations include direct feedthrough
interference from the MPI transmitter to the receiver, which can obscure the desired SPIO
magnetization signal and limit SNR. In Chapter 2 of this dissertation, I aim to determine
the sources of interference generation in MPI scanners and to develop engineering solutions
to attenuate the feedthrough interference in the detected signal spectrum. My results in-
dicate that feedthrough interference can arise from high-power passive components used to
generate the MPI drive fields, as well as from the interaction between the MPI drive field
and the magnets used to generate the MPI magnetic field gradient. To remove these inter-
fering signals for improved detection sensitivity, I designed an actively-controlled magnetic
interference cancellation system using a Cartesian feedback controller. Data from this active
cancellation system has shown the ability to suppress interfering MPI signals by over 55 dB.

Another limitation in the sensitivity of existing MPI scanners is the use of non-optimized
electronics in the MPI detector chain, which can add substantial noise beyond the noise
mechanisms generated in the patient and in the detector coil. In Chapter 3 of this dis-
sertation, I investigate the sources of electronic noise in MPI and describe three methods
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to reduce noise from the MPI detector preamplifier to below the noise generated by the
MPI detector coil. Using these noise-matching techniques, I then describe the design and
implementation of a custom transformer-coupled MPI preamplifier. Finally, using a 7 T/m
preclinical MPI scanner, I demonstrate that the custom MPI preamplifier can achieve an
11-fold improvement in the signal-noise ratio (SNR) of MPI scanners over a commercially
available low-noise preamplifier.

Building upon these improvements in the sensitivity and SNR of our preclinical MPI
scanners, I then perform the first two in vivo experiments to track implanted stem cell
therapies in rodent models. In Chapter 4, we show that MPI can be used to sensitively and
quantitatively track stereotactically implanted neural progenitor cell xenografts over an 87-
day period. In Chapter 5, we show the first use of MPI to systemically monitor intravenously
implanted therapeutic cells. MPI was able to visualize the entrapment of large mesenchymal
stem cells in lung vasculature during circulation and quantify the gradual clearance of these
cells through the liver over a period of 12 days. Importantly, these experiments demonstrate
the ability of MPI to sensitively trace small quantities of SPIOs in the body, potentially
enabling new clinical approaches to metastatic cancer detection and the diagnosis of other
systemic diseases.
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Chapter 1

Introduction to Magnetic Particle
Imaging

1.1 Magnetic Particle Imaging is a safe tracer imaging

modality for clinical diagnostic applications

Magnetic Particle Imaging (MPI) is an emerging imaging technique that directly images
superparamagnetic iron oxide (SPIO) tracers. The signal contrast in MPI images is only
generated by SPIOs in the body; there is no signal from native biological tissue [1, 2, 3].
This high image contrast and contrast-to-noise ratio for SPIO tracers in MPI is ideal for
detecting and diagnosing small disease features that would otherwise be difficult to detect
with anatomical imaging modalities such as MRI or CT [4]. MPI is therefore best compared
to nuclear medicine techniques like Positron Emission Tomography (PET) and Single Photo
Emission Computed Tomography (SPECT), which are the only available tracer imaging
technologies currently in clinical use. Unlike PET and SPECT, however, MPI does not use
ionizing radiation, and the SPIO tracers used in MPI are not radioactive and are safe for
injection into the body even at significant doses for iron-deficiency anemia treatment [5, 6,
7].

MPI was invented and first demonstrated experimentally in 2005 by Gleich and Weize-
necker at Philips Research in Hamburg, Germany [1]. Since then, there has been significant
effort to expand the field toward improving system hardware for resolution and sensitivity
improvement, developing the underlying systems theory for MPI (akin to the development of
k-space techniques and pulse sequences for MRI), improving the SPIO nanoparticles in MPI
for higher resolution and circulation time, and making MPI scanners available for clinical
translation. In 2010, the first International Workshop on Magnetic Particle Imaging was
held in Lübeck, Germany with 70 attendees. This number increased to around 200 in 2012
and continues to grow. The IWMPI conference has since also been held in Berkeley, CA,
Berlin, Germany, and Istanbul, Turkey.

There are currently at least 7 groups in the world with operating custom-built MPI scan-
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Figure 1.1: In vivo comparison of MPI/CT, fluorescent imaging, and MRI. Two probes
filled with a mixture of Nanomag-MIP SPIOs and Angiosense 680 EX fluorescent probe
were implanted 1.0 mm and 2.8 mm below the dorsal skin surface of a mouse. (A) A
representative MPI image directly visualizes SPIO tracer with high image contrast and no
signal modulation by biological tissue. MPI: 5 × 3.75 × 10 cm FOV, 6.8 min scan. CT: 15
min scan, 184 µm isotropic resolution. (B) Fluorescent imaging of implanted probes shows
a decrease in signal with tissue depth. Fluorescent imaging: 5 sec scan. (C) In magnetic
resonance images, the presence of SPIO tracer corresponds to a signal dropout similar to
those generated at air-tissue interfaces. MRI: 4 × 8 cm FOV, 313 µm in-plane resolution, 17
min scan.

ners at Philips, UC Berkeley, University of Lübeck in Germany, Bruker Biospin, University
of Würzburg, the Technical University of Braunschweig, and Osaka University [3, 8, 9, 10,
11, 12]. As the MPI field is nascent and a standard MPI system theory has not been estab-
lished, each group uses differing and rapidly evolving scanner designs, pulse sequences, and
reconstruction schemes. Commercial scanners are being developed for both clinical (Philips
Healthcare, Netherlands) and preclinical (Bruker Biospin, Germany and Magnetic Insight,
Inc, California) use. A Bruker preclinical small-animal imaging MPI scanner is estimated to
become available commercially within the next several years [13].

At UC Berkeley, the development of Magnetic Particle Imaging was started by Patrick
Goodwill and Prof. Steven Conolly in 2006. Since then, the Berkeley group has designed
and constructed 8 generations of scanners, each building upon the advances made in the lab
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Figure 1.2: MPI scanners developed at UC Berkeley since 2006. Each generation of MPI
scanner design improves upon the previous generation in spatial resolution and sensitivity,
based on recent theoretical and hardware advancements in MPI.

for improving system sensitivity, resolution, and scanning speed, seen in Fig. 1.2. Our most
recent scanner has achieved 50 ng iron detection sensitivity at 1 mm isotropic resolution for
small animal imaging, which is comparable with small animal PET/SPECT spatial resolution
and can still be improved with better scanner design and more optimized SPIO nanoparticles.

As a safe tracer imaging technique, MPI has the potential to replace many existing
methods for disease diagnosis in the clinic. In the next sections, we describe two future
clinical applications of Magnetic Particle Imaging that may enable disease diagnosis with
greater safety and sensitivity than existing imaging modalities.
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Figure 1.3: MPI imaging of human-scale coronary angiogram phantom. 9 × 4 × 4 cm
field-of-view (FOV), 10 minute scan. Image courtesy Dr. Justin Konkle.

1.1.1 MPI for safer angiography and blood volume imaging

Heart disease remains the top cause of death in America. In 2009, heart disease accounted
for six hundred thousand deaths in America, or approximately one quarter of all deaths
nationwide [14]. A key method in the diagnosis of atherosclerosis-based heart disease is
angiography, or an imaging method to visualize occlusions in vasculature. X-ray angiography
with iodinated contrast agent is the most commonly used angiographic method, with over 8
million procedures performed in 2006. Computed tomography (CT) angiography, also using
iodinated contrast agents, is performed around 4 million times/year in the United States [15,
16]. In conventional X-ray angiography, an iodine-based contrast agent is injected directly
into the coronary arteries via a catheter and visualized using fluoroscopic X-ray imaging in
real time. In CT-based angiography, iodine contrast agents are injected intravenously and
imaged post-injection via a 3D CT scan. These techniques have exquisite sensitivity and
specificity for diagnosing heart disease. X-ray angiography has remained the gold standard
diagnostic technique for over 50 years.

However, patients with chronic kidney disease (CKD) face significant risk of kidney dam-
age from the most common contrast agents used in conventional angiography, which are io-
dine and gadolinium. CKD patients constitute 25% of all patients undergoing angiographic
procedures each year in the US. Unfortunately, up to 20% of CKD patients undergoing iod-
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inated X-ray/CT angiography develop contrast-induced nephropathy, which has a one-year
mortality rate of over 22% [17, 18]. Moreover, 9% of late-stage CKD patients undergoing
gadolinium-based magnetic resonance angiography develop nephrogenic systemic fibrosis,
which arises due to an inability to clear the gadolinium contrast agent in patients with renal
failure [5, 19, 20]. CKD patients that develop nephrogenic systemic fibrosis have a one-year
mortality of 67% [21, 22]. As a result, gadolinium-based MR angiography is contraindictated
for late-stage CKD patients.

An ideal angiographic method for CKD patients would use safe contrast agents while
maintaining or improving image sensitivity, resolution, and contrast over existing modali-
ties. The iron oxide nanoparticles used in MPI are not only safe for CKD patients, they are
commonly used as therapeutic iron supplements for the treatment of iron-deficiency anemia
in the CKD patient population [5, 7]. Hence, we can potentially use MPI as a safe replace-
ment technique for angiography for CKD patients. Moreover, because MPI only sees the
presence of SPIO particles in the imaging volume and no biological tissue background, its
image contrast may exceed that of conventional angiography for greater diagnostic sensitivity
and specificity of heart diseases. An example MPI image of a coronary angiogram phantom
is shown in Figure 1.3.

1.1.2 MPI for dynamically tracking cell-based therapeutics in
vivo

Stem cell-based therapies hold tremendous therapeutic potential for treating many degen-
erative and debilitating diseases, such as myocardial infarction, stroke, spinal cord injuries,
and Parkinson’s disease. The evaluation of cell transplantation efficacy and integration cur-
rently relies on destructive analytical methods like histology or functional improvements that
can take months to manifest [23]. Inaccuracies in cell localization during initial deliver are
common, with one clinical study reporting a 50% misadministration rate by experienced
operators under ultrasound guidance [24]. Late detection of such outcomes can seriously
impact the development of cell-based therapies. Clinical translation and adoption of cell
therapies could be accelerated by safe, quantitative in vivo imaging methods [25].

All standard preclinical imaging modalities have been used to track cells in vivo with
varying degrees of success [25]. Few existing tracer imaging modalities can quantitatively
image injected cells over a weeks- or months-long timescale without the use of genetically
encoded reporter tracers, which are challenging for clinical translation [25]. Nuclear medicine
is an exquisitely sensitive and high-contrast technique that images radioactive tracers, but
faces limitations in tracer half-life and radioactive dose for longitudinal imaging. Fluores-
cent and bioluminescent imaging are the most common preclinical cell-tracking techniques;
however, they are limited in their ability to image tracers deep in tissue, which prevents
quantification, real-time dynamic cell tracking, and clinical translation. 19F MRI, which
detects the nuclear magnetism of fluorine atoms, is a promising positive-contrast imaging
technique that has shown success for cell-tracking [26, 27]. It remains to be seen whether
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Figure 1.4: MPI-CT imaging of intravenously injected mesenchymal stem cells labeled using
Resovist SPIO tracer, with representative coronal, sagittal, and axial slices shown from full
3D MPI datasets. (A) MPI imaging of mesenchymal tail vein injections at less than one hour
post-injection shows substantial cell localization to lung tissue. (B) 12 days after injection,
mesenchymal tail vein injections show significant total clearance and liver migration. MPI
imaging (n = 4 for each animal): 4 × 3.75 × 10 cm FOV, 9 minute acquisition. CT imaging:
25 minute acquisition, 184 µm isotropic resolution.

19F MRI can be used for whole-body cell tracking, particularly for organs near tissue-air
susceptibility boundaries, such as lungs or the GI tract.

Clinically, most cell tracking studies have used SPIO labeled cells, because SPIO-based
methods have minimal effects on cell viability, proliferation, and differentiation [28, 29, 30,
31], along with excellent depth penetration and in vivo persistence measured in months.
However, the primary challenge for MRI-based SPIO cell tracking is that SPIOs induce MRI
signal dropouts that are difficult to distinguish from tissues with naturally low MRI signal
(e.g., bones, tendon, lungs, or any tissues near air). Moreover, MRI methods with positive
contrast suffer from robustness and sensitivity challenges [32, 27]. Until now, no technique
has been able to combine high specificity with sensitive and quantitative imaging of the
distribution and in vivo fate of SPIO-labeled cells [25, 28].

Magnetic Particle Imaging, which directly images the intense magnetization of SPIOs
rather than indirectly detecting SPIOs via MRI signal dropouts, is a unique addition to
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this repertoire of existing stem-cell tracking technologies. MPI images SPIO tracers deep in
tissue with high image contrast and high quantitative accuracy compared to fluorescent and
T2* MR imaging (Fig. 1.1). The SPIO tracers used in MPI are equivalent to to those used
in MRI and have been shown to be safe for both clinical use and cell labeling [33, 34, 35,
36]. Specifically, cells labeled using SPIOs show no decrease in cell viability, proliferation, or
differentiation. In addition to the safe SPIO tracer, MPI uses safe low frequency magnetic
fields that are non-ionizing, making it a safe tool for clinical cell tracking applications.

In Chapters 4 and 5 of this dissertation, we describe the first in vivo use of MPI to track
labeled stem cells. Specifically, in Chapter 4 we describe the use of MPI to longitudinally
monitor neural cell grafts, which are being investigated for clinical applications ranging from
stroke repair to Parkinson’s disease, over a period of three months . In Chapter 5, we show
that MPI can be used to quantitatively monitor the dynamic biodistribution of intravenously
injected mesenchymal cells, which show therapeutic promise for their immunomodulatory
effects in vivo.

1.2 MPI theory and system architecture

In this section, we will explore the nature of signal generation and spatial localization in
MPI. We first describe the magnetic properties of the superparamagnetic iron oxide tracers
used in MPI. To date, the SPIO tracers used in MPI have been composed of an iron oxide
core at sizes ranging from 10-25 nm with an organic coating, typically comprised of dextran
or carbodextran [37, 33].

At these particle core sizes, the bulk magnetization of SPIO particles increases and quickly
saturates in response to an externally applied magnetic field. This process can be analytically
described using a nonlinear Langevin equation [1]. Typical magnetic field strengths to cause
SPIOs with core sizes on the order of 15-25 nm to saturate in magnetization range around
8-15 mT. As an example, when a strong, time-varying magnetic field from -20 mT to 20 mT
is applied to a distribution of SPIOs, bulk SPIO magnetization responds by traversing its
entire nonlinear magnetization curve from saturation in the negative direction to the positive
direction (Fig. 1.5).

If we place a detector coil near the distribution of SPIOs, this time-varying SPIO mag-
netization produces a detectable voltage signal according to Faraday’s law of induction.
Hence, if we apply a linearly ramping magnetic field to a population of SPIOs, the voltage
signal induced in the detector coil is exactly the derivative of the SPIO magnetization curve.
This Langevin derivative (Fig. 1.5) forms the basis of the MPI image blurring function, or
point-spread function (PSF), and ultimately determines the spatial resolution of MPI images
[2].

To spatially localize the SPIO signal for imaging, we apply a static magnetic field gradient,
which saturates the magnetization of all SPIOs in the imaging field-of-view except those
in the central field-free region (shown as a field-free point, or FFP, in Figure 1.6). To
form an MPI image, the FFP is rastered across the entire 3D field-of-view (FOV) using a
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Figure 1.5: Magnetic properties of SPIO tracers used in MPI. The bulk SPIO magnetization
is a nonlinear function of an externally applied magnetic field and saturates in bulk magneti-
zation at high applied magnetic fields. This nonlinear SPIO magnetization can be described
using a Langevin model. In MPI, an externally applied magnetic field from a drive coil
causes SPIOs in the imaging volume to traverse curve. A detector coil then inductively de-
tects the changing SPIO magnetization, which is the time-derivative of the Langevin curve.
This Langevin derivative forms the basis of the image blurring function, or the point spread
function (PSF), in MPI.

combination of electromagnets (shown in Fig. 1.7). As FFP traverses a location containing
SPIOs, SPIO magnetization at that location changes in both magnitude and orientation in
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Figure 1.6: A magnetic gradient field saturates all SPIOs except those in a central field-free
region for spatial localization in MPI. SPIO particles at the field-free region, shown here as
a field-free point (FFP), are not saturated in magnetization, whereas SPIO particles outside
the FFP are magnetically saturated. Hence, by moving the FFP across a spatial distribution
of SPIO particles, we can cause the particles to de-saturate and re-saturate in magnetization.
This time-varying particle magnetization can be detected using a detector coil.

response [38]. The resulting voltage signal sensed via a detector coil can then be assigned to
the instantaneous FFP location to form the final MPI image.

Thus far, there have been two predominant methods to perform scanning and image
construction in MPI. The imaging and reconstruction process described above is commonly
referred to as the x-space MPI scanning method and relies on image reconstruction directly
from the nanoparticle magnetization signal and knowledge of the instantaneous FFP location.
We have previously proven that x-space MPI is linear and shift-invariant as an imaging
system [2, 39]. As a result, MPI images can be used to quantify SPIO tracer in vivo anywhere
in the imaging volume.

Another approach for MPI scanning, called the system function approach, has been
championed by Philips MPI researchers since the invention of MPI [1]. Briefly, in the system
matrix scanning technique, the entire MPI scanning process (which includes the imaging
trajectory, particle signal generation, detector coil sensitivity, and spatial localization of
SPIO signal) is encapsulated into a single system matrix [1, 40]. This system matrix is
probed and characterized via the use of a calibration scan, where a point source of SPIOs is
rastered to every position within the imaging volume and distinct MPI voltage signals are
acquired at each SPIO location. This input (SPIO location) to output (voltage signals at the
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detector) relationship is then used to build the system matrix (on the order of gigabytes or
larger) that characterizes the MPI system. For actual imaging, a subject is scanned using the
same imaging parameters as the calibration scans in the MPI scanner. The detected voltage
signals from the MPI scan is multiplied by the inverse of the calibrated system matrix via an
optimization algorithm using several regularization parameters to reconstruct the particle
image. Unfortunately, it has been shown that the use of regularization parameters may cause
the reconstructed images to no longer be linear and shift-invariant and may additionally
introduce image artifacts during reconstruction [41]. As the MPI field continues to develop
rapidly, an optimized scanning and reconstruction scheme remains an active and exciting
area of investigation.

Despite the differing approaches toward MPI scanning and image reconstruction, most
MPI scanner hardware architecture designs and implementations are remarkably similar.
For both preclinical and clinical MPI imaging, three sets of magnetic field generators are
necessary. The first magnetic field needed is a static gradient field used to generate a field-
free region, which can be in the form of either a field-free point or a field-free line (FFL).
The static gradient field itself has been previously generated using either electromagnets or
permanent magnets [42, 3] and may be generated using superconducting magnets in future
clinical designs. A schematic and photo of the permanent neodymium iron-boride gradient
magnets for a 7 T/m FFP MPI scanner constructed at UC Berkeley is shown in Fig. 1.7.

In addition to the gradient field magnets, electromagnets are necessary to shift the field-
free region across the entire imaging volume. As the field-free region is shifted across a
location with SPIOs, SPIO magnetization changes rapidly to produce a detectable signal. To
create this time-varying magnetic field, a spatially homogeneous, time-varying electromagnet
is used. This magnet is called a drive coil in MPI. To achieve high SNR in MPI, the drive field
needs to be rastered quickly across the imaging volume. The drive field is typically generated
using a resonant inductor at around 25 kHz, although higher frequencies are also feasible.
The amplitude of the drive field can be limited by power losses in the drive coil or power
amplifier and ultimately by magnetostimulation limits in the patient [43]. However, because
the imaging FOV is directly proportional to the drive field amplitude [2], limitations in the
drive field amplitude due to magnetostimulation safety limits or power constraints would
cause limitations in the maximum achievable imaging volume.

To extend the imaging FOV, a third magnetic field is needed to shift the field-free region
slowly across the entire imaging FOV. Unlike the drive field, this slow-shift field does not
need to excite the SPIO particle magnetization and therefore can be driven slowly to avoid
magnetostimulation effects in the patient. Depending on the scanner geometry, two or three
sets of electromagnets are needed to shift the field-free region to cover the entire imaging
FOV. Therefore, the instantaneous magnetic field in MPI can be regarded as a superposition
of three magnetic fields: the static gradient field to generate a field-free region, the quasi-
static slow-shifting field to spatially offset the imaging FOV, and the drive field to rapidly
raster the field-free region for inducing SPIO tracer magnetization signals.

This system hardware architecture in MPI is unique and completely distinct from the
designs of existing medical imaging systems, leading to specific hardware challenges for
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Figure 1.7: Diagram of magnets used in MPI scanning. (A) MPI scanners are comprised
of three sets of magnetic field generators. First, a pair of magnets create a static magnetic
field gradient. In the UC Berkeley MPI scanner shown here, a pair of opposing neodymium
iron-boride permanent magnets create a 7 T/m magnetic gradient along the X direction and
3.5 T/m gradient along the Y and Z directions, with a central field-free point (FFP). Second,
the FFP can be shifted slowly throughout the imaging volume via electromagnets in the X
and Y directions to cover the entire scanning FOV. Last, a drive coil (not shown) rapidly
translates the FFP in the Z direction to excite SPIO magnetization that can be detected
using a detector coil. (B) Photograph of UC Berkeley MPI scanner with assembled magnets.

achieving optimal tracer detection sensitivity and image signal-to-noise ratio. In the following
chapters, we will introduce and address two major challenges in MPI scanner sensitivity:
feedthrough interference between the drive field system and the detector coil (Chapter 2)
and optimal noise matching for the MPI detector (Chapter 3). Based on these hardware
improvements, we then describe the first studies using MPI to image, quantify, and track
the biodistribution of SPIO-labeled cells implanted in vivo in a neural cell transplant model
over 3 months (Chapter 4) and in a preclinical mesenchymal cell therapy model (Chapter
5).
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Chapter 2

Drive Field Interference Suppression
in MPI

2.1 Introduction to Feedthrough Interference in the

MPI Drive Field

Magnetic Particle Imaging is a medical imaging modality that uses low-frequency magnetic
fields to probe inside the body for visualizing implanted SPIO tracers with exquisite image
contrast. The theory and method of operation for MPI scanners is unlike that of any other
medical imaging modality. As described in Chapter 1, three magnetic fields are required
in the operation of an MPI scanner. First, a static magnetic gradient field generates a
magnetically field-free region, such as a field-free point (FFP), outside of which all SPIO
particle magnetization is saturated. Then, a set of slow-shift electromagnets positions the
FFP in 3D within a specified location in the imaging FOV. Finally, a time-varying homoge-
neously rasters the FFP within the FOV. As the FFP traverses a location containing SPIOs,
the SPIOs at that location instantaneously change the amplitude and orientation of their
magnetization in response to the drive field. For image reconstruction, this changing SPIO
magnetization signal can be detected using a detector coil and assigned to the instantaneous
FFP location [39, 2].

To generate power-efficient drive fields in MPI, the typical drive field is a sinusoidally
time-varying, spatially homogeneous magnetic field. These fields are easily generated using
resonant inductors (called drive coils) at around 25 kHz and 10-60 mTpp field amplitude [2,
44, 1, 45]. A diagram of the MPI drive field and detector system architecture is shown in
Fig. 2.1. Briefly, a digital time-varying sinusoid signal is converted to an analog voltage signal
and amplified using a commercially available linear power amplifier. The high-voltage signal
is then filtered for spectral purity using a bandpass filter and transmitted as a time-varying
magnetic field using a resonant drive coil. On the detector side, the detector coil receives
both the time-varying particle magnetization signal and the simultaneous, but undesirable,
drive field signal. The sinusoidal interfering drive field signal is filtered from the detector
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Figure 2.1: Diagram of the architecture of the MPI drive field and signal detection electronic
systems. To generate a drive field for particle excitation in MPI, we use a low-distortion
sine wave, which is generated digitally and converted to an analog voltage signal, amplified
by a power amplifier, filtered for spectral purity, and used to generate a magnetic drive
field. As explained in detail in this chapter, the harmonic distortion in the MPI drive field
signal must be exceedingly low so as to prevent detectable feedthrough interference in the
detector signal. On detector side, a detector coil is wound in a gradiometer configuration to
reduce total magnetic coupling to the drive field. The detector signal is then filtered using
a band-reject filter to remove direct feedthrough interference from the drive field sinusoid
signal before preamplification and digitization.

signal using a band-reject filter before preamplification and digitization.
As the single-tone sinusoidal drive field traverses a location with SPIO particles, the

time-varying, nonlinear, SPIO magnetization also changes periodically. However, because
SPIO magnetization responds nonlinearly with applied magnetic field, the time-varying SPIO
magnetization is a distortion of the input sinusoidal drive field. Hence, the detected particle
signal contains a rich signal spectrum at higher harmonics of the fundamental drive field
frequency (Figure 2.2). Ideally, we can then simply use the detected SPIO magnetization
time signal to reconstruct an MPI image by gridding, or assigning, the detected time-varying
voltage signal to the instantaneous location of the FFP, which is user-controlled [2].
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Figure 2.2: Typical MPI drive fields are comprised of a low-distortion time-varying sinusoid.
The use of a sine-wave drive field to excite the nonlinear SPIO magnetization causes the SPIO
magnetization to be a time-periodic signal that is a nonlinearly distorted version of the input
waveform. This particle signal has a characteristic broadband particle signal spectrum at
harmonics of the drive field frequency.

One major challenge in MPI is that the SPIO tracer magnetization aligns instantaneously
in response to the application of a a time-varying drive field. This instantaneous particle
magnetization response can be contrasted with techniques like magnetic resonance imaging,
where a radio-frequency magnetic excitation causes nuclear magnetization to precess about
a dipole and generate a free-induction decay magnetization signal that can be detected even
after the RF excitation field is turned off. Because particle excitation and signal detection
in MPI occur simultaneously, the voltage signal detected at the receiver coil comprises of
both the desired particle signal as well as undesirable feedthrough interference signal from the
sinusoidally time-varying magnetic drive field. Unfortunately, it is not possible to temporally
or spectrally decouple the particle signal from the direct feedthrough interference signal, since
they are both periodic and necessarily share the same fundamental time period. Moreover,
the interfering feedthrough signal at the fundamental frequency from the drive field can
be many orders of magnitude larger than the SPIO nanoparticle signal and can saturate
the dynamic range of downstream preamplifiers and digitization circuitry. As a result, the
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Figure 2.3: Simultaneous particle excitation and signal detection in MPI leads to feedthrough
interference from the drive coil to the detector coil.

fundamental frequency component of the detected MPI signal spectrum, containing both the
direct feedthrough signal and the fundamental frequency component of the SPIO particle
signal, is filtered out of the detector voltage signal using a high-attenuation band-reject filter
(Figure 2.1) [46, 1, 2, 39].

Fortunately, we have shown previously that filtering out the direct feedthrough interfer-
ence at the fundamental drive-field frequency results in a benign and recoverable loss of the
DC signal in the reconstructed MPI image. We show that a simple and robust algorithm is
sufficient and robust to recover this lost DC signal from the loss of the fundamental frequency
component of the particle signal [39].

Unfortunately, in real MPI systems, the drive field is not comprised of a perfectly pure
sinusoidal signal. Due to nonlinearities in the system hardware, the feedthrough interference
spectrum from the drive field is not only comprised of the fundamental frequency component,
but can contain higher harmonic signals that can directly add to SPIO particle signals. It
was previously thought that this broadband harmonic interference was only due to nonlinear
behavior in the drive field power amplifiers (see Fig. 2.1) [47, 48]. As a result, there have
been significant engineering efforts to attenuate high-frequency power amplifier distortion
interference by the use of high-power passive electronic filtering [1, 48, 46, 47]. In a previous
work [47], we demonstrated the use of a 7th-order Butterworth lowpass filter downstream
of the drive field power amplifiers to remove high-frequency harmonics of the fundamental
frequency. This filter was able to achieve 125 dB of signal suppression at the third harmonic,
which was close to a simulated suppression value at 140 dB (Fig. 2.6).

Despite the high-attenuation filters, however, our MPI experiments showed persisting
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Figure 2.4: Ideally, feedthrough interference signal is only at the fundamental frequency. Al-
though the simultaneous nature of MPI excitation and signal detection causes the detected
voltage signal to contain both the SPIO magnetization signal and direct feedthrough inter-
ference, which can be orders of magnitude higher than the particle signal amplitude, removal
of the direct feedthrough interference at the fundamental frequency of the drive field results
in a benign and recoverable image artifact. We have previously shown that the loss of the
fundamental frequency of the particle signal corresponds to the loss of a DC offset in the
reconstructed image, which can be recovered via a simple algorithm [39].

broadband harmonic distortion interference in the detector signal spectrum. Therefore, we
conclude that additional harmonic interference sources must exist in the MPI drive field or
detector systems after the power amplifier stage. As MPI is a nascent field, these interfering
mechanisms, and methods to suppress this harmonic interference, have not yet been fully
explored.

This broadband interference can severely limit the signal-to-interference ratio and de-
tection sensitivity of the MPI system, particularly when imaging small quantities of SPIO
tracer. As an example, our existing MPI scanners have shown feedthrough interference at
the second and third harmonics of the fundamental frequency that are at least 40-fold (32
dB) above the system noise floor. Reducing this coupled interference is extremely important
for the clinical translation of MPI. For example, a 40-fold improvement in detection sensitiv-
ity would enable smaller SPIO injection doses to the patient, visualize smaller blood vessels
in angiography, track fewer numbers of cell implants in vivo, or improve image acquisition
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Figure 2.5: Real MPI systems contain broadband harmonic interference in the drive field.
This broadband interference from the drive field, which can arise from nonlinearities in
the drive field hardware, has the same frequency components as the particle magnetization
signal. Unlike the fundamental frequency interference, these broadband interfering signals
cannot be recovered robustly and can severely limit the SNR of the MPI detector.

speed dramatically. Removal of this distortion interference would enable visualization of
smaller blood vessels and more accurate diagnosis while potentially negating the need for
catheterized arterial injections.

In this chapter, we show the design and construction of a non-imaging modular MPI
testbed to investigate sources of harmonic distortion interference in the MPI drive field and
engineer methods to suppress harmonic interference sources. We demonstrate the use of this
modular MPI scanner testbed to study harmonic interference in the resonant capacitor in
the drive field chain, the band reject filter in the MPI detector system, and the effects of a
nearby permanent magnet used to create the static gradient used in MPI. Finally, we show
the use of an actively controlled harmonic distortion cancellation technique that enables the
suppression of broadband feedthrough interference to below the system noise floor.
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Figure 2.6: A 7th-order Butterworth low-pass filter can suppress harmonic interference from
the drive field power amplifier by as much as 125 dB at the third harmonic. Though not
explored in detail in this dissertation, the design and construction of these drive-field filters
require careful impedance matching to the power amplifier and resonant drive coil load as
well as design for high currents used for the drive field.

2.2 Initial Investigation of Harmonic Interference

Sources in MPI System Hardware

2.2.1 A Modular MPI Testbed for Investigating and Mitigating
Feedthrough Interference

In order to systematically diagnose interference in MPI systems, I constructed a non-imaging
testbed that has all the components of a standard MPI scanner design except a set of slow-
shift electromagnets (Fig. 2.7 and 2.8). The design of this testbed includes a 7 T/m magnetic
field gradient, created using a pair of NdFeB permanent magnets (at 5 inches diameter and
0.75 inches thick) and fixed in place in a aluminum and Delrin plastic enclosure. The size of
the assembly is 10.5 inches wide by 7.5 inches tall by 7 inches deep with a bore at 4 inches
diameter. To generate the drive field used in MPI, I designed an MPI drive coil constructed
using 8 AWG round magnet wire on a custom 3D-printed coil former. The drive coil has total
inductance of 16.9 µH and is connected in parallel with 3 parallel-connected polypropylene
film capacitors (CDE940C, Cornell Dubilier, Liberty, SC) with total capacitance of 10 µF,
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for a resonant frequency at 12.24 kHz. The resonant drive coil system can generate drive
fields in excess of 30 mTpp at the resonant frequency. I also constructed a receive coil using
15 AWG round magnet wire in a gradiometer configuration and a total inductance of 35 µH.
The system had a 3.5 inch diameter free bore. To isolate magnetic field coupling between
the drive field system and the magnetic gradient permanent magnets, we placed a 9 inch
long, 4 inch outer diameter, 0.1 inch thick copper tube shield between the drive coil and
the permanent magnet. The drive field system for the MPI testbed was connected using
modular nonmagnetic system connections.

Figure 2.7: Modular testbed for diagnosing harmonic interference sources in MPI scanner
systems. The system contains all necessary components for assembling an operational MPI
scanner except slow-shifting electromagnets. To generate a drive field, a voltage signal is
generated using a low-distortion audio analyzer or DAQ card, amplified using a power am-
plifier, conditioned using a passive high-power bandpass filter, and generated as a magnetic
field in a resonant drive coil. The drive field and detector subsystems are shielded from
environmental electrical noise using a copper screen room.

The modular testbed scanner was placed in a RF shielded copper chamber (ETS-Lindgren,
St. Louis, MO) for suppression of environmental noise. To generate a drive field, a low-
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distortion sinusoidal signal at f0 = 12.125 kHz is generated using an audio analyzer (SR1,
Stanford Research Systems, Sunnyvale, CA) or in Matlab (Mathworks, Natick, MA), output
using a NI-6259 (National Instruments, Austin, TX) analog output channel, and amplified
with one channel of a Crown CE2000A or LVC5050 power amplifier (AE Techron, Elkhart,
IN). The high-power drive field signal is then filtered at f0 using a 2-stage resonant LC
bandpass filter to remove harmonic distortion interference from the power amplifiers and
transmitted in a resonant coil to create a time-varying magnetic field.

Figure 2.8: Drive field generation detector system for modular MPI feedthrough interference
testbed. An MPI drive coil is constructed using 8 AWG round magnet wire on a custom
3D-printed coil former. The drive coil is connected with a capacitor in parallel for a resonant
frequency at 12.24 kHz and drive field amplitude greater than 30 mTpp. The constructed
MPI detector coil uses 15 AWG round magnet wire in a gradiometer configuration. This
transmit/receive system has 3.5 inch diameter free bore and uses a copper tube as a magnetic
shield between the drive coil and the permanent magnet. Modular nonmagnetic connectors
are used for high-power system components.

Feedthrough and particle signals received using the detector coil are notch filtered at f0,
preamplified using a commercial preamplifier (SR560, Stanford Research Systems, Sunny-
vale, CA), and digitized using a NI-6259 DAQ card. The detected feedthrough and particle
signals are also analyzed using a commercial audio analyzer for spectral and noise analysis
(SR1, Stanford Research Systems).
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2.2.2 Investigating Nonlinear Distortion in the MPI Detector
Notch Filter

Figure 2.9: MPI detector system notch filters tested for systemic harmonic distortion inter-
ference. (A) Doubly resonant LC notch filter used to attenuate the fundamental frequency of
the drive field that feeds through to the detected voltage signal. This notch filter can achieve
45 dB of attenuation at the fundamental frequency, but may introduce additional harmonic
interference due to its use of a high-permeability ferrite core in its inductor construction.
(B) Alternate Twin-T notch filter design used as a comparison. This filter topology does
not use inductors or high-permeability materials.

Band reject filters are necessary in MPI to suppress the direct feedthrough signal at f0,
which can be over one million-fold larger than particle magnetization signals, to prevent
saturating downstream amplification stages. Existing filter topologies typically use passive
LC resonant circuits for notch filtering. Because the inductors in these filters typically use
high-permeability ferrite material, they may contribute to the system’s distortion interference
from the nonlinear magnetic response of these materials. Using the constructed MPI testbed,
we first investigated the possibility that the notch filters in the MPI detector could actually
contribute distortion interference in the receive spectrum. To test this, we replaced the LC
passive notch filter with an inductorless twin-T notch filter which is entirely designed using
resistors and capacitors. Both filters are designed to suppress the feedthrough signal at the
fundamental frequency by 40 dB. A diagram of the two detector notch filter designs is shown
in Figure 2.9.

After constructing the filters, I measured the frequency responses of the two receive notch
filter topologies (Fig. 2.10). Both filter types achieve 40dB suppression of the fundamental
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Figure 2.10: Measured and designed transfer functions of the filters compared to no detector
system filter. Both filters achieve 40dB suppression of the direct feedthrough signal at the
fundamental frequency and match well with simulation.

feedthrough signal and match well with simulation.
I then measured the feedthrough interference spectra for the two filters, as well as the

testbed system without the use of a notch filter, and compared the spectra for distortion in-
terference levels at harmonic frequencies of f0. A measurement (Fig. 2.11) of the feedthrough
spectrum shows that inductor elements in the LC notch filters do not contribute significantly
to the distortion interference of the MPI system compared to inductorless Twin-T filters or
the testbed system with no receive filters.
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Figure 2.11: MPI detector system LC notch filters do not contribute harmonic distortion
interference in the detector voltage signal. The harmonic interference from the 2nd-4th har-
monic frequencies showed < 1 dB difference when a LC notch filter, an inductor-less Twin-T
filter, or no filter was applied in the MPI detector system.

2.2.3 Capacitor Distortion in Magnetic Particle Imaging

I also investigated the contribution of the resonant drive coil capacitor as a potential distor-
tion interference mechanism in MPI. Because these capacitors are resonant with the drive
coil, they have the same the high currents used to generate the drive field as the drive
coil, which can be on the order of 100 A. Several models for nonlinear capacitor distortion
have been proposed in audio literature, including dielectric memory [49] and nonlinear ca-
pacitance changes due to applied voltage [50]. Hence it is possible that even highly linear
capacitors such as the polypropylene capacitors typically used in MPI scanners can distort
at high power. Moreover, the amount of total distortion in the capacitors does not need to
be substantial: even nonlinear changes in the ppm range may be detected as interference
in the MPI detected signal spectrum. Here, we measure system interference using resonant
capacitors with four operating voltage ratings to investigate the contribution of capacitor
distortion in MPI.

Four high-power polypropylene film capacitors (Fig. 2.12) were tested as resonant drive
field capacitors in the custom MPI testbed with AC operating voltage ratings of 75 Vrms
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Figure 2.12: Capacitors tested for contributions to feedthrough interference, all with iden-
tical capacitance. The 500 V and 1050 V-rated capacitors were custom assembled for volt-
age/current derating.

(CDE940C, Cornell Dubilier, Liberty, SC), 500 Vrms (CDE942C, Cornell Dubilier), 700 Vrms

(Celem, Jerusalem, Israel), and 1050 Vrms (105FPA, Illinois Capacitor, Chicago, IL). Feed-
through interference spectra from DC to the 4th harmonic were obtained on the SR1 Audio
Analyzer with a fixed resonant drive coil and capacitor voltage at 200 Vrms.

The total feedthrough harmonic interference in the system for various resonant capacitors
is plotted in Figure 2.13. The fundamental feedthrough signal at f0 remains constant for
all capacitors tested. This suggests that the same AC drive field was generated in all cases
as expected. However, our data shows that distortion interference drops significantly with
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Figure 2.13: Drive field system resonant capacitors may introduce undesired harmonic
feedthrough interference into the MPI detector chain. (Left) Feedthrough distortion in-
terference spectra for the four capacitors under test from DC to 52 kHz, with f0 at 12 kHz.
Noise spikes at 40, 50, and 58 kHz are from the audio analyzer power supply and environ-
mental interference. The total harmonic interference decreases monotonically with capacitor
voltage rating. (Right) Feedthrough distortion interference amplitude (plotted in normalized
dB) at 3f0 for various capacitor ratings.

increasing capacitor voltage rating. The 1050 Vrms-rated capacitors generated 15-fold less
interference at 3f0 than 75 Vrms-rated capacitors. Fig. 2.13 shows that interference at 3f0 in
dB decreases linearly (R2 = 0.95) for varying capacitor voltage ratings. This preliminary data
suggests voltage saturation or voltage-controlled capacitance changes could be a mechanism
for capacitor distortion-induced harmonic interference in MPI.

Here we demonstrated experimentally that transmit capacitor distortion can be dramat-
ically reduced by simply using over-rated capacitors. This is an important finding as it may
translate to more than a 20 dB improvement in SNR and detection sensitivity in MPI. Our
data is consistent with a nonlinear capacitor model where the capacitance value changes
instantaneously with applied voltage [50].

2.2.4 Magnetic Distortion Feedthrough from Permanent
Gradient Magnets in MPI

The third mechanism I investigated as a potential harmonic interference generator in MPI
was the interaction between the AC MPI drive field and the DC magnetic field gradient
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created using permanent magnets. Typical MPI static field gradients can be constructed
using electromagnets or NdFeB permanent magnets. The use of NdFeB permanent magnets
allows for high gradient amplitudes for small animal imaging and zero power dissipation.
However, permanent gradient magnets potentially can contribute distortion interference in
the system through 1) generating a force from interacting with current in the transmit coil,
or 2) changing in magnetization in response to the applied excitation field. To test distortion
interference levels due to gradient magnets, I measured the system feedthrough spectrum in
the presence and absence of the permanent gradient magnets in the testbed MPI system.

Figure 2.14: Permanent magnets used to generate the static MPI gradient field contributes to
harmonic interference in MPI scanners. An acquired MPI feedthrough interference spectrum
shows that the presence of permanent magnets in the MPI scanner can introduce substantial
harmonic interference. Feedthrough interference at the 2nd harmonic is 40 dB (100-fold)
increased in the presence of a permanent gradient magnet.

The presence of the permanent gradient magnets contributes around 100x (40dB) more
distortion interference at 2f0 compared to system feedthrough in the absence of the magnets
(Fig. 2.14). A solution to this distortion interference source is highly promising to improving
sensitivity in MPI. To determine if the distortion mechanism is due to the magnetization of
the permanent magnets or the force between the magnets and the transmit coil, I also me-
chanically stiffened the transmit/receive coils in epoxy with the hypothesis that mechanical
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forces on the transmit coil would be substantially dampened after the system is epoxied.
However, this did not change the amount of feedthrough harmonic interference from the
permanent magnets, suggesting that the harmonic interference mechanism is due to the
drive field interacting with the nonlinear magnetization of the gradient magnets themselves.
Hence, to resolve this interaction, we may potentially use a thicker conducting magnetic
shield [51] or use electromagnetic gradients instead of permanent magnets.

2.3 Actively-controlled Cancellation of Harmonic

Feedthrough Interference in MPI

In the previous section, we show that harmonic feedthrough interference in MPI can arise
from multiple sources after the drive field power amplifiers and bandpass filters. To resolve
each one of these harmonic distortion mechanisms, one potential solution is to engineer each
interfering component to more stringent specifications. For example, it may be possible
to further derate the resonant drive coil capacitors by another factor of two to four. How-
ever, such engineering approaches may incur diminishing returns as component costs become
prohibitive at these specifications.

A potential alternative solution is to actively suppress drive field nonlinearities instead of
only passively engineering system hardware components. An example of such an approach
is the advent of ”noise-cancellation” in the audio industry. Whereas techniques to improve
passive noise cancellation focused on improving materials for impeding sound transmission,
active approaches remove interfering sounds by sending out a sound wave with equal am-
plitude but opposite phase, such that the interfering sound is suppressed via destructive
interference.

Feedthrough harmonic interference in MPI may well be suppressed using a similar active
approach, whereby we suppress the introduced harmonics via a magnetic field equal in am-
plitude but opposite in phase to the interfering fields introduced by the system components
at each interfering harmonic frequency. We note that this can be done using an automated
control system, such that any time-varying drifts in harmonic interference signal patterns can
be automatically compensated by the active cancellation circuit without the use of human
calibration.

2.3.1 Active Cancellation Circuit Design and Implementation

As MPI distortion interference arises from various system sources, many of which remain
uncharacterized, it becomes desirable to remove the interfering signals from the total received
MPI signal actively by injecting a cancellation signal such that the net interfering magnetic
fields at high frequencies are minimized. This approach is not unfamiliar to members of the
magnetic resonance imaging community; an analogy can be made to the active shimming
circuits used to boost the homogeneity of the main B0 field in MRI.
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Figure 2.15: Implementation of active interference cancellation in MPI via transformer-
coupling to the main drive field system. Left: Transmit signal source, filter, and resonant
transmit coil. Middle: Cancellation transformer. Right: Cancellation signal source and
protection resistor. Note: signal generators and amplifiers are lumped as voltage sources in
this diagram.

The active cancellation signal can potentially be inserted into one of several nodes in the
main drive field circuit (Fig. 2.1). One such insertion node is at the signal generator, where
cancellation signals can be digitally added to the main transmit signal prior to digital-analog
conversion and subsequent amplification. The main drawback to this method is that the
bandpass filter in the transmit chain will substantially attenuate signals at frequencies other
than f0, making broadband active cancellation difficult for suppressing harmonic interference
generated downstream of the drive field filters, such as that arising from the resonant drive
field capacitors.

Alternatively, the active cancellation signal can be injected after the bandpass filter to
avoid filtering higher-frequency cancellation signals. One potential actuation technique to
realize this design is to transformer-couple a power signal into the main drive field circuit
after the bandpass filter but before the drive coil. Such a design is illustrated in Fig. 2.15,
where the cancellation signal is generated and amplified by separate hardware from the main
transmit chain. A practical realization of this design should not substantially change the
filtering or impedance matching of the main transmit chain, while allowing signal currents
from the cancellation circuit to effectively generate interference-canceling magnetic fields.

To realize the cancellation circuit design, a solenoidal air-core transformer was custom-
built on an 2.5 inch (OD) acrylic form using 10 AWG multi-strand wire (Fig. 2.16). While
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Figure 2.16: MPI active cancellation actuator circuit implementation. (A) High-power pro-
tection resistor serially connected to cancellation-side transformer to prevent short-circuiting
DC currents in the cancellation amplifier. (B) Cancellation coupling transformer; red wire:
cancellation (primary) side, black wire: main transmit (secondary) side.

other core materials with higher permeability may be considered due to their ability to store
higher B-fields and coupling in the transformer, they are sensitive to other local magnetic
field sources and can saturate, which can contribute to the total distortion interference in
the system. In future iterations, the use of litz wire in the cancellation transformer design
would decrease power loss in the copper conductors by 13-fold at 10 kHz.

To more effectively generate interference-canceling magnetic fields, cancellation signal
currents in the cancellation winding (which we will refer to as the primary winding of the
transformer) were amplified after coupling to the main drive field circuit (the secondary). In
this transformer, the primary-to-secondary turns ratio is 50:5. Because N1

N2
= I2

I1
, where N1

andN2 are respectively the number of turns, and I1 and I2 are respectively the currents, in the
primary and secondary, the transformer has a 10-fold current gain on the secondary winding.
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The self-inductance of the primary and secondary windings are respectively 67 µH and 2 µH,
which did not significantly change the filtering or impedance matching characteristics of the
main drive field system.

To enable cancellation of the harmonic interference, a series of cancellation signals at
harmonics of the fundamental drive field frequency were generated using Matlab, output
using a NI-6259 analog output channel, amplified with one channel of a Crown CE2000A
power amplifier, and transformer-coupled into the main transmit circuit immediately prior to
the transmit coil. A 3.5 Ω, 1000 W high-power resistor (FSE1000-3.5, Huntington Electric,
IN) was inserted serially with the transformer in the cancellation circuit to prevent a short
circuit at DC between the amplifier output and ground, as well as to dissipate power coupled
from the main transmit signal chain.

2.3.2 Active Cancellation Controller Design and Implementation

Here we describe the design and implementation of an automated control system for the
active harmonic interference cancellation circuit for MPI systems (Figure 2.17). We first
describe the active cancellation controller as a classic control loop, where the objective is to
minimize the feedthrough interference at each interfering harmonic frequency. Therefore the
feedthrough interference at each interfering frequency is detected via a dedicated sniffer coil.
This feedback signal is subtracted from a desired control signal (which seeks to attenuate
each interfering harmonic signal down to 0), and the error signal is input into a controller
and into the cancellation system.

For the specific application of canceling narrowband interference at specific harmonic
frequencies, we converged on the use of a classic single-input, single-output control loop
design, but using Cartesian feedback and control of each interfering harmonic. Cartesian
feedback schemes have been previously used for linearizing RF power amplifiers in similar
applications [52, 53]. Briefly, in the Cartesian feedback design, a narrowband signal at a
specific frequency is detected using a custom sniffer coil, preamplified (SR560), digitized (NI-
6259, National Instruments), and demodulated into its in-phase and quadrature components
in Matlab, and each component is controlled using its own control law. We perform this
in software by multiplying the interfering harmonic signal with in-phase and quadrature
carriers, followed by a simple low-pass filtering operation. The demodulated in-phase and
quadrature signals are then subtracted from control signals, which are all 0 as the goal is to
attenuate all harmonic interference, to generate error signals. These error signals are then
input into a simple software PI controller, with manually tuned controller gains, before being
upmodulated and summed. The control signals for all interfering harmonics are subsequently
summed together and output as a analog voltage signal to be amplified by a power amplifier
and transformer-coupled into the main drive field.

One major design consideration for Cartesian feedback controllers is proper knowledge
of system phase accrual at each frequency to be controlled. Because each frequency is
decomposed into its in-phase and quadrature components before control, it is important to
demodulate the signal using the correct phase such that the control laws for the in-phase
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Figure 2.17: Block diagram for Cartesian feedback and PID control of MPI active interference
cancellation system. Each interfering harmonic is separately demodulated, controlled, and
upmodulated as a cancellation signal to be transformer-coupled into the main MPI drive
field. At each harmonic frequency, the feedthrough interference signal is detected via a
dedicated sniffer coil in series with the MPI detector coil and demodulated into in-phase (I)
and quadrature (Q) components. The detected feedthrough interference error signal is input
into a tuned PID controller (shown as H (s), upmodulated, amplified, and coupled into the
main MPI drive field. Acronyms: Id and Qd: desired in-phase and quadrature signals; eI
and eQ: in-phase and quadrature error signals; H(s): controller implementation; PA: power
amplifier; canc. circuit: cancellation signal to be transformer-coupled into main MPI drive
field.

and quadrature components do not interact with each other. Hence, prior to MPI scanning,
I implemented a software-driven system calibration sequence at each interfering harmonic
to determine system phase accrual. Other approaches to phase calibration are also widely
discussed in literature [52].

Additionally, because a narrowband signal can be precisely controlled using Cartesian
feedback by demodulating the signal first down to baseband, the controller does not require
excessively high control bandwidth, making it highly applicable for MPI applications. In our
prototype controller setup, we were able to achieve 0.5 Hz control loop bandwidth, which is
sufficient to account for the slow thermal drifts that can modulate MPI harmonic interfer-
ence signals. Future designs using real-time programmable logic boards can incorporate the
control system directly in hardware for improved speed.
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2.3.3 Active Cancellation Suppresses MPI Feedthrough
Interference to Below System Noise Floor

Figure 2.18: Active interference cancellation successfully suppresses 8 interfering harmonic
signals to below system noise spectrum. Received signal spectrum before (left) and after
(right) active cancellation of 2f0 to 9f0. Active harmonic interference cancellation circuit
was able to suppress interfering signals to below system noise floor. Red dots: harmonics of
fundamental drive field frequency.

Figure 2.18 shows the power spectra for the received MPI signal before and after active
cancellation of distortion interference from 2f0 to 9f0. After active cancellation, interference
at all frequencies was suppressed below the system noise floor. Interference at 2f0 decreased
by as much as 45 dB. Interestingly, 60 Hz side lobes from intermodulation distortion products
near the interfering frequencies was not attenuated with active cancellation, suggesting that
intermodulation mixing with power line signals occurs before the active cancellation in the
main transmit chain.

Figure 2.19 shows the dynamic response of harmonic interference at 2f0 and 3f0 after
the Cartesian feedback control system for active interference cancellation is turned in in the
MPI testbed. The time-varying control loop executes every 1 second. After 9 control loops,
both interfering harmonic signals are suppressed by over 55 dB to below the system noise
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Figure 2.19: Cartesian-feedback PID controller for MPI active interference cancellation dy-
namically suppresses feedthrough interference. The error signal at the 2nd(left) and 3rd(right)
harmonics of the fundamental drive field frequency are shown as a function of time after the
active cancellation controller is turned on. After 9 control loops, both interfering harmonic
signals are suppressed by over 55 dB.

floor. The controller can be expanded to further suppress interfering signals at all harmonics
of the fundamental drive field frequency in MPI to below the system noise floor.

2.4 Discussion

In this chapter, we have shown that direct feedthrough interference in MPI may severely limit
the detection sensitivity and SNR of MPI scanners. Although the fundamental drive field
frequency interference is inevitable in current iterations of MPI systems, we have shown that
filtering it from the detected signal spectrum results in a benign and robustly recoverable
image artifact. However, higher-order harmonic interference in the MPI detector signal can
directly interfere with SPIO particle signal and must be suppressed.
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To investigate the source of harmonic distortion interference in the MPI drive field, we
designed and constructed a non-imaging, modular MPI testbed system. Innovations to re-
duce harmonic interference in the MPI testbed system are directly translatable to existing
MPI scanners. Using the testbed system, we have shown that resonant capacitors that gen-
erate the MPI drive field can contribute significant distortion interference. The mechanism
underlying capacitor distortion may be modeled by changes in capacitance due to dielectric
strain from capacitor plate forces. We predicted that capacitor distortion may continue to
decrease with increasing capacitor voltage ratings. Using the MPI testbed system, we also
investigated additional distortion interference mechanisms, including interactions between
the generated AC magnetic field in the transmit coil and the magnetic gradient. Here, we
discovered that the permanent magnet-generated field gradient in MPI can also contribute
significant harmonic interference to the MPI detector signal, particularly at 2f0.

Based on these findings, we sought various methods to suppress the harmonic interference
arising from these hardware systems. Here we have demonstrated a method to actively cancel
distortion interference in the detected MPI signal using a transformer-coupled cancellation
circuit. Furthermore, we demonstrated that this interference-cancellation system can be
actively controlled in software using a Cartesian feedback controller for each interfering
harmonic frequency. With this circuit, we have demonstrated a control loop bandwidth of
0.5 Hz and shown than up to 55 dB of interference suppression such that all actively cancelled
interference can be attenuated to below the noise floor.
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Chapter 3

Optimal Noise Matching in MPI

Magnetic Particle Imaging is a medical imaging technique that directly images superparam-
agnetic iron oxide nanoparticle tracers in the body and has the potential to be an extremely
sensitive imaging technique. When the total injectable tracer dose is taken into considera-
tion, MPI detection sensitivity may be comparable to nuclear medicine techniques like PET
(Positron Emission Tomography) or SPECT (Single Photon Emission Computed Tomogra-
phy) imaging [54, 6].

Like nuclear medicine techniques, biological tissues neither generate signal in MPI nor
interfere with SPIO particle magnetization signals in MPI. Hence, it may be possible to
visualize small quantities of SPIO tracer deep in the body to sensitively track therapeutic
administrations of cell-based therapies or to better diagnose disease features such as tumors,
vascular obstructions, or sites of inflammation. To enable these MPI applications in the
clinic, it is important to investigate the physical limits of sensitivity and noise-generation
mechanisms in MPI and to engineer methods to reach these physical detection limits.

In this work, we investigate the noise generation mechanisms in MPI and demonstrate
a method to perform optimal noise matching to the detector coil of a 7 T/m preclinical
MPI imager. We begin with a review of generalized noise theory for electronic systems. We
then describe noise sources and noise matching for a MPI detector coil. Finally, we describe
a custom preamplifier designs and noise-matching method that enables an optimized 3 dB
noise figure for the MPI detector system in a 7 T/m 3D small-animal MPI scanner.

3.1 An introduction to noise in electronic

measurement systems

The modeling of electronic noise in low-level voltage sensor-based detector systems has been
previously studied and described in detail [55, 56, 57, 58, 59, 60, 61].

In these systems, a transducer converts a signal to be measured to a voltage, which then
is amplified using a low-noise preamplifier before further signal conditioning steps. The use
of a low-noise preamplifier step ensures that all electronics downstream of the sensor do not
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add unnecessary noise to the detected signal and thereby degrade the signal-to-noise ratio
(SNR) or detection sensitivity of the system.

Figure 3.1: Generalized circuit noise model for voltage-based electronic measurement sys-
tems. The signal transducer model is shown as a Thevenin voltage source with signal es,
where the sensor noise arises from the thermal noise of the source resistance (Rs). Electronic
noise in the amplifier can be modeled using a serial voltage noise source with variance ē2n
and parallel current noise source with variance ī2n.

A noise model of this detector system is shown in Fig. 3.1, where the sensor is shown as a
Thevenin equivalent voltage source [55, 57]. The sources of electronic noise in such a system
can be encapsulated in the thermal noise in the detector arising from its Thevenin resistance
and the voltage (ēn) and current (̄in) noise of the preamplifier. For the purpose of this work,
we will assume that all noise sources are uncorrelated, which is a good assumption for most
amplifier configurations [55, 60]. The total voltage noise variance of the system, in V2 Hz−1,
can then be expressed:

4kbTRs + ē2n + ī2nRs
2 (3.1)

where kb is Boltzmann’s constant, T is the temperature of the detector in Kelvin, Rs is
the detector Thevenin resistance, ēn is the amplifier voltage noise in V/

√
Hz, and īn is the

amplifier current noise in A/
√

Hz.
A standard method of characterizing the noise performance for a given detector-amplifier

configuration is through the use of noise figure (NF), which is defined as the SNR of the
amplifier output divided by the corresponding ratio at the input, expressed either as a ratio or
in decibels. For the detector-amplifier systems described here, the NF is simply the relative
ratio of the total input-referred noise in the system as compared to the detector noise alone.
Notably, a NF below three 3 dB implies that the total noise is dominated by thermal noise
from the detector resistance and that the system is therefore ”noise-matched.” We show the
expression for NF:
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NF = 10 · log10

4kbTRs + ē2n + ī2nRs
2

4kbTRs

(3.2)

A differentiation of Equation 3.2 shows that NF can be minimized for a specific detector
resistance when Rs = ēn/̄in. At this detector resistance, the lowest achievable NF is:

NF = 10 · log10

1 +

ē2n + ī2n ·
ē2n
ī2n

4kbT ·
ēn
īn

 (3.3)

= 10 · log10

(
1 +

ēnīn
2kbT

)
(3.4)

which is governed only by the amplifier’s voltage noise-current noise product and detector
temperature. As a result, when choosing low-noise amplification devices, the product of ēn
and īn, not their individual values, is the appropriate figure-of-merit to use for evaluating
their lowest achievable noise performance.

A summary of ēn, īn, input capacitance, and minimum achievable NF at room temper-
ature for several common low-noise amplification devices at the audio frequency range is
shown in Table 3.1. While all of these devices show a minimum NF below 3 dB that would
enable detector-noise dominance, the JFET devices perform especially well due to their low
current noise values. As will be shown later in this chapter, this low current-noise behavior
of JFETs enables a broader bandwidth for noise-matching in MPI applications.

3.2 Noise in MPI detectors

Current MPI scanner designs use an induction coil-based sensor to detect SPIO magnetiza-
tion signals [1, 46, 2, 44, 45]. This type of detector is not dissimilar to the detector coils
used in MRI, albeit at much lower frequency and a relatively broader signal bandwidth.
An equivalent noise circuit model for induction-based signal detection systems like MPI and
MRI is shown in Figure 3.2, where RP is the equivalent resistance from the patient’s body
that can generate coupled noise in the MPI signal, L is the inductance of the detector coil,
and RL is the detector coil resistance.

Patient-induced resistance scales linearly with the patient-coil filling factor and coil induc-
tance, and quadratically with frequency with a power of 2 to 2.1 [62, 45]. At radiofrequencies
in the 100 MHz range used in MRI, this patient-induced noise can exceed that of noise gener-
ated by the detector coil and forms the limiting basis for system noise [62]. As a result, when
the detector system noise is dominated by the patient’s body noise, the noise performance of
such systems has reached their physical limits and cannot be significantly further improved.

However, at MPI frequencies in the very-low frequency (VLF) frequency regime, patient-
induced coil resistance can be exceedingly small, potentially ranging from the 1 to 100
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Device Device Type ēn
(nV/
√

Hz)
īn (fA/

√
Hz) Cin (pF) Optimal NF

(dB)

InterFET IF3601 JFET 0.3 18 300 0.003

NXP Semiconductors
BF862

JFET 0.8 18 10 0.007

Linear Systems LSK170 JFET 0.9 18 22 0.008

Analog Devices
ADA4817

JFET OPA 4 3 1.3 0.005

Stanford Research
Systems SR560

JFET Preamp 4 8 25 0.017

Texas Instruments
OPA211

BJT OPA 1.1 1700 8 0.884

Exar CLC1002 BJT OPA 0.6 4200 2 1.154

Texas Instruments
LME49990

BJT OPA 0.9 2800 - 1.154

ST Microelectronics
TSH300

BJT OPA 0.65 3300 - 1.000

Table 3.1: Voltage noise, current noise, input capacitance, and lowest achievable noise figure
at room temperature for several available low-noise amplification devices for use in the 1-100
kHz frequency range. JFET: junction field-effect transistor; BJT: bipolar junction transistor;
OPA: operational amplifier.

mΩ range for human subjects [63, 45] and even lower for preclinical scanners. Hence, to
reach patient-noise dominance in MPI requires highly sensitive, low-noise detector coils that
potentially require cryogenic cooling. The current generation of MPI detector coil designs
have not yet achieved patient noise dominance.

Preclinical MPI scanners developed at our group and others [44, 8, 45] demonstrate a
coil resistance noise which far exceeds that arising from the animal subject. As a result, for
the purpose of noise-matching in MPI in this chapter, we will only consider thermal noise
arising from the resistance of the detector coil. Taking the reactance of the inductive sensor
into the generalized noise figure expression in Eqn. 3.2, we arrive at the noise figure equation
for inductive MPI receivers:
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Figure 3.2: Circuit noise model for inductive sensor-based MPI detectors. In these transducer
system, the source impedance is comprised of both the coil resistance RL and coil inductance
L. An additional source of noise in the system is the thermal noise from the patient, which
can be modeled using a resistor (RP) and can inductive couple into the MPI detector signal.

NF = 10 · log10

4kbTRL + ē2n + ī2nZL
2

4kbTRL

(3.5)

= 10 · log10

4kbTRL + ē2n + ī2n
(
|ωL|2 +RL

2
)

4kbTRL

(3.6)

where ω/2π is the frequency in Hz and ZL is the frequency-dependent impedance of the
inductive detector coil. Typical resistance values for the MPI detector coil range from 0.1
to 10 Ω, which corresponds to a thermal noise voltage between 40 and 400 pV/

√
Hz and is

significantly smaller than the voltage noise of most amplifier devices (Table 3.1). As an
example, when we use the excellent commercial Stanford Research Systems SR560 low-noise
preamplifier and a 500 µH, 5 ohm MPI detector coil, the thermal noise from the detector coil
is 290 pV/

√
Hz, while the voltage noise from the amplifier is 4 nV/

√
Hz. This combination

results in a system noise figure of 23 dB. Thus it is clear that the relative noise contribution
of the preamplifier voltage noise must be reduced via a noise-matching technique to lower
the NF and improve the MPI signal-noise ratio.

We note that in Equation 3.6, the current noise term increases with frequency because
the reactance of the detector coil scales linearly with frequency. As a result, it is not possible
to optimally match the voltage and current noise of any amplifier system to the thermal noise
of the reactive MPI detector coil over a wide bandwidth [64]. Assuming the AC reactance of
the detector coil is significantly greater than its resistance, the frequency at which the current
noise contribution begins to dominate the amplifier voltage noise can then be derived:
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ē2n = ī2nω
2L2 (3.7)

ω =
ēn
īnL

(3.8)

Hence it can be seen that for a given voltage noise value ēn, devices with extremely low
īn, such FETs, are necessary to extend the optimally noise-matched bandwidth for reactive
MPI detectors.

Further confounds that may limit the usable bandwidth of MPI detector systems in-
clude 1) the self-resonance of detector coils and 2) the undesirable LC resonance between
detector coil inductance and input capacitance of preamplifier systems. In the first case,
the parasitic self-capacitance of MPI detector coils begins to dominate coil inductance past
the self-resonance frequency, such that the coil behavior is more capacitive than inductive
and limits its use as a magnetic field transducer. Hence, when designing MPI detector coils,
we must ensure that the self-resonant frequency of MPI detector coils occurs beyond the
MPI signal bandwidth. Additionally, the detector inductance can also resonate with the
input capacitance of the preamplifier, which would cause amplitude and phase shifts in the
detected MPI signal. Although it is possible to precharacterize this resonance behavior for
image reconstruction [45]. such techniques may be susceptible to system thermal drifts or
patient loading in the detector. Therefore, we will define the usable MPI signal bandwidth
to be the lower of these detector coil-associated resonant frequencies. In practice, the LC
resonant frequency between the MPI detector coil and the preamplifier input capacitance is
almost always lower than the self-resonant frequency of the detector coil. In this case, the
signal bandwidth can be written as the resonant frequency of the detector coil inductance
with the input capacitance of the preamplifier:

ω =
1√

L · Cin

(3.9)

where Cin is the input capacitance of the preamplifier.
In the following subsections, we will explore three methods to noise-match to the inductive

detector coil in MPI.

3.2.1 Noise-matching in MPI by changing the number of turns
in the MPI detector coil

One method of performing optimal noise-matching in MPI is through increasing the number
of turns in the detector coil such that the coil detects magnetization signals with more
sensitivity [55]. Assuming that the geometry of the MPI detector coil is static over time,
then according to the Principle of Reciprocity [65], the voltage signal generated in inductive
sensors is:
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ξ = −B1 ·
dm

dt
(3.10)

where B1 is the sensitivity of the detector coil (or, equivalently, the field that is generated
by the coil per unit current in T/A) and m is the detected magnetization signal.

The intrinsic SNR of the MPI detector system can then be expressed in relation to the
coil sensitivity and the overall system noise:

SNR ∝ B1√
4kbTRL + ē2n + ī2nZL

2
(3.11)

To understand how the noise figure scales with the number of turns in the detector coil,
we first show a simplified diagram of a MPI detector coil. In Figure 3.3, a solenoidal detector
coil configuration is shown, where Lc and Wc are the length and thickness of the coil, Rc is
the average coil radius, and Nt is the number of turns in the coil. We note that although a
solenoidal coil configuration is shown, the following analyses are applicable to other detector
coil geometries.

Figure 3.3: Generalized cross-section diagram of MPI detector coil geometry, showing a
solenoidal coil configuration. Lc and Wc are the length and thickness of the coil, Rc is the
average coil radius, and Nt is the number of turns in the coil.

To investigate the scaling of NF with the number of turns in the detector coil, we will
vary Nt and fix Lc, Wc, and Rc. In practice, this is equivalent to keeping the size of the
detector coil constant to meet bore space constraints while changing the number of turns and
cross-sectional area of the wire used for the coil windings. From Ampere’s law, the magnetic
field generated per unit current of such a coil, and therefore its B1 sensitivity, scales linearly
with the number of turns, i.e.

B1 ∝ Nt (3.12)
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The inductance of the detector coil scales quadratically with the number of its turns [66],
i.e.

L ∝ N2
t (3.13)

Finally, the resistance of detector coil windings can be expressed:

R =
ρLw

Aw

(3.14)

∝ ρ · 2πRc ·Nt

A/Nt

(3.15)

∝ ρ · 2πRc ·N2
t

LcWc

(3.16)

where Lw is the length of wire used in the coil, Aw is the cross-sectional area per turn, ρ
is the resistivity of the coil, and A is the total coil cross-sectional area.

Hence, if we increase the number of turns in the detector coil by a factor of Nt, then the
SNR equation becomes:

SNR ∝ B1 ·Nt√
4kbTRLN2

t + ē2n + ī2n (ZLN2
t )

2
(3.17)

∝ B1√
4kbTRL +

ē2n
N2

t

+ ī2nZL
2N2

t

(3.18)

Equivalently, the MPI noise figure becomes:

NF = 10 · log10

4kbTRL +
ē2n
N2

t

+ ī2n
(
|ωL|2 +RL

2
)
N2

t

4kbTRL

(3.19)

These equations show that changing the number of turns in the MPI detector coil corre-
sponds to a decrease in preamplifier voltage noise contribution and a corresponding increase
in the current noise contribution to the total system noise. It is important to note that the
preamplifier voltage noise has not decreased in reality, but rather that other voltages in the
system have increased in comparison, i.e. from the increase in coil sensitivity to SPIO mag-
netization, thermal noise in the coil, and current noise through the coil reactance. However,
the net result is that the apparent preamplifier voltage noise ēn has decreased by a factor of
Nt, while the apparent current noise īn has increased by Nt.

Increasing the number of turns in the detector coil also results in a decreased MPI signal
bandwidth due to the real increase in coil inductance:
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ω =
1√

N2
t L · Cin

(3.20)

3.2.2 Noise-matching in MPI by paralleling preamplifier devices

Another method to improve the noise figure for MPI detector systems is to place multiple
amplification devices in parallel [67, 61, 45, 56]. In this method, the output of the MPI
detector coil is connected to the parallel-connected input of multiple preamplifiers. The
voltage noise of this system is equivalent to the voltage noise of each amplifier added in
parallel. Because noise variances add, the equivalent voltage noise of the system is then:

1

ē2n eq

=
1

ē2n 1

+ . . .
1

ē2n Np

(3.21)

for Np devices. If each device has equal voltage noise ēn, then the equivalent voltage
noise becomes:

ēn eq =
ēn√
Np

(3.22)

Similarly, the equivalent current noise is the parallel addition of the individual device
current noise contributions:

īn eq =
√
Np · īn (3.23)

The MPI SNR equation then becomes:

SNR ∝ B1√
4kbTRL +

ē2n
Np

+ ī2nZL
2Np

(3.24)

and the NF equation becomes:

NF = 10 · log10

4kbTRL +
ē2n
Np

+ ī2n
(
|ωL|2 +RL

2
)
Np

4kbTRL

(3.25)

It can be seen therefore that paralleling multiple amplifier devices has the same net effect
for tuning the voltage and current noise contributions to the overall noise figure as changing
the number of turns on the detector coil. This is also true for the signal bandwidth, as the
input capacitance of the parallel devices are also added, such that

ω =
1√

L ·NpCin

(3.26)
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3.2.3 Noise-matching in MPI by the use of an input transformer

A third method for performing noise-matching in MPI detector systems is via the use of an
input transformer between the detector coil and the preamplifier [60, 55, 56, 57, 59, 61]. In
this method, a transfomer with primary to secondary turns ratio 1:Nx is placed in series with
the amplifier input. The use of a transformer increases the detected SPIO magnetization
voltage by a factor of Nx, as referred to the input of the amplifier. It also increases the
detector impedance by a factor of N2

x. Thus, when an input-matching transfomer is applied,
the SNR equation becomes:

SNR ∝ B1 ·Nx√
4kbTRLN2

x + ē2n + ī2n (ZLN2
x)2

(3.27)

∝ B1√
4kbTRL +

ē2n
N2

x

+ ī2nZL
2N2

x

(3.28)

The change in SNR via the use of an input transformer is therefore equivalent to that
caused by a change in the number of turns in the detector coil. The system noise figure
and signal bandwidth also scale similarly between these two noise-matching techniques, such
that:

NF = 10 · log10

4kbTRL +
ē2n
N2

x

+ ī2n
(
|ωL|2 +RL

2
)
N2

x

4kbTRL

(3.29)

ω =
1√

N2
xL · Cin

(3.30)

A diagram of all three noise-matching techniques is shown in Fig. 3.4. The three tech-
niques presented have identical performance in reducing noise figure performance and signal
bandwidth. Combining the the noise figure equations for each technique (Eqns. 3.19, 3.25,
and 3.29) yields a generalized MPI noise-matching equation:

NF = 10 · log10

4kbTRL +
ē2n
N

+ ī2n
(
|ωL|2 +RL

2
)
N

4kbTRL

(3.31)

where the equivalent noise-matching ratio N = NpN
2
xN

2
t . The equivalent signal band-

width at which the detector coil resonates with the amplifier input capacitance can also be
rewritten from Eqns. 3.20, 3.26, and 3.30:

ω =
1√

N · LCin

(3.32)
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Figure 3.4: Summary of noise-matching techniques for MPI detector systems, ignoring ther-
mal noise from the patient. To reduce the apparent voltage noise contribution from the
preamplifier, it is possible to increase the number of turns in the MPI detector coil Nt, the
number of parallel amplifier devices Np, or through the addition of a 1: Nx input transformer.
All three techniques have equivalent effects on system noise figure and bandwidth.

Additionally, a modification to Eqn. 3.16 yields that the frequency at which the current
noise contribution begins to dominate voltage noise in the system noise figure is

ω =
ēn

NīnL
(3.33)

As can be seen, overly aggressive noise-matching using large values of N can significantly
reduce the bandwidth over which the MPI detector system is properly noise-matched, unless
the current noise of the amplification device can be made exceptionally low. Therefore,
for any given combination of MPI detector coils and amplifier devices, changing the noise-
matching parameter N incurs a tradeoff between the lowest achievable system noise figure and
the noise-matched bandwidth and detector coil LC resonant frequency. The amplification
device chosen and the noise-matching factor N must then be carefully chosen to keep system
NF low while maintaining an acceptable MPI bandwidth.

3.2.4 Maximum achievable 3 dB noise-matched bandwidth for
MPI detector coil-preamplifier combinations

Building upon the previous sections on noise-matching in MPI, we now describe the process
of choosing a suitable amplification device for MPI detectors. The MPI signal is inherently
broadband, where SPIO magnetization signals can extend from 40 kHz to potentially over
1 MHz for a drive field frequency at 20 kHz. Therefore, a reasonable goal for the MPI
preamplifier is to achieve the highest achievable bandwidth in the MPI signal spectrum
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for which the detector coil is 3 dB noise-matched to the preamplifier. To determine this
bandwidth for a given amplifier device, we can solve Eqn. 3.31 for optimal N when the noise
figure is 3 dB (assuming that the coil Q-factor is large, or |ωL| � RL):

10 · log10

4kbTRL +
ē2n
N

+Nī2nω
2L2

4kbTRL

= 3 (3.34)

ē2n
N

+Nī2nω
2L2

4kbTRL

= 1 (3.35)

ī2nω
2L2N2 − 4kbTRLN + ē2n = 0 (3.36)

Equation 3.36 is a simple polynomial function of N in the form aN2 + bN + c = 0,
where a = ī2nω

2L2, b = −4kbTRLN , and c = ē2n. The roots of Eqn. 3.36 correspond to
the noise-matching factor N necessary to achieve 3 dB noise-matching for the given set of
coil and preamplifier parameters. Determining the maximum achievable 3 dB noise-matched
frequency, ωmax, for which a real value for N can be found is equivalent to solving the
quadratic formula for the maximum value of a under the condition that the roots remain
real numbers. This can be determined when there is a single real root in the quadratic
function, corresponding to the case where

√
b2 − 4ac = 0 in the quadratic formula.

Setting
√
b2 − 4ac = 0, we then find:

(4kbTRL)2 − 4̄i2nē
2
nL

2ω2
max = 0 (3.37)

ωmax =
2kbTRL

īnēnL
(3.38)

Solving for the roots of N in Eqn. 3.36, we find that at ωmax, N =
ē2n

2kbTRL

. This value of

N also intuitively makes sense, as the voltage noise and current noise contributions at this N
are identical and equal to half the total noise from the coil resistance. Hence, for any given
combination of MPI detector coils and preamplifiers, the maximum frequency at which the
detector system is 3 dB noise-matched (if a noise figure of 3 dB is possible at all) is ωmax

when the noise-matching factor N =
ē2n

2kbTRL

.

In summary, we have presented three methods for optimal noise matching in the MPI
detector system, which include changing the number of turns in the detector coil, paralleling
active devices in the preamplifier, and adding the use of an input matching transformer.
All three techniques presented are theoretically identical in noise-matching performance.
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However, these noise-matching techniques also incur the same penalties in limiting the MPI
detector bandwidth and must be carefully applied to avoid excessive current noise or LC
resonance effects. We have also shown that for any combination of MPI detector coils
and preamplifiers, it is possible to calculate the maximum achievable 3 dB noise-matched
frequency and its associated noise-matching factor N.

3.3 Design of a noise-matched MPI preamplifier

Having established a theoretical basis for optimal noise matching in MPI detector coils, we
now describe the procedure for improving the noise figure for a 7 T/m preclinical FFP MPI
scanner. The prototype solenoidal detector coil used in the preclinical MPI scanner has an
inductance of approximately 500 µH and resistance of 5 Ω, which has a thermal noise voltage
of 290 pV/

√
Hz.

Figure 3.5: Calculated noise figure as a function of frequency and noise-matching factor N
for the ADA4817 operational amplifier. The maximum achievable bandwidth over which the
system has a noise figure less than 3 dB is 1.3 MHz, which occurs at N = 386. Note: JFET
flicker noise is not shown here, but the input voltage noise for the ADA4817 is less than 5
nV/
√

Hz from 10 kHz onward.
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We begin by choosing a device with low input noise that can achieve high signal band-
width. We used two figures of merit in selecting an appropriate preamplifier device. First,
the product ēnīn gives an excellent metric for the lowest achievable NF (from Eqn. 3.4)
and noise-matched bandwidth (from Eqn. 3.38). Second, the expression ē2nCin is useful for
evaluating the effect on the LC resonant frequency between the coil inductance and the
preamplifier input capacitance due to noise-matching. A similar figure of merit for low-noise
amplifiers is discussed in [61].

Based on these figures of merit, we chose the extremely low-noise JFET operational
amplifier ADA4817 from Analog Devices (Table 3.1), which has ēn at 4 nV/

√
Hz, īn at 2.5

fA/
√

Hz, and Cin at 1.3 pF. The flicker noise for this device occurs mainly at frequencies
below 10 kHz. From 10 kHz onward the voltage noise is rated at less than 5 nV/

√
Hz; from

100 kHz onward it is below 4 nV/
√

Hz.
Solving Eqn. 3.38 for this amplifier and detector coil combination shows yields a maximum

achievable 3 dB noise-matched bandwidth at 1.3 MHz for a noise-matching factor N of 386.
Using this noise-matching factor, the resonant frequency between the detector coil and the
noise-matched amplifier input is around 317 kHz (Eqn. 3.32) in the absence of any parasitic
impedances. Figure 3.5 shows system noise figure scaling with other values of the noise-
matching factor, N, for the ADA4817 amplifier.

3.3.1 MPI preamplifier circuit design

Figure 3.6: A noninverting amplifier configuration is used for the first stage of the MPI
preamplifier. The serial input resistance of 50 Ω is used to keep the OPA stable when
paralleled together with other devices.

To realize the noise-matched MPI detector system, we designed a two-stage preamplifier
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circuit using the ADA4817 OPA. The first stage is comprised of 24 parallel noninverting-
input amplifiers and the second stage is a summing amplifier that takes as input all of the
output signals from the first stage.

A noninverting input amplifier configuration was chosen for the first stage because of
its high input impedance, which provides proper loading to the detector coil inductance
(unless, as previously mentioned, the detector coil resonates with the preamplifier input
capacitance). The amplifier gain was designed to be 20, and the gain-setting resistors on
the negative input terminal were chosen at low resistance values to minimize thermal noise
contribution to each OPA circuit. A serial input resistance was used to keep the OPA circuit
stable and avoid crosstalk with other parallel amplifier devices. This 50 Ω serial input resistor
has approximately 0.9 nV/

√
Hz voltage noise, which increases the effective ēn of each OPA

circuit by 0.1 nV/
√

Hz.

Figure 3.7: Inverting summing amplifier configuration for the second stage of the MPI pream-
plifier.

The outputs of the 24 OPA amplifier circuits from the first stage were summed in parallel
using a summing amplifier circuit with a second gain stage. For this summing amplifier, we
chose the exceptionally-low ēn CLC1002 BJT operational amplifier (Exar Corp., Fremont,
CA), at 0.6 nV/

√
Hz. The gain of the second amplifier stage also depends on the output

impedance of the first stage and can be calculated as 100Ω/ (5Ω + 55Ω/24) = 13.7. Hence
the total gain of the MPI preamplifier device is calculated to be 274.

Accounting for noise in the serial input resistors and the gain-setting resistors, the overall
input-referred voltage noise of this preamplifier is calculated to be 0.84 nV/

√
Hz.

3.3.2 MPI preamplifier printed circuit board layout

We implemented the MPI preamplifier circuit design as a custom printed circuit board and
designed the board layout schematic using Diptrace software (Novarm Ltd.). The board
design uses five layers: the top and bottom layers are respectively used for input and out
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signals and the middle layers are used as a ground plane and power planes. A schematic of
the signal planes and ground plane is shown in Figure 3.8.

Figure 3.8: Printed circuit board layout design for the MPI preamplifier. The preamplifier
circuit board uses five layers, with the top and bottom layers being used for input and
output signals, respectively. The input to the PC board is a BNC coaxial connector from
the detector coil. In this schematic, ground planes are colored brown, Vcc nodes are orange,
and Vee nodes are blue.

One goal in the layout of the preamplifier circuit board is to reduce circuit input ca-
pacitance that can arise from parasitic stray board capacitance. To minimize input trace
capacitance to the board, we sought to remove copper planes from the ground and power
planes underneath the input traces while maintaining circuit stability [68].
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To power the MPI preamplifier, we created a custom power supply board for Vcc and
Vee using low-dropout voltage regulators from Texas Instruments (LM1085 and LM7905)
to reduce power supply noise. The power supply board maintained rail voltages at ±5 V.
Bypass capacitors with capacitance values 0.1, 1, and 10 µF were used to decouple noise at
the positive and negative supply pins at each OPA device.

To facilitate preamplifier circuit board debugging, the first amplifier gain stage is grouped
into four sections that can be tested for gain, noise, and distortion independently using
dedicated debugging output connectors.

3.3.3 MPI preamplifier input-matching transformer

Figure 3.9: A 1:4.3 turns ratio input transformer used for noise matching with the MPI
preamplifier.

To enable further noise matching to the detector coil resistance in the preclinical MPI
scanner, we constructed a custom input transformer that can be connected serially to the
input of the preamplifier. The matching transformer is constructed using a toroidal core
using Type 75 material from Fair-rite Products Corp, (Wallkill, NY), which has a high
permeability with µr of 5000. The primary and secondary windings are constructed using
30 AWG wire using a turns ratio of 4:3, with respective inductances of 2.5 mH and 40 mH.
The use of this 1:4.3 transfomer with the 24 parallel-connected ADA4817 amplifiers gives
an effective noise-matching factor N of 444, which is close to the calculated optimal value of
386.

The primary winding resistance in the transformer was 0.5 Ω, which has ēn of 90 pV/
√

Hz
and thus does not significantly degrade noise figure in the detector system. The design of
noise-matching transformers is well characterized [60] and the transformer presented here
can be further optimized by using different winding designs and thicker windings.
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3.4 MPI Preamplifier Results

Figure 3.10: Constructed MPI preamplifier circuit board. The MPI preamplifier uses 24
parallel ADA4817 amplifiers in the first stage and a summing amplifier constructed using a
CLC1002 OPA in the second stage. The amplifier achieves a gain of 265 and input-referred
voltage noise of 1.06 nV/

√
Hz.

The MPI preamplifier circuit board was manufactured by Bay Area Circuits, Inc. (Fre-
mont, CA) and is 4 by 4 inches in size. A photograph of the constructed preamplifier is
shown in Figure 3.10. In the following sections, we discuss the noise performance of the cus-
tom MPI preamplifier and demonstrate its use and imaging performance in the preclinical
MPI scanner.

3.4.1 MPI preamplifier noise specifications

Calculated and measured noise and input impedance characteristics for the MPI preamplifier
are shown in Table 3.2. Gain and input-referred voltage noise for the preamplifier match well
with expected values at 265 and 1.06 nV/

√
Hz, respectively. We note that not all operational

amplifier circuits on the constructed board performed as expected, which we attribute to
occasional device breakdown during soldering. We also measured second and third-order
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Preamp Preamp and Transformer

Calculated Measured Calculated Measured

Gain 274 265 1178 1150

ēn (nV/
√

Hz) 0.84 1.06 0.25 0.28

HD2 (dB) - 79 - >60

HD3 (dB) - >90 - >90

Cin (pF) 31.2 63.2 577 1300

Table 3.2: Calculated and measured specifications for MPI preamplifier with and without
the use of an input-matching transformer. 2nd and 3rd order distortion was measured using
an input sinusoid with 1 mVrms amplitude and 40 kHz frequency.

harmonic distortion of a 1 mVrms, 40 kHz sinusoid signal. HD2 and HD3 were found to be
around 80 dB, which is comparable to that achieved by the commercial SR560 preamplifier
and is satisfactory for MPI applications. However, the total input capacitance was found
to be around twice the expected input capacitance of 24 parallel ADA4817 devices alone,
suggesting that parasitic capacitance in the circuit board amounted to around 32 pF. This
undesirable board capacitance will reduce the expected resonant frequency of the detector
coil by a factor of

√
2.

The addition of a 1:4.3 input transformer in the detector system increases the total signal
gain to 1150, which matches the expected gain. The transformer also reduces the effective
amplifier voltage noise down to around 280 pV/

√
Hz, which is equivalent to the thermal

noise in a 5 Ω resistor. Distortion levels in the system remain acceptable for MPI use at 60
and 90 dB for HD2 and HD3, provided that an aggressive notch filter at the fundamental
drive field frequency (Chapter 2) is needed to attenuate direct feedthrough interference to
compress the system dynamic range. Finally, the input capacitance of the transformer-
coupled preamplifier system is increased by a factor of 4.32 to 1.3 nF, as expected. Using a
500 µH detector coil, the coil resonance frequency is then around 200 kHz.

To test the noise figure of the custom MPI preamplifier system, we used the system to
measure the thermal noise in resistors ranging from 0.1 Ω to 1 kΩ. In these experiments, a re-
sistor was connected in series with the preamplifier and the total system voltage noise density
from 1 to 100 kHz was directly measured using a commercial audio analyzer (SR1, Stanford
Research Systems). The measurement results for the preamplifier and the transformer-
coupled preamplifier are shown in Figure 3.11. In the plot, we show the theoretical voltage
noise contributions from resistor thermal noise, amplifier voltage noise, and the total theo-
retical voltage noise from both. Our experimental voltage noise measurements match well
with theoretical predictions, and the total noise voltage is dominated by preamplifier ēn at
low source resistances and by resistive noise for high source resistance values. For the MPI
preamplifier alone, the apparent crossover point between amplifier noise and resistor noise
occurs at around 70-80Ω. For the transformer-coupled preamplifier, this transition point
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Figure 3.11: MPI preamplifier measurements of thermal noise in resistors. Theoretical resis-
tor noise, amplifier voltage noise, and total input-referred noise are shown for varying source
resistances for the custom MPI preamplifier alone and the preamplifier with transformer
coupling. Total input-referred noise measurements for varying resistor values match closely
with theoretical predictions.

occurs at around 4-5 Ω, which would enable 3 dB noise matching to the preclinical MPI
detector coil as expected.

3.4.2 Phantom MPI imaging comparison between custom MPI
preamplifier and SR560

To test the imaging performance of the custom preamplifier, we performed MPI imaging
in a preclinical MPI scanner using a custom-built sensitivity imaging phantom (Fig. 3.12).
The imaging phantom was machined from an extruded acrylic rod with 3.5 cm diameter.
Six holes with 2 mm diameter and 7 mm depth were drilled into the phantom and arranged
equidistantly in a ring configuration. 10 µL of diluted SPIO tracer (Nanomag-MIP, Micro-
mod, Rostock, Germany) with iron content ranging from 2.1 to 12.7 µg was pipetted into
the phantom and sealed before MPI imaging.

The MPI scanner used was a custom 7 T/m gradient, field-free point small-animal MPI
scanner [8] operating at 20.05 kHz drive field frequency and 40 mTpp drive field amplitude.
The MPI scanner detector coil had an inductance of 470 µH and resistance of 5 Ω and was
wound in a gradiometer configuration to suppress direct feedthrough from the drive field
coil. A 4-stage LC notch filter at 20.05 kHz was connected in series with the detector coil
to further reduce direct feedthrough interference at the fundamental drive field frequency.
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Figure 3.12: A ring-shaped MPI imaging phantom containing increasing amounts of SPIO
tracer used for testing preamplifier performance. The phantom, which is 3.5 cm in diameter,
was machined from extruded acrylic. 10 µL of diluted SPIO tracer with iron content ranging
from 2.1 to 12.7 µg was pipetted into six holes with 2 mm diameter and 7 mm depth, arranged
in a ring configuration around the phantom.

MPI imaging acquisitions used an imaging field-of-view of 5 cm × 3.75 cm × 5 cm and a
total scan time of 5 minutes. All MPI images were reconstructed using an x-space imaging
reconstruction algorithm [2, 39] and were not postprocessed after image reconstruction.

We used two preamplifiers for MPI imaging. The first preamplifier used is a SR560
commercial preamplifier from Stanford Research Systems with a gain of 200. At this gain,
the preamplifier has an equivalent input noise voltage of 4 nV/

√
Hz. The second preamplifier

used is the custom tranformer-coupled MPI preamplifier described in this Chapter, with gain
of 1150 and equivalent input noise voltage of 0.28 nV/

√
Hz.

MPI imaging results of the sensitivity imaging phantom are shown in Fig. 3.13 for the
custom MPI preamplifier and the SR560. Images acquired using the custom MPI preamplifier
show high signal-noise ratio and are able to visualize all samples in the imaging volume. In
contrast, the images acquired using the SR560 preamplifier show high image noise, especially
at 40% of full image scale. Only 4-5 tracer samples are visually detectable in MPI images
acquired using the SR560 preamplifier.

Image noise statistics from the MPI image acquisitions using the custom MPI preamplifier
and the SR560 are shown in Fig. 3.14. To determine image noise, pixel values in the recon-
structed MPI images were determined using regions of interest that contain no SPIO tracer.
These image noise signals are then divided by the total detector system gain and normalized
by the MPI bandwidth to determine equivalent input voltage noise density in nV/

√
Hz. Using



56

Figure 3.13: Comparison of MPI imaging performance using the custom transformer-coupled
MPI preamplifier and a commercial SR560 preamplifier. Images show the ability of the
custom transformer-coupled MPI preamplifier to quantitatively detect all samples in the
imaging phantom with high SNR. MPI images acquired in the same acquisition time using
the SR560 preamplifier show lower SNR, with the detection sensitivity limit around 4.2 µg
of iron. MPI imaging parameters: 5 cm × 3.75 cm × 5 cm imaging FOV, 5 minute scan
time each.

this method, we determined that the input-referred noise for the transformer-coupled MPI
preamplifier to be 0.41 nV/

√
Hz and 4.4 nV/

√
Hz for the SR560. Hence, the use of a custom

noise-matched preamplifier enabled an 11-fold improvement in the SNR of MPI images.
The measured noise value for the custom MPI preamplifer matches well with theory,

which predicts that, as the detector bandwidth is below the voltage noise-current noise
transition frequency (Eqn. 3.38), the total input-referred noise for the custom transformer-

coupled MPI preamplifier is
√

(0.28× 10−9)2 + 4kbTR, which is 0.40 nV/
√

Hz. Notably,

because the thermal noise in a 5 Ω detector coil is 0.29 nV/
√

Hz, this detector system has
therefore been noise-matched to below 3 dB.

Finally, we calculated the sensitivity limit of the FFP MPI scanner using these pream-
plifiers from the acquired MPI images. To do this, we divided the MPI image signal for
the highest-concentration sample over the standard deviation of the image noise. These re-
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Figure 3.14: Image noise statistics from MPI data acquired using the custom MPI pream-
plifier and SR560. To calculate image noise, pixel values in MPI images were determined
using regions of interest (ROIs) that contain no SPIO tracer. The MPI image-derived noise
standard deviation for the custom transformer-coupled MPI preamplifier was determined to
be 0.41 nV/

√
Hz. Image noise for the SR560 preamplifier was determined to be 4.4 nV/

√
Hz.

sults showed that the expected sensitivity limit, where the image SNR is equal to 1, for the
SR560 is around 450 ng of iron tracer in a voxel. For the custom transformer-coupled MPI
preamplifier, the sensitivity limit in this MPI scanner is found to be as low as 50 ng of iron
tracer.

3.5 Discussion

In this Chapter, we investigated the sources of electronic noise generation in Magnetic
Particle Imaging scanners, discussed three options for optimal MPI noise-matching and
their tradeoffs with system bandwidth, and designed, constructed, and tested a custom
transformer-coupled preamplifier. Using this custom preamplifier, we demonstrated 3 dB
noise matching to the MPI detector coil and an 11-fold improvement in SNR performance
for MPI imaging over a commercial SR560 preamplifier.

Our results here suggest that the detection sensitivity for the field-free point preclinical
MPI scanner is as low as 50 ng Fe. This sensitivity limit can be further improved signifi-
cantly by the use of field-free line, projection-format MPI scanners [44]. An existing FFL
MPI imager already demonstrated higher sensitivity at 5 ng detection limit in a voxel (see
Chapter 4) due to the more sensitive projection imaging format of FFL scanners. Hence,
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high gradient-strength FFL scanners may be most appropriate to further improve detection
sensitivity, imaging speed, and spatial resolution.

To enable the highest sensitivity for MPI scanners in the clinic, it remains important to
investigate methods of further reducing electronic noise in the detector coil and preamplifiers,
such that the dominant noise source in the system arises from patient thermal noise. In this
work, we have only address methods of matching voltage and current noise in the preamplifier
to the detector coil, but have not addressed methods to reduce thermal noise in the detector
coil itself. We currently foresee two potential methods of improving the detector thermal
noise. First, the use of cryogenically cooled detector coils would decrease the thermal noise
variance of the detector coil linearly with temperature. As an example, a liquid nitrogen-
cooled detector coil would reduce the thermal detector noise variance by approximately a
factor of 4, for a potential SNR improvement of 2. Second, the amount of total copper used
in the construction of the detector coil can be increased to reduce the coil resistance. As
an example, keeping the same number of turns in a detector coil but increasing the coil
thickness by a factor of 4 results in a decrease in coil resistance, and thereby the coil noise
variance, also by roughly a factor of 4. However, this method may be ultimately limited by
tradeoffs in the total bore space available in the MPI scanner. Ultimately, as MPI scanner
designs become more sophisticated, a combination of these and other approaches may be
needed to enable patient-noise dominance for clinical MPI scanners.
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Chapter 4

Magnetic Particle Imaging tracks the
long-term fate of in vivo neural cell
implants with high image contrast

4.1 Introduction

In Chapters 2 and 3, we described our efforts to improve the detection sensitivity of Magnetic
Particle Imaging scanners by using engineering methods to attenuate the SNR-quenching
drive field feedthrough interference and by designing an optimally noise-matched MPI de-
tector preamplifier. These efforts have resulted in significantly improved detection sensitivity
and image SNR in our preclinical scanners. In the following two Chapters, I describe the
first use of these MPI scanners for preclinical cell tracking applications. I first describe in
Chapter 4 an application to quantitatively track the in vivo fate of neural progenitor cells
in rodent models, showing the ability to detect SPIO labeled stem cells for more than 87
days in the rodent brain. This experiment was the result of a fruitful collaboration with
Professor David Schaffer’s research group at UC Berkeley. In this study, I designed the
experiments along with the principal investigators, conducted MPI scanner operation and
imaging studies, prepared the figures, and wrote a manuscript for publication.

Magnetic Particle Imaging [1, 42] directly images the intense magnetization of SPIOs with
high image sensitivity and quantitativeness, making it an ideal modality for imaging tagged
cells administered in vivo. The voltage signals generated in MPI are linearly proportional
to the number of SPIOs at the instantaneous FFL location, enabling quantification of SPIO
number [39]. The MPI induction signal is detectable with even a miniscule mass of tracer
(5 ng Fe/voxel in our projection MPI scanner) because the SPIO magnetization saturates to
600 mT. By comparison, the nuclear paramagnetism of water in a 7 T MRI scanner is only
27 nT. That is, MPI images a magnetization that is 22 million times more intense than we
image routinely in high-field MRI. Moreover, biological tissue does not generate or attenuate
the low-frequency magnetic fields used in MPI (10 kHz to 1 MHz) [69], giving the technique
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Figure 4.1: Diagram and characteristics of a small-animal projection MPI scanner. Three
superposed magnets (field-shifting magnets, gradient magnets, and drive coil) produce and
translate a magnetic field-free line (FFL) across an imaging volume. As the FFL is rastered
across a distribution of superparamagnetic iron oxide (SPIO) particles using a spatial imag-
ing trajectory, the particle ensemble magnetization changes in magnitude and orientation
in response. The changing particle magnetization is detected via a detector coil and recon-
structed to form a MPI image.
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ideal contrast independent of source depth. The combination of these characteristics enables
MPI to be uniquely suitable for high-contrast, radiation-free cell tracking in vivo [70]. A
comparison of imaging characteristics of MPI and existing technologies is shown in Table
4.1.

Imaging
Modality

Spatial
Resolution

Acquisition
Time

Detection
Limit:
Cells

Labeling
Strategy

Notes

Bioluminescence
and Fluorescent
Imaging

2-20 mm
depending on
depth

seconds ∼ 103 reporter gene small animals
only, low
resolution, not
quantitative

Nuclear
Medicine:
SPECT and
PET

1-2 mm
(preclinical),
4-12 mm
(clinical)

minutes 104 - 105 reporter gene,
incubation with
radiotracer

radioactive
tracer required,
quantitative

Magnetic
Resonance
Imaging

100-500 µm
(preclinical),
0.5-5 mm
(clinical)

minutes to
hours

∼ 104 direct labeling
with
nanoparticles

expensive and
complicated, not
quantitative

Magnetic
Particle Imaging

100-500 µm
(preclinical
expected)

seconds -
minutes

101 - 102 direct labeling
with
nanoparticles

quantitative

Table 4.1: Comparison of imaging technologies for cell therapy tracking. Adapted from [25].

To test MPI for tracking cells in vivo, we built two small animal MPI scanners, the
construction of which are previously described and analyzed [71, 72, 8]. These include a
projection-format FFL scanner with 2.35 × 2.35 T/m gradient, which achieves roughly 4
mm × 8 mm resolution along and orthogonal to the axis of the imaging bore, respectively,
using undiluted Resovist tracer [72]. The FFL scanners projection-mode image acquisition
enables fast scanning times on the order of seconds for a small animal-sized imaging volume.
We also report the use of a field-free point (FFP) MPI scanner with a 7 × 3.5 × 3.5 T/m
gradient, which enables roughly 2 mm × 4 mm × 2 mm resolution using Resovist and higher
resolution using MPI-tailored SPIOs [8]. An example MPI image of labeled cells scanned
using the FFP scanner is shown in Fig. 4.2. Both scanners use our groups recent advances
in MPI reconstruction that are necessary and sufficient for linear quantification [39]. We
also note that the experimental detection sensitivity of the FFL scanner is, at roughly 5 ng
Fe / voxel, 15-fold better than the FFP scanner, as expected due to a larger voxel volume.
Based on the high sensitivity and faster scan times of the FFL scanner, we conducted all
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Figure 4.2: FFP imaging of an acrylic phantom filled with six populations of SPIO-labeled
cells. The MPI signal from cell populations (ranging from 4 × 105 to 1.6 × 106 in num-
ber) corresponds linearly to iron oxide tracer concentration, enabling quantitative imaging.
Imaging parameters: 3.5 min acquisition on a 7 T/m 3D MPI scanner, 5 cm × 4.5 cm × 3
cm FOV. Scale bar: 1 cm.

MPI imaging in this study, with the exception of the image shown in Fig. 4.2, using the FFL
scanner.

4.2 Methods

4.2.1 Magnetic labeling of differentiated human embryonic stem
cells (hESCs) and determination of labeling efficiency

H1 hESCs (WiCell, Madison, WI) were cultured on Matrigel-coated cell culture plates (BD,
Franklin Lakes, NJ) in X-Vivo medium (Lonza, Norwalk, CT) supplemented with 80 ng/mL
FGF-2 (PeproTech, Rocky Hill, NJ) and 0.5 ng/mL TGF-β1 (R&D Systems, Minneapolis,
MN), as described previously [73].

For embryoid body (EB) mediated differentiation, H1 colonies were enzymatically iso-
lated from Matrigel-coated plates by 5-minute treatment with 1 mg/mL collagenase type IV
(Worthington Biochemical Corporation, Lakewood, NJ) and partially dissociated by gentle
pipetting. The resulting cell clusters were resuspended in hESC culture medium, X-Vivo
without FGF-2 and TGF-β1, and transferred to ultra-low-attachment plates (Corning In-
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corporated, NY) for cell aggregation for 4 days. The generated embryoid bodies were then
seeded on Matrigel-coated plates and allowed to differentiate for an additional 10-12 days in
adherent conditions in X-Vivo medium.

For cell labeling, Resovist superparamagnetic iron oxide particles (Bayer Schering Pharma
AG, Leverkusen, Germany; 0.5 mmol Fe/mL) at a concentration of 200 µg Fe/mL were in-
cubated with 6 µg/mL protamine sulfate (American Pharmaceuticals Partner, Schaumburg,
IL) in serum free X-Vivo medium (Lonza, Walkersville, MD) and allowed to form complexes
on a shaker for 6 hr. The solution containing Fe-Pro complexes was added to differentiating
hESCs in adherent culture condition. The cultures were incubated with Fe-Pro complexes
overnight. Cultures after labeling were washed with 10 U/mL heparin (Sigma) in PBS three
times to dissolve remaining surface-bound Fe-Pro complexes.

For assessment of labeling efficiency, Prussian blue cellular staining was performed by
incubating cells, fixed with 4% paraformaldehyde, in a mixture of 4% potassium ferrocyanide
and 3.7% HCl (Iron Stain Kit, Sigma) for 20 minutes to visualize intracellular iron particles.
Cells were counted manually under a microscope to determine average cell labeling efficiency.
Labeling efficiency was found to be 71% ± 8%. A hemocytometer was used to determine all
cell numbers.

4.2.2 MPI image acquisition

Two custom-built MPI systems were used in this study: 1) a projection MPI scanner with
2.35 T/m/µ0 field gradient [72], and 2) a 3D MPI scanner with 7 T/m/µ0 [8]. Both systems
used a drive field frequency of 20.05 kHz and excitation strength of 40 mTpp/µ0, with 30
second total scan time for projection MPI scanner and 3 minute scan time for 3D MPI
scanner unless otherwise specified. MPI images were reconstructed using an x-space MPI
reconstruction [2, 42, 39], followed by light Wiener deconvolution using a measured point-
spread function. All MPI images were windowed at 10% full scale. All data acquisition,
control, and data processing were performed with MATLAB (Mathworks). All MPI imaging
was conducted using the projection FFL scanner with the exception of the cell phantom
imaging study shown in Figure 4.2.

4.2.3 Determination of linearity of MPI signal with cell number

To investigate the linearity of the MPI signal with imaged cell number, we imaged 9 popu-
lations of Resovist-labeled hESC-derived cell pellets containing 10× 103, 25× 103, 50× 103,
100×103, 200×103, 400×103, 600×103, 800×103, and 1, 000×103 cells using a projection-
format MPI scanner as described above. Following image reconstruction, the maximum
signal intensity for each MPI image was determined and the Pearson correlation coefficient
was determined between normalized MPI signal and imaged cell number. Subsequent linear
regression on the data and 95% confidence intervals for the slope of the regression line were
determined.
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4.2.4 Intracellular Iron Measurement

Average intracellular iron was determined using induction-coupled plasma optical emission
spectroscopy (Optima 5300 DV, PerkinElmer, Waltham, MA) at the UC Berkeley Induction-
Coupled Plasma Spectroscopy Facility on a population of 1×106 SPIO-labeled hESC-derived
cells. Prior to measurement, cells suspended in 0.2 mL PBS solution were digested using a
1.8 mL mixture of 70% nitric acid and 30% hydrogen peroxide and diluted to 60 mL using
deionized water. ICP analysis was performed in triplicate to determine intracellular iron as
mean ± SD in picograms of iron per cell. Intracellular iron was also measured using MPI. A
calibration curve for volume MPI signal per picogram iron was first generated using 0, 0.3,
and 1.0 µL Resovist tracer. Subsequently, we performed MPI imaging of 1×106 labeled cells
(n = 4 each) and determined intracellular iron using the calibration curve as mean ± SD
in picograms of iron per cell. To evaluate the similarity between MPI and ICP intracellular
iron measurements, we performed an unpaired two-sample T-test for mean intracellular iron,
with significance level set to 0.05.

4.2.5 In vivo stem cell implantation and MPI imaging

All animal procedures were conducted according to the National Research Councils Guide
for the Care and Use of Laboratory Animals and approved by UC Berkeleys Animal Care
and Use Committee. Immunocompetent 8-week old female Fischer 344 rats weighing 145 g
were used for in vivo imaging. All animals were fed on an ad libitum diet of Teklad Rodent
Diet 2018 (Harlan, Indianapolis, IL).

For in vivo MPI cell tracking experiments, hESCs were differentiated to neural progenitor
cell by dual inhibition of SMAD signaling [74] using SB431542 (10 µM) and LDN-193189
(1 µM) in adherent conditions for 12 days. The generated NPCs were labeled with Resovist
SPIO particles as previously described here. The cell suspension contained approximately
100× 103 viable cells/µL.

Animals were anesthetized with an intraperitoneal injection of ketamine (100 mg/kg rat
weight) and xylazine (7.5 mg/kg), positioned into a stereotactic frame. For two animals,
a total of 500 × 103 SPIO-labeled cells in 5 µL were injected at the following stereotaxic
coordinates: 1.0 mm AP (relative to Bregma), 2.0 mm lateral, 2.5 mm ventral (from dura)
over 10 min using a Hamilton syringe at a rate of 0.5 µL/min. For Animal 3, the coordinates
were adjusted to 1.0 mm AP (relative to Bregma), 1.5 mm lateral, and 3.5 mm ventral
(from dura) to facilitate graft translocation through the lateral brain ventricle. A control
animal was injected using 0.15 µL of Resovist tracer diluted in 4.85 µL PBS using the same
stereotactic coordinates as Animals 1-2. The needle was left in place for 3 min after injection
and slowly removed. Animals were allowed to recover from surgery for up to ten days before
MPI imaging, with 7 daily injections of cyclosporine-A starting 1 day prior to implantation
at a dose of 15 mg/kg body weight.

Animals were imaged using MPI at days 10, 24, 35, 45, 59, and 87 post-implantation.
Animal 4 was imaged at days 4 and 14 instead of days 10 and 24 with all other time points
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remaining the same. During in vivo MPI imaging, animals were induced into anesthesia
using 2.5-3.0% isoflurane and maintained at 1.5% isoflurane at 2 L/min and placed in a
custom-built animal bed in the MPI scanner. In vivo MPI scans were conducted on the
projection MPI scanner using a 9.3 cm by 6 cm FOV with 30 second scan time.

For determination of in vivo SPIO clearance rates measured by MPI, a linear regression
was performed on the logarithm of the time-varying volumetric MPI signal for each animal.

4.2.6 Postmortem MRI

Following sacrifice, intact brains were harvested and imaged on a 7T Bruker PharmaScan
MRI scanner using a zero echo time pulse sequence. MR scans had total acquisition times
of 20 minutes with 2563 voxels and 100 µm3 voxel size at 2.9 degree flip angles and 4 ms
TR. Anatomical MRI images were acquired with postmortem age-matched animals using a
TurboRare pulse sequence with 10 minute acquisition and 3842 voxels, with field of view at
7.5 cm by 4 cm and 2.5 second TR.

4.2.7 Stereology and Immunohistological Analysis

Ex vivo brains were fixed in 4% paraformaldehyde overnight, then cryopreserved in 20%
sucrose, frozen in dry ice, and cut in 40 µm coronal sections using a microtome. For im-
munohistochemistry, the following primary antibodies were used: mouse anti-nestin (1:500,
R&D system), SC121 (1:400, Stem Cells Inc.), mouse anti-CD68 (1:100, Abcam). Sections
were then incubated with fluorescent-labeled secondary antibodies Alexa 488 (green) or Alexa
568 (red)-labeled goat IgG; 1:1000, Life Technologies for 2 hr at room temperature and then
mounted on glass slides. Brain slides were counter-stained with DAPI and imaged using a
Zeiss Axio Observer A1 inverted microscope or a confocal microscope (LSM 710, Zeiss).

4.3 Results

4.3.1 Linear and Absolute Quantification

We first asked whether our MPI scanners could quantify SPIO-labeled cells in vitro. We
modified an established MRI labeling protocol to label hESC-derived cells with Resovist
SPIO tracer using a protamine sulfate transfection agent [29]. Both Resovist and protamine
sulfate are approved for clinical use in the European Union and have no significant effect on
cell proliferation, viability, and differentiation [29, 30, 31]. Using the projection-mode FFL
MPI imager, we imaged nine labeled hESC-derived cell populations ranging from 1× 104 to
1 × 106 cells. The normalized MPI signal was linear to the number of cells imaged (R2 >
0.994, Fig. 4.3). In equivalent control cell populations without iron oxide labeling, no MPI
signal was detected.
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Figure 4.3: MPI images are highly linear with imaged cell number. Here we show a plot of
MPI signal from 9 SPIO-labeled cell populations ranging from 1×104 to 1×106 cells, shown
with MPI system noise floor. SPIO signal in MPI is linear with cell number (R2 = 0.994,
linear fit and 95% confidence bounds for fitted slope shown).

We further asked if MPI allows absolute quantification of iron oxide tracer. To determine
this, we created a calibration curve using the MPI signal from measured volumes at 0, 0.3, and
1 µL of Resovist SPIO tracer. We then used the calibration curve to estimate average cellular
SPIO content in MPI images of 1 × 106 labeled cells. These MPI cellular iron estimates,
at 27.0±3.3 pg/cell, were within 99% agreement (p = 0.923) with standard but destructive
Inductively Coupled Plasma (ICP) measurements at 26.8±0.3 pg Fe/cell (Fig. 4.4).

4.3.2 Sensitivity

We next investigated the sensitivity threshold of the prototype FFL MPI scanner for imaging
labeled cells. We imaged 1×103 in vitro tagged cells in a pellet using a 20 second projection
MPI scan and reconstructed the final MPI image using only the second and third harmonics
of the drive field frequency. The reconstructed image showed a signal-noise ratio (SNR)
greater than 5, corresponding to a 200-cell (5.4 ng Fe) detection limit (Fig. 4.5). This
detection limit corresponds to 130 nM sensitivity for a measured voxel volume of 750 µL.
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Figure 4.4: MPI estimates for average cellular iron content (27.0±3.3 pg/cell) correspond
with ICP analysis (26.8±0.3 pg/cell), making MPI useful for nondestructive iron quantifica-
tion. n=3 for ICP and n=4 for MPI; results are mean ± SD.

4.3.3 Resolution

To assess the effect of SPIO cell labeling on MPI resolution, we acquired and compared a
MPI line scan of two point sources: (a) 8 × 106 labeled hESC-derived cells and (b) 20 µL
of 10-fold diluted Resovist tracer (Fig. 4.6). The point sources were placed 3.5 cm apart
on a 3D printed sample holder. The point sources were small (1.3 mm width) compared to
the native resolution of the FFL system. The axial dimension of the point sources did not
affect resolution analysis because the axis of each vial was placed parallel to the FFL during
imaging. After a native MPI image was acquired, a line profile was generated across the
center of the sample image to assess image blurring (Fig. 4.6, bottom panel). A comparison
of the MPI signal widths of the two samples showed that the full-width-at-half-maximum
(FWHM) resolution of diluted Resovist particles in solution was 5 mm, approximately 1.5-
fold better than that of the labeled cells at 7.7 mm. The measured native resolution for
Resovist at 5 mm matches well with theory [2], and approaches for improving the resolution
are explored in Discussion.

4.3.4 Longitudinal Cell Tracking

Last, we tested MPI for tracking neural progenitor cells (NPCs) in vivo, which have pre-
viously shown promise as treatments for Parkinsons Disease, Huntingtons disease, epilepsy
and ischemia [75]. It is known that NPCs survive, migrate, and show reconstructive proper-
ties when implanted in rodent models of forebrain ischemia [76, 77]. The high specificity of
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Figure 4.5: Detection threshold for MPI cell tracking in FFL scanner. Approximately 1,000
SPIO-labeled hESC-derived cells in a 100 µL in vitro suspension were imaged using MPI and
compared to an empty scan. The signal-noise ratio of the image is estimated at above 5,
giving a detection limit of approximately 200 cells. This represents the current detection
sensitivity limit of our FFL MPI scanner, but the theoretical detection limit may be as low
as a single cell. FOV: 6 cm × 8 cm. 20 second MPI acquisition.

MPI for SPIO imaging would facilitate quantification of cell delivery and retention, leading
to better understanding of dynamic events such as graft movement in such brain disease
models.

To evaluate MPI for long-term tracking of neural implants, we stereotactically implanted
5 × 105 SPIO-tagged hESC-derived NPCs in 5 µL PBS solution in the forebrain of two
immunosuppressed rats, representing a standard therapeutic dose for neural cell implants
[76, 77, 78]. To assess MPI monitoring of cell graft mobility and clearance in vivo, we also
implanted an equivalent number of labeled NPCs near the lateral ventricle of a third animal
to facilitate translocation and potential clearance of the graft. 0.15 µL Resovist tracer diluted
in 4.85 µL PBS was administered to the forebrain of a fourth animal as a control. Due to
institutional policy, we began longitudinal imaging of the animals post-recovery at day 10 for
animals 1-3 and day 4 for animal 4. We then monitored the graft signals using MPI imaging



69

Figure 4.6: MPI 1D line profile of Resovist-labeled cells and Resovist point sources. The
FWHM resolution of the MPI signal is approximately 1.5-fold better for Resovist SPIO
particles alone, at 5 mm, than for SPIO particles transfected into cells, at 7.7 mm. Scale
bar: 1 cm.

for a period of 87 days post-administration. Serial MPI images of cell grafts show high signal
contrast with no detectable signal from surrounding anatomy (Fig. 4.7). Figure 4.8 shows
total MPI iron signal from the cell graft in animals 1-2 had non-significant decay over time.
In contrast, the cell graft in animal 3 exhibited the presence of iron caudal/posterior to the
implant site and significant iron clearance compared to animals 1-2, suggesting movement
and clearance of NPCs throughout the ventricle. The control animal receiving SPIO tracer
alone showed no long-term detectable MPI signal.

4.3.5 Histological and MRI Validation

We then compared MPI cell tracking data to postmortem Prussian blue (PB) staining and
MRI (Fig. 4.9). Animals 1 and 2 (Fig. 4.9) showed the presence of SPIOs only at the injection
site. In Animal 3, PB staining and MRI also revealed the presence of SPIOs adjacent to
the lateral ventricle (Fig. 4.11), which confirmed the MPI observation that tagged cells had
migrated posteriorly throughout the ventricle. Additional postmortem PB staining did not
show any residual iron in the brain of the animal that received tracer alone, indicating
rapid tracer clearance seen in MPI images. Immunohistochemical staining against neural
progenitor markers nestin, and human-specific neural cell adhesion molecule (NCAM), and
human cytoplasmic marker SC121 confirmed the presence of human SPIO-labeled cells at
the administration site (Fig. 4.10). Expression of the macrophage/microglial marker CD68
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Figure 4.7: MPI quantitatively tracks NPC neural implants in rats over 87 days. (a) Longi-
tudinal MPI imaging of 5×105 SPIO-labeled human NPCs implanted in the forebrain cortex
(Animals 1-2), near lateral ventricle (Animal 3), and equivalent SPIO-only tracer in the fore-
brain cortex as control (Animal 4). MPI imaging quantifies graft clearance and movement
over time, with rapid total clearance of SPIO-only injection (MPI: 30 sec acquisitions, 9.3
cm × 6 cm FOV, color intensity in ng/mm2, MRI reference: 10 min acquisitions, 7.5 cm ×
4 cm, 384 × 384 matrix). All images are equally scaled; scale bar: 1 cm.

showed some immune cell infiltration within the grafts. CD68 staining also indicated the
presence of iron-containing immune cells along the lateral ventricle in Animal 3, indicating
immunogenicity as a mechanism of graft clearance.
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Figure 4.8: Total iron MPI estimates for in vivo cell grafts are plotted as a function of time
with exponential fit. In vivo iron in Animal 1 and 2 do not show significant decrease over
time, while iron signal was significantly decreased in Animal 3 starting Day 10. Animal 4
showed no long-term persistent MPI signal.

4.4 Discussion

In this study, we describe the use of longitudinal in vivo MPI to track and quantify implanted
neural cell grafts over three months. We also demonstrate that the MPI signal is linear and
can be used to quantify cell number in vivo, and that our projection format MPI scanner has
a detection sensitivity of as few as 200 cells in vitro. As a comparison, MRI, SPECT, PET,
and fluorescent imaging are reported to have robust detection limits greater than 104 cells,
with only bioluminescent imaging able to detect 103 cells superficially implanted in small
animals [25]. We note that in the described prototype MPI scanners, noise in the detector
coil preamplifier, at around 1 nV/

√
Hz, had not yet been optimized and can be further

improved by 1-2 orders of magnitude. This preamplifier noise exceeds unwanted harmonic
interference and is currently the dominant noise source in our MPI systems. Thus, with
further instrumentation development, the true physical limit of in vivo detection for MPI
may range between 1-10 cells at scanning times between seconds to minutes.

An area of promising research in MPI is improving the spatial resolution, now roughly
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Figure 4.9: Histological, validation of iron location and quantification. Histological analysis
of NPC grafts. Postmortem Prussian blue (PB) staining confirms presence of iron-labeled
cells at administration site but not for SPIO-only control (Animal 4).

Figure 4.10: Representative immunohistochemical slices (top right panels) are shown for
NPC marker nestin (top left, Animal 1), neural cell adhesion molecule (top right, Animal 3),
and human-specific cytoplasmic marker SC121 (bottom left, Animal 2), which indicate iron
label within NPC grafts. CD68 staining (bottom right, Animal 3) also indicates immune
cells at administration site, suggesting immune-based graft clearance. Scale bars: 100 µm.

1 mm with a 7 T/m magnetic gradient. Here, we employed 2.35 T/m gradients for a FFL
scanner, which yielded approximately 7 mm spatial resolution when imaging cells labeled



73

Figure 4.11: Postmortem axial MRI indicates iron in lateral ventricle in Animal 3 (arrow).
PB and CD68 staining of lateral ventricle in Animal 3 shows SPIO uptake by immune cells.
MRI: 20 min acquisition, 2.56 cm isotropic FOV, 2563 pixel matrix. Scale bars: 1 mm.

with Resovist tracer. Spatial resolution in MPI is predicted to increase linearly with the gra-
dient field strength and cubically with improved nanoparticles [2]. For example, previously
published 22 nm particles enable double the image resolution of Resovist [79], which behaves
similar to a solid core 17 nm particle [72]. Many groups continue to develop MPI-optimized
contrast agents for improved MPI resolution [80, 81, 82, 83, 84].

We routinely observed an intriguing change in MPI spatial resolution between Reso-
vist tracer alone and Resovist-labeled cells, an effect also noted in previous studies on the
MPI signal of SPIO-labeled red-blood cells [85, 86]. Possible mechanisms for this resolu-
tion change could include size-selective endocytosis of transfection agent-Fe complexes [29,
87], increased MPI relaxation effects due to increased intracellular viscosity [88, 89], and
transfection agent- mediated nanoparticle aggregation that may cause changes to the bulk
particle magnetization and relaxation properties [90, 36, 91]. A better understanding of the
mechanism underlying this phenomenon would not only enable tailored nanoparticles for
MPI cell tracking, but could also potentially be exploited to generate image contrast based
on nanoparticle relaxation or clustering. For example, changes in particle relaxation due
to changes in pH or viscosity may be used to differentiate between different physiological
conditions in live and dead cell populations, detect cell apoptosis, or image in vivo uptake
of SPIOs by immune cells.

It is clear that the direct detection of SPIO labels in MPI can enable studies that require
longitudinal monitoring of cells in anatomy previously inaccessible to optical, MRI, and nu-
clear techniques, such as the GI tract, pulmonary vasculature, and near bone. MPIs high
image specificity for SPIOs enables visualizing systemic cell retention, migration, and biodis-
tribution post-administration [25]. These systemic monitoring applications could include
non-invasive probing of the immune system, such as the monitoring of labeled macrophages
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migrating to sites of inflammation [25, 92, 93] and monitoring the fate of labeled T-cells used
in immunotherapies. Finally, the SPIO labels and magnetic fields used in MPI have been
shown to be human-safe [8], enabling a clear path to clinical MPI translation.
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Chapter 5

MPI quantitatively monitors the
transplantation, dynamic
biodistribution, and clearance of
intravenous mesenchymal stem cell
implants in vivo

5.1 Introduction

In Chapter 5, I describe the first in vivo use of MPI to systemically track intravenous
administrations of therapeutic mesenchymal stem cells over 12 days. This study was also
the result of a collaboration with the Schaffer research group at UC Berkeley and a visiting
researcher from Hamburg Technical University. In this work, I prepared the experimental
design, performed longitudinal in vivo MPI imaging and postmortem CT imaging, performed
tissue biodistribution studies, and composed the manuscript and figures toward publication.
In the following section, I begin by motivating the need for preclinical and clinical tracking
of mesenchymal cell-based therapies.

Mesenchymal stem cells (MSCs), which are multipotent and are found in many tissue
types, are of particular therapeutic interest as cell therapies because they can control inflam-
mation and modify the proliferation and cytokine production of immune cells [94]. MSC-
based therapies have shown promise for treating diseases such as stroke, graft versus host
disease, myocardial infarction, traumatic brain injury, and cancer [94, 95, 96]. Intravenous
injection is a common route for the delivery of MSCs in applications ranging from trau-
matic brain injury to myocardial infarction in both animal models and clinical trials [96,
97]. However, recent studies have suggested that more than 80% of MSCs are entrapped in
pulmonary vasculature following intravenous injection, leading to low delivery efficiency to
target organs [94, 98, 99, 100, 101]. Moreover, it remains difficult to noninvasively monitor
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the delivery and biodistribution of administered cells into target organs quantitatively and
longitudinally without relying on behavioral endpoints or tissue histology [96, 98, 100].

In MPI, a static magnetic gradient field, with a central field-free region (such as a field-free
point, or FFP), is applied to the imaging field-of-view (FOV). This gradient field saturates
the nonlinear magnetization of all SPIO particles within the FOV except those at the field
free point. To form an MPI image, the FFP is rastered across the 3D FOV using a com-
bination of electromagnets. MPI signals are generated when the FFP traverses a location
containing SPIOs, causing the SPIO magnetization at that location to change in magnitude
and orientation in response [38]. This change in SPIO magnetization can be detected via a
receiver coil and assigned to the instantaneous FFP location to form the final MPI image.
We note that MPI is a linear and shift-invariant imaging system, with a well-characterized
point spread function that is simply the derivative of the SPIO magnetization curve [2, 42,
39]. Because of the linearity and shift-invariance of the MPI image intensity with respect
to SPIO tracer concentrations, MPI images can be used to quantify SPIOs or labeled cells
within the imaging FOV.

Moreover, because biological tissues neither generate image contrast in MPI nor interfere
with the low-frequency magnetization signals generated by SPIO tracers, MPI images exhibit
extremely high image contrast, similar to PET or SPECT nuclear medicine scans. Figure
5.1A-B show a MPI and an fluorescent scan of SPIO tracers in glass capillary tubes embedded
at increasing depths in a tissue phantom. As is well characterized in literature [102, 103],
the fluorescent signal shows exponential signal loss with tissue depth. However, the MPI
signal shows no significant dependence on surrounding tissue and hence may be clinically
translatable for applications in molecular imaging.

In this study, we investigated whether MPI can be used to quantitatively track SPIO-
labeled hMSCs in vivo. We intravenously administered SPIO-labeled hMSCs in rat and
monitored the injections and the dynamic in vivo distribution of the hMSCs using MPI over a
period of 12 days. We also used the longitudinal MPI signal to quantify SPIO tracer clearance
from the body after injection. Finally, SPIO biodistribution in lung, liver, heart, and spleen
were determined postmortem via MPI imaging and compared to induction-coupled plasma
spectrometry as a reference standard.

5.2 Methods

5.2.1 Comparison of MPI, fluorescent, and MRI tracer imaging
in postmortem mouse

A 12-week old CD-1 female mouse was sacrificed via CO2 inhalation and cervical dislocation.
Post-sacrifice, sealed polyethylene tubes containing a 2 µL mixture of 120 pmol Angiosense
680 EX fluorescent tracer (PerkinElmer, Waltham, MA) and 20 nmol Nanomag-MIP SPIOs
(MicroMod, Rostock, Germany) were implanted 1.0 mm and 2.8 mm below the dorsal skin
surface for imaging. Fluorescent imaging was performed on IVIS Spectrum (PerkinElmer)
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Figure 5.1: Quantitative comparison of MPI and fluorescent signal with tissue depth.
Six equivalent SPIO and fluorescent probes in sealed capillary tubes were placed at vari-
ous depths in a sectioned porcine muscle phantom. (A-B) Maximum intensity projection
MPI/CT images show constant SPIO signal at various depths in tissue, but equivalently
placed fluorescent probes show significant signal reduction with tissue depth. (C) Log plot
of image signal with tissue depth for MPI and fluorescent imaging shows no significant de-
pendence of MPI signal on tissue depth, but exponential decrease of optical signal with
increasing tissue depth. MPI imaging (n = 3): 4 cm × 3.75 cm × 8 cm FOV, 5.3 min scan.
Fluorescent imaging (n = 5): 2 second exposure, F/2, 675 and 720 nm excitation/emission
filters. CT imaging: 25 min acquisition, 184 µm isotropic resolution.
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using 5 second scan time, F/2, and excitation/emission filters at 675 and 720 nm, respec-
tively. CT imaging was performed on a RS9-80 Micro CT scanner (General Electric) with
15 min scan time and 184 µm isotropic resolution. MR imaging was performed on a Bruker
PharmaScan 7T scanner using a multi-slice multi-echo sequence with 4 × 8 cm FOV and
384 µm in-plane resolution, 10 slices total with 0.5 mm slice thickness, and 17 minute scan
time. MPI imaging was performed using a custom 7 T/m MPI scanner with 30 mTpp drive
field, 5 × 3.75 × 10 cm FOV, and 6.8 min acquisition.

5.2.2 MPI and fluorescent imaging of a porcine tissue phantom

All MPI studies in this work are performed on a 3D MPI scanner with a 7 T/m magnetic
field gradient and a drive field at 40 mTpp amplitude and 20.05 kHz drive frequency [8].
MPI images were reconstructed using an x-space MPI reconstruction algorithm [2, 42, 39]
and windowed at 10% full scale. All data acquisition, control, and data processing were
performed with MATLAB (Mathworks, Natick, MA).

To quantitatively assess MPI performance in deep tissue imaging, we designed a custom
phantom comprised of stacked fresh porcine muscle sections. 6 pairs of MPI and fluorescent
probes in sealed glass capillary tubes were placed adjacently within the tissue phantom at
depths of 0.8 mm, 1.5 mm, 2.4 mm, 3.2 mm, 4.2 mm, and 5.1 mm from the phantom surface,
spaced approximately 1 cm apart laterally. MPI probes were comprised of 2 µL undiluted
Nanomag-MIP SPIOs. Fluorescent probes were 160 pmol reconstituted Angiosense 680EX
in 2 µL deionized water solution. MPI imaging was performed in triplicate in a 5.3 min
scan with 4 cm × 3.75 cm × 8 cm FOV. Fluorescent imaging was performed (n = 5) on
IVIS Spectrum with 2 second exposure, F/2, and excitation/emission filters at 675 and 720
nm. For probe localization, a reference CT scan was performed (GE RS9-80 CT, 25 min
acquisition, 184 µm isotropic resolution).

5.2.3 Resovist labeling of hMSCs

Bone marrow-derived human mesenchymal stem cells (ATCC PCS-500-012) were seeded at
initial density of 5000 cells per cm2 in 5 mL of complete growth medium (ATCC PCS-
500-041). The seeded culture flasks were incubated at 37 degrees Celsius with 5% CO2. At
70%-90% confluence, cell cultures were passaged into new culture flasks using 0.05%-trypsin-
EDTA to detach cell monolayer from flask surface, trypsin neutralizing solution to stop the
trypsin digestion of cells, and Dulbecco Phosphate Buffered Saline (PBS) to maintain media
pH value between 7.2 to 7.4. Dissociated cells are centrifuged for 3 minutes at 1500 rpm for
collection, counted using a hemocytometer, and reseeded at initial growth conditions. All
cell counting was performed using a hemocytometer and averaged (n=5).

Resovist superparamagnetic iron oxide particles (Bayer Schering Pharma AG Leverkusen,
Germany; 0.5 mmol Fe/mL) were used for cell labeling using methodology similar to previous
studies [35, 36]. Resovist is a MRI contrast agent intended for the detecting and character-
izing of small liver lesions [33]. Resovist particles were added to growth medium in culturing
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flasks containing adherent cells with a confluency of 50% to 80% to achieve desired Fe con-
centration. Cells were incubated with the Resovist solution for 24 hours. After labeling,
cultures were washed twice with PBS to remove remaining free and surface-bound Resovist
particles. Cells were trypsinized, centrifuged, resuspended in PBS and kept on ice no longer
than 2 hours until injection.

5.2.4 Determination of hMSC iron labeling efficiency, loading
content, and viability

To determine SPIO labeling efficiency, cells were cultured in a 24-well-plate containing 6
samples each for the following four Fe labeling concentrations: 0 µg Fe/mL, 20 µg Fe/mL,
30 µg Fe/mL and 40 µg Fe/mL. Iron-labeled cells were visualized using a Prussian blue
cell staining kit (Ocean NanoTech, Springdale, AR, USA). Prussian blue-labeled cells were
counted manually using a microscope to determine average cell labeling efficiency.

hMSC iron loading was determined by induction-coupled plasma optical emission spec-
trometry (Optima 5300 DV, PerkinElmer, Waltham, MA). Cells were cultured and labeled
with Resovist as above with Fe concentrations of 20 µg Fe/mL, 30 µg Fe/mL and 40 µg
Fe/mL in the incubation media. Prior to measurement, 3 hMSC samples at each labeling
concentration, containing respectively 121×103±19×103 cells/sample, 121×103±13×103

cells/sample, and 135× 103 ± 52× 103 cells/sample, and 3 samples of 1 µL undiluted Reso-
vist in 100 µL PBS solution were digested using a mixture of 1 mL 70% nitric acid (Fisher
A509P500) and 300 µL 30% hydrogen peroxide (Ricca 3821.7-16) overnight at room tem-
perature and subsequently diluted to 30 mL using deionized water. A linear regression line
is created with Fe standard solutions at concentrations of 0, 10, 100, 1000 ng Fe/mL. ICP
analysis was performed in triplicate to determine cellular iron as mean pm SD in picograms
of iron per cell.

For assessment of cell viability after SPIO labeling, cells labeled using 0 µg Fe/mL, 20
µg Fe/mL, 30 µg Fe/mL and 40 µg Fe/mL Resovist were harvested and resuspended in a
solution of 93.5% basal media and 6.5% FBS and pipetted into a 96-well-plate for assessment.
A blank group contained only the basal media / FBS solution with no cells. For each group,
three samples were separately cultured, labeled, resuspended and transferred into the 96-
well-plate.

An MTT-based in vitro Toxicology Assay Kit (Sigma Aldrich, Saint Louis, MO, USA)
was applied to the five different groups with three samples each. One vial of MTT powder
was dissolved in 3 mL of basal media / FBS. Reconstituted MTT in an amount equal to 10%
of the culture medium volume was added. Cultures were returned to the incubator for 4
hours. After incubation, the resulting formazan crystals were dissolved by adding an amount
of MTT solubilization solution equal to the original culture medium volume of 150 µL per
well and shaken gently. After about 30 minutes, the probes were transferred to a multiplate
reader. The absorbance of the colored solution was measured at wavelengths 570 nm and
650 nm after 15 and after 30 minutes. Comparisons in viability between groups were per-
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formed using analysis of variance and Bonferroni Post-Hoc test for multi-pair comparisons.
Differences were considered significant at p < 0.05.

5.2.5 Animal Procedures

Figure 5.2: In vivo intravenous MSC administration experiments in rat. 4 groups of 3
animals each were used in this study. Groups 1 and 2 received tail vein injections of 5× 106

to 8 × 106 Resovist-labeled mesenchymal stem cells. Group 3 received an equivalent tail
vein injection of Resovist alone, and Group 4 received a tail vein injection of isotonic saline.
Groups 1, 3, and 4 were sacrificed within one hour of injection and imaged using MPI and
CT, while Group 2 was imaged in vivo using MPI over 12 days after injection, followed by
sacrifice and MPI-CT imaging. Post-sacrifice, all animals were dissected and the liver, lungs,
heart, and spleen were harvested for MPI imaging and iron distribution analysis.

All animal procedures were approved by the Animal Care and Use Committee at UC
Berkeley and conducted according to the National Research Councils Guide for the Care and
Use of Laboratory Animals. Immunocompetent 7-week old female Fischer 344 rats weighing
approximately 130 g and a 12-week old CD-1 female mouse weighing approximately 40 g
were used for MPI imaging. Animals were fed on a diet of Teklad Rodent Diet 2018 (Harlan,
Indianapolis, IL) ad libitum.

Briefly, four groups of rats (Fig. 5.2) anesthetized under isoflurane (4% for induction
and 2% for maintenance, 1.5 L/min flow) received tail vein injections of 5 × 106 to 8 × 106

Resovist-labeled hMSCs in 1 mL PBS (n=3, Groups 1 and 2) [98, 101], 100 µL Resovist
diluted to 1 mL in PBS (n=3, Group 3), or 1 mL isotonic saline solution (n=3, Group 4).
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hMSCs used for animal injections were labeled with 40 µg Fe /mL of Resovist in cell culture
solution. Animals in Group 1, 3, and 4 were sacrificed via isoflurane overdose within one hour
of injection for postmortem MPI and CT imaging. Animals in Group 2 were monitored and
imaged in vivo using MPI at 1, 3, 6, and 9 days post-injection, and sacrificed via isoflurane
overdose for MPI and CT imaging 12 days post-injection.

5.2.6 Animal MPI Imaging

For in vivo small animal MPI imaging, animals were placed in a 7 T/m FFP MPI scanner
under isoflurane anesthesia (2%, 1.5 L/min) using a custom animal bed. in vivo and post-
mortem MPI scans were conducted using a 4 × 3.75 × 10 cm FOV in a 9 minute acquisition.
All animal MPI imaging was performed in quadruplicate. Anatomic CT reference images
were also acquired (RS9-80 CT, 25 min acquisition, 184 µm isotropic resolution), and MPI-
CT 3D images were co-registered with Osirix Imaging Software (Pixmeo SARL, Switzerland)
using SPIO-glass fiducial markers.

To estimate SPIO tracer quantity from MPI images, a standard curve of iron quantity to
volumetric MPI signal was created using MPI scans of 1, 2, 3, and 100 µL Resovist tracer. To
determine iron clearance half-life from hMSC injections in Group 2, an exponential regression
fit was applied to the total in vivo longitudinal MPI signal, and the line-of-best-fit and 95%
confidence intervals were determined.

5.2.7 MPI biodistribution studies

For assessment of SPIO biodistribution using MPI, all animals from all groups were dissected
post-sacrifice and the liver, spleen, heart, and lungs were harvested. The organs were imaged
in quadruplicate using MPI, with 4 × 3.75 × 10 cm FOV and 9 minute acquisition time as
before. SPIO biodistribution was determined in µg as mean ± s.d. using a calibration curve
and the volumetric MPI signal in each organ.

5.2.8 ICP biodistribution studies

For validation of MPI biodistribution results, an induction-coupled plasma (ICP) optical
emission spectroscopic analysis on the excised organs was carried out by Analytical Re-
sources Incorporated (Tukwila, WA) using sample preparation method 3050B and analysis
method 6010C to determine iron content as mg/kg multiplied by organ mass. To compen-
sate for physiologic background iron in ICP analyses, ICP-measured iron for each organ was
subtracted by mean physiologic iron content from organs of age-matched, saline-injected an-
imals in Group 4. A linear correlation, 95% confidence intervals, and correlation coefficient
were determined for ICP- and MPI-measured iron for all harvested organs.
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5.3 Results

5.3.1 hMSC labeling efficiency, SPIO uptake, and cytotoxicity

Figure 5.3: hMSC labeling using Resovist SPIO tracer. (A) Prussian blue staining of hM-
SCs labeled with four Resovist labeling concentrations ranging from 0 to 40 µg Fe / mL.
Cells labeled with 40 µg Fe / mL Resovist show around 90-95% labeling efficiency with no
differences in cell morphology. Scale bars: 100 µm.

We generated SPIO-labeled hMSCs using a modified standard protocol for MSC labeling
[34, 35, 36]. Figure 5.3 shows Prussian blue-stained hMSC cell cultures labeled with 0, 20,
30, and 40 µg Fe/mL Resovist labeling concentration. A control group labeled using 0 µg
Fe/ml indicates little to no visible PB staining. Between 90-95% cells were labeled at 20
µg Fe/mL labeling concentration, while 95-100% cells were labeled at 30 and 40 µg Fe/mL
labeling concentrations.
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Figure 5.4: MTT viability test of SPIO-labeled hMSCs. (B) An MTT-based cell viability
assay shows no significant differences in cell viability between unlabeled and labeled hMSC
populations.

We then performed ICP-OES to determine intracellular iron uptake in labeled hMSCs.
ICP analysis indicated iron uptake of 44.2 ± 11.1, 53.9 ± 11.8, and 77.8 ± 23.3 pg Fe/cell
incubated with 20, 30, and 40 µg Fe/mL Resovist labeling concentration respectively (n=3
each). These intracellular iron uptake values are in agreement with published data for Reso-
vist labeling of MSCs [34, 35, 36, 104, 105]. An MTT viability assay showed no significant
difference in cell viability between unlabeled and labeled hMSC populations (Fig. 5.4).
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5.3.2 In vivo and postmortem MPI studies

We next asked if MPI can be used to visualize the fate of intravascular hMSC injections
in vivo. Previous studies on intravenous delivery of MSCs have shown that the majority of
injected MSCs become entrapped in pulmonary vasculature during first passage, followed by
clearance to liver within 1-2 days [94, 101, 106, 107]. To visualize the dynamics and biodis-
tribution of intravascular hMSC injections using MPI, four groups (n=3 each) of Fischer 344
rats were injected with 5× 106 to 8× 106 Resovist-labeled hMSCs (Groups 1 and 2), 100 µL
Resovist (Group 3), or 1 mL isotonic saline solution (Group 4) via the tail vein. Groups 1,
3, and 4 were imaged within 1 hour of injection, while longitudinal in vivo MPI imaging was
performed on Group 2 up to 12 days post-injection.

Figures 5.5-5.8 show representative MPI-CT images after intravenous injection. MPI
images of animals receiving labeled hMSC injections showed high SPIO content in the lungs
immediately after injection (Fig. 5.5). In those animals, we measured up to 930 µM iron
concentration in the lungs, corresponding to approximately 52 ng Fe/mm3 in lung tissue.
At 12 days post-injection (Fig. 5.6), MPI imaging indicates a significant decrease in total
iron content, along with the localization of the majority of SPIOs to liver. Animals receiving
Resovist-only injections showed immediate uptake of SPIOs in liver tissue (Fig. 5.7). There
was no detectable MPI signal in animals receiving saline-only injections (Fig. 5.8).

To monitor the in vivo distribution and clearance of Resovist-labeled hMSCs, we imaged
anesthetized hMSC-injected animals using MPI at 1, 3, 6, and 9 days post-injection. Quan-
titative MPI images (Fig. 5.9 and 5.10) show redistribution of hMSCs to the liver as early as
24 hours after injection. Our observation of the rapid trafficking of intravascularly injected
MSCs to the liver agrees with previous dynamic imaging studies of in vivo MSC injections
[99, 107]. Moreover, in vivo MPI showed a gradual decay in SPIO signal over time, with
a clearance half-life of 4.6 days and 95% confidence intervals at 3.7 and 6.0 days. We note
that the longitudinal liver MPI imaging was performed here in the absence of respiratory
and cardiac gating, leading to benign image undulation artifacts due to physiologic respira-
tion, which can be seen most prominently in MPI images at 3 and 9 days post-injection in
Fig. 5.9. We also note these image artifacts do not appear in postmortem imaging and that
the respiration-gated MPI may be implemented, similar to gating in nuclear medicine [108].

5.3.3 MPI biodistribution studies

To investigate the ability of MPI to assess tracer biodistribution, we performed ex vivo
MPI imaging of excised liver, spleen, heart, and lungs. Representative MPI biodistribution
images from each experimental group are shown in Figure 5.11. Fig. 5.11A shows that hMSC
injections overwhelmingly localize to lung tissue upon injection, but are mostly cleared into
liver over time (Fig. 5.11B). In contrast, injected Resovist was immediately taken up by
liver and partially in the spleen (Fig. 5.11C). No MPI signal was detected for saline-only
injections (Fig. 5.11D).
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Figure 5.5: MPI-CT imaging of intravenously injected hMSCs at 0 days after injection with
representative coronal, sagittal, and axial slices shown from full 3D MPI datasets. (A) MPI
imaging of hMSC tail vein injections at less than one hour post-injection shows substantial
hMSC localization to lung. (B) Maximum intensity projections of hMSCs lodged in lung
vasculature. MPI imaging (n = 4 for each animal): 4 × 3.75 × 10 cm FOV, 9 minute
acquisition. CT imaging: 25 minute acquisition, 184 µm isotropic resolution.

To validate MPI measurements of SPIO biodistribution, we performed ICP analysis for
iron content in excised organs. The biodistribution of SPIOs after injection for each ex-
perimental group, as measured from MPI imaging, is shown in Fig. 5.12. For ICP iron
measurements, we noted remarkable variation in measured SPIO content in the liver and
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Figure 5.6: MPI-CT imaging of intravenously injected hMSCs at 12 days after injection with
representative coronal, sagittal, and axial slices shown from full 3D MPI datasets. (A) At
12 days post-injection, hMSC tail vein injections show significant total clearance and liver
migration. (B) Maximum intensity projections of hMSCs clearing out to liver at 12 days
post-injection. MPI imaging (n = 4 for each animal): 4 × 3.75 × 10 cm FOV, 9 minute
acquisition. CT imaging: 25 minute acquisition, 184 µm isotropic resolution.

spleen, presumably due to the variability of physiologic background iron content in those
tissues. Nonetheless, a linear regression of ICP and MPI-measured iron content in excised
organs (Fig. 5.13) shows excellent agreement (R2 = 0.943, 95% confidence intervals shown
for linear regression).
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Figure 5.7: MPI-CT imaging of intravenously injected Resovist with representative coronal,
sagittal, and axial slices shown from full 3D MPI datasets. (A) MPI imaging of Resovist-
only tail vein injections at less than one hour post-injection shows immediate SPIO uptake
in liver and spleen. (B) Maximum intensity projection images of Resovist injections in rat
at less than one our post-injection. MPI imaging (n = 4 for each animal): 4 × 3.75 × 10 cm
FOV, 9 minute acquisition. CT imaging: 25 minute acquisition, 184 µm isotropic resolution.

5.4 Discussion

In this study, we demonstrated the first use of Magnetic Particle Imaging to track and
quantify intravenous administrations of human mesenchymal stem cells and SPIO tracer in
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Figure 5.8: MPI-CT imaging of intravenously injected saline control with representative
coronal, sagittal, and axial slices shown from full 3D MPI datasets. Control injections of
isotonic saline show no detectable MPI signal. MPI imaging (n = 4 for each animal): 4
× 3.75 × 10 cm FOV, 9 minute acquisition. CT imaging: 25 minute acquisition, 184 µm
isotropic resolution.

rats. MPI imaging visualized the in vivo dynamic biodistribution of the SPIO tracer with
excellent contrast and sensitivity, noninvasively confirming that injected MSCs are rapidly
entrapped in lung microvasculature and are mostly cleared to the liver within one day [94, 98,
100, 106]. MPIs linear quantitation and ability to image SPIOs longitudinally also enabled
a noninvasive measurement of tracer clearance from the body. Here we measured a 4.6-day
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Figure 5.9: MPI imaging of in vivo SPIO liver clearance from hMSC injections. In vivo
MPI monitoring of intravenous hMSC injections (shown here as coronal summed intensity
projections) shows gradual clearance from liver tissue from 1 day post-injection to 12 days
post-injection. In vivo MPI imaging also shows benign respiratory motion artifacts (seen
most prominently at 3 and 9 days post-injection), which do not affect MPI quantification
and can be removed via the use of respiratory gating. MPI imaging (N = 3 animals, 2 MPI
scans per time-point per animal): 4 × 3.75 × 10 cm FOV, 9 minute acquisition.

clearance half life for the SPIO label by the liver after intravenous injection, which is similar
to previous findings [109]. Because the majority of MSCs cleared from the lung after infusion
are not viable [94], our findings suggest that a better approach would be to administer MSCs
arterially or directly in target tissue to improve targeted delivery of MSC-based therapies
into organs of interest. However, for acute lung injury, the entrapment of intravenous MSC
administrations in lung may trigger production of reparative growth factors and have an
anti-inflammatory therapeutic effect [110, 111]. In all cases, It is important to noninvasively
monitor the location and clearance of the cell injection to gain a better understanding of the
dynamic response of MSC therapies.

Magnetic Particle Imaging can uniquely monitor the delivery and migration of cell thera-
pies for weeks with high quantitative accuracy and image contrast. Although the MPI signal
is generated by the nonlinear Langevin magnetization of SPIOs, it is linear and shift invari-
ant with respect to the number and location of SPIOs. Importantly, no biological tissue
exhibits similar superparamagnetic behavior that can produce interfering MPI signals. As
a result, the image contrast and sensitivity in MPI can be extremely high - comparable to
those of nuclear medicine but without the use of ionizing radiation.

As with other cell tracking techniques that directly label cells using SPIOs or other
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Figure 5.10: MPI quantification of in vivo SPIO clearance from hMSC injections. MPI mea-
surements of in vivo iron clearance from labeled hMSC injections indicate in vivo clearance
half-life at 4.6 days, with 95% confidence intervals at 3.7 and 6.0 days.

tracers, one challenge in MPI for cell tracking is in quantifying administrations of highly
proliferative or apoptotic cells that may lose SPIO labels during cell division or apoptosis
[25]. It is debatable whether the use of highly proliferative or undifferentiated cells are
clinically feasible due to the increased risk for teratogenesis, and most clinical cell tracking
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Figure 5.11: MPI analysis of postmortem SPIO biodistribution. MPI analysis of SPIO
biodistribution for all groups was performed on liver, spleen, heart, and lung organs harvested
postmortem. (A) MPI imaging of intravenous hMSC injections indicate localization of cells
to lung tissue within one hour of injection. (B) 12 days after hMSC injection, MPI imaging
shows substantial SPIO clearance and signal migration to liver and spleen. (C-D) Resovist
SPIO intravenous injections localize immediately to liver and spleen, while no detectable
MPI signal is found for control saline injections. The abbreviations li, s, h, and lu refer
respectively to liver, spleen, heart, and lung. MPI imaging (n = 4 scans per animal): 4 ×
3.75 × 10 cm FOV, 9 minute acquisition. All units are in µg Fe / mm2.
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Figure 5.12: MPI-measured SPIO biodistribution for each experimental group.

studies have used differentiated adult progenitor cell models [25]. Nonetheless, several groups
have attempted to engineer genetically encoded reporters for intracellular SPIO synthesis,
but such approaches may incur a cost in clinical translatability and safety [27][110]. A similar
challenge for direct labeling imaging techniques is the determination of cell viability in vivo,
as the label in dead cells may be endocytosed by resident macrophages [25], leading to false
positives in image contrast. In this regard, we and others have demonstrated relaxation- and
aggregation-based SPIO contrast mechanisms for color-contrast MPI [111, 112], which may
be used for determining the viability of implanted cells.

The spatial resolution of the 7 T/m MPI scanner used in the current study was around
1.5 mm full-width at half-maximum, which exceeds the spatial resolution of SPECT imaging
and is comparable to preclinical PET imaging [25]. Many opportunities exist to further
improve MPI spatial resolution, including the use of a field-free line instead of a field-free
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Figure 5.13: Comparison of MPI-measured SPIO biodistribution to induction-coupled
plasma spectrometry. A scatterplot of MPI and ICP-measured iron content in each or-
gan for each experimental group shows high correlation (R2 = 0.943, 95% linear confidence
intervals shown). Data points are mean ± s.d. for both MPI and ICP measurements for
each organ for each experimental group (n = 3 animals each).

point [72] and the use of projection reconstruction MPI imaging, which has been shown
to further improve spatial resolution by 50% [113]. Moreover, spatial resolution in MPI
scales linearly with the applied magnetic field gradient [2, 40]. Our group has been working
to develop a 6.3 T/m projection MPI scanner [114], which is expected to have a 3D MPI
resolution of 600 µm using tailored SPIOs for MPI [79].

The high SNR and contrast afforded by MPI imaging may enable clinical applications
beyond dynamic cell tracking and biodistribution analysis. The MPI images presented here
of MSCs in the rat pulmonary microvasculature has implications for clinical MPI perfusion
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imaging applications. As an example, the ventilation/perfusion (V/Q) nuclear lung scan
is a standard technique for diagnosing pulmonary perfusion disorders such as pulmonary
embolism. In V/Q perfusion scans, a radionuclide tag is conjugated to aggregated albumin
proteins, at 100 µm in size, injected intravenously to the patient, and imaged via gamma
camera or SPECT to determine radionuclide distribution and to infer perfusion defects in
the lung microvasculature [115]. Pulmonary ventilation scans are performed similarly using
inhaled radioactive aerosols or gases. Our results with SPIO-labeled MSCs here suggest that
MPI may be applied for lung perfusion and ventilation imaging using SPIOs conjugated to
macro-aggregated albumin particles or as aerosolized SPIOs [116]. MPI V/Q imaging may
enable higher resolution scans with no radiation dose. Finally, MPI could enable further
theranostic applications, including simultaneous imaging and delivery guidance of inhaled
therapeutic aerosols for the treatment of respiratory disorders [117].

In conclusion, we have shown the use of Magnetic Particle Imaging to dynamically track
the systemic administration of human mesenchymal stem cells labeled using superparamag-
netic iron oxides. Here MPI imaging visualized the entrapment of MSCs in lung tissue and
quantified the clearance and biodistribution of hMSCs over a 12-day period. Among existing
available molecular imaging modalities, MPI shows a unique combination of highly sensitive,
quantitative accuracy, and longitudinal monitoring that may accelerate the development of
clinical cell therapies.
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Chapter 6

Conclusions and Future Directions

In this work, I have demonstrated system electronics and hardware innovations in Mag-
netic Particle Imaging for improved detection sensitivity and described two applications of
preclinical MPI toward in vivo tracking of SPIO-labeled cells. The physical basis of signal
generation in MPI is completely distinct from that in other imaging and diagnostic modal-
ities, giving it unique properties that may enable higher accuracy in diagnosing disease.
Among these unique properties in MPI are extremely high image contrast for the SPIO
tracer, signal linearity with tracer concentration, excellent detection sensitivity, and good
patient safety. As such, MPI holds tremendous potential to accelerate preclinical research
and to translate into diagnostic clinical imaging for a variety of diseases. These include
angiography, perfusion imaging, cell tracking, cancer imaging, and inflammation imaging.
The availability of a safe, high contrast, high sensitivity tracer-based imaging technique may
greatly improve the sensitivity and specificity of diagnosis of these diseases.

Because the physical mechanisms behind MPI signal generation and detection are uniquely
different from other imaging modalities, the development of MPI scanners also faces unique
technical challenges that are not faced by other techniques. In this dissertation, we have
described two main technical challenges that can severely limit the detection sensitivity of
the MPI technique: 1) feedthrough interference from the drive coil to the MPI detector, and
2) noise in the MPI detector preamplifier.

To suppress the feedthrough interference from the MPI drive field into the detector
system, I designed and implemented an actively controlled narrowband signal cancellation
system that attenuates harmonic feedthrough by over 50 dB, to below the system noise floor.
This active feedthrough control system is applicable to all existing MPI scanner systems,
which use a simultaneous drive field/signal detection scanning methodology. However, in
the future, I anticipate that other pulse sequences and MPI scanning schemes may also be
used which do not include time-harmonic MPI drive fields. An example of such a scanning
method may be the use of a square wave drive field, followed by detection of the temporal
SPIO relaxation signal as it aligns to the drive field orientation. In such a scanning scheme,
the drive field and detected signal can be temporally decoupled, obviating the need for
feedthrough interference suppression.
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In Chapter 3, I also showed that noise-matching schemes in MPI can enable detector
noise-dominance. Detector coils in existing MPI scanners typically use a simple construction
scheme comprised of solenoidal or saddle-shaped coils constructed using room temperature
litz wire, with a serially attached gradiometer coil to attenuate common-mode magnetic
interference from the drive field. The detector coils that we have designed in our existing
preclinical MPI scanners at Berkeley are of the same configuration. However, these current
detector coil designs are not optimized for noise; it is not possible to achieve body-noise
dominance with these existing designs. To further improve the signal-noise ratio to body-
noise dominance limits, the intrinsic electronic noise from the detector coils may need to be
further reduced in future MPI scanner iterations. As an example, optimizing the detector
coil geometry by improving the total copper in the detector coil (or, equivalently, increasing
the total thickness of the detector coil at the cost of free bore space,) would significantly
reduce the thermal noise in the coil while maintaining the coil sensitivity. A more exotic
method to reduce scanner noise may be the use of cryogenically cooled detector coils and
preamplifiers. At liquid nitrogen temperatures around 77 K, the total thermal noise of the
detector coil and voltage noise of the preamplifier can be further reduced by a factor of two.
The logistical difficulty involved in implementing such a method in existing MPI scanners is
not prohibitive, making it a interesting avenue of research for the future.

To extend the usable noise-matched bandwidth in the MPI detector signal, one future
approach may be to use more exotic circuit topologies in the implementation of the MPI
detector preamplifier. In most existing MPI detector designs, the signal bandwidth is limited
by the resonant frequency between the detector coil and the input capacitance of the high-
impedance amplifier. At frequencies larger than this resonant frequency, the input impedance
of the amplifier becomes lower than the source impedance of the detector coil, which reduces
the input voltage signal into the preamplifier. The LC resonance also introduces a 180
degree phase shift in the detector voltage signal, which may affect the accuracy of image
reconstruction. To reduce these effects introduced by the preamplifier input capacitance,
one engineering approach may be to design a low-impedance preamplifier for the detector
coil as a transimpedance amplifier, as in a low-noise, low-impedance common-base bipolar
amplifier. The use of such a low-impedance preamplifier may achieve 3-dB noise matching
to the detector coil while extending the total usable MPI bandwidth.

In Chapters 4 and 5 of this dissertation, I have also demonstrated the first uses of MPI
for tracking SPIO-labeled cells in vivo. In these studies, I showed that MPI can be useful for
tracking cell therapies for up to months in the brain and can be used to quantify and localize
labeled cells administered systemically in the body. However, these initial experiments, while
successful at demonstrating the quantitativeness, contrast, and sensitivity of in vivo MPI
images for implanted cells, are in themselves only proofs-of-concepts of the potential of MPI
for preclinical and clinical use. Building on the initial results from these experiments, studies
in the near future may use MPI for systemic imaging of labeled cells for novel diagnostic or
therapeutic applications.

One immediate application with potential for clinical translation may be to use MPI
for tracking endogenously labeled circulating macrophages and immune cells. These cells
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have been previously shown to migrate toward sites of inflammation and injury. Hence, a
technique to systemically image the dynamic biodistribution of these cells may represent a
promising avenue toward early diagnosis of inflammation-correlated diseases, such as tissue
injury, autoimmune disease, myocardial infarction, and cancer.

Another application that may build upon the results presented in Chapter 5 is the use
of MPI to image blood perfusion in tissue, particularly for imaging pulmonary perfusion.
Ventilation/perfusion (V/Q) imaging in nuclear medicine has long been a standard tech-
nique to diagnose lung diseases such as pulmonary emboli, which can be life-threatening. In
standard V/Q perfusion imaging, a large protein (typically aggregated albumin) is labeled
with a nuclear tracer like Technicium-99 and injected venously, where it becomes enlodged
in the pulmonary vasculature. However, these protein-tracer complexes cannot circulate to
sites with abnormalities in pulmonary perfusion, such as an embolized pulmonary arteriole.
Hence, dropouts in V/Q images may reveal sites of pulmonary disease. Results from our
MPI study to track venous injections of labeled mesenchymal cells in vivo also revealed that
SPIOs enlodged in pulmonary vasculature may be useful for assessing pulmonary perfusion.
Therefore, the use of MPI to image venous injections of SPIO-labeled albumin aggregates
may be a viable non-ionizing alternative to nuclear medicine techniques, enabling a safer
method of assessing lung disease.

In conclusion, I have described in this dissertation both technical advances in Magnetic
Particle Imaging that enable detector noise dominance to a preclinical MPI scanner for over
10-fold improvement in signal-noise ratio, as well as the first preclinical demonstrations of
MPI for in vivo cell tracking. It is important to note that MPI technology is still emerging;
many parameters in MPI remain to be optimized, such as pulse sequence design, gradient
strength, detector circuit topology, and nanoparticle size and composition. Recent years
have seen an increase in creative scanner designs and reconstruction techniques. Moreover,
current state-of-the-art scanners in MPI remain confined to academic institutions for the
foreseeable future. However, the future of the MPI field appears bright. The present state of
MPI is reminiscent of MRI in the early 1980s; the technology is rapidly developing and, with
good patient safety and the potential for high diagnostic value, has a clear path to clinical
translation. Thus, the field of MPI holds abundant promise for advancing the frontiers of
diagnostic medicine in detecting diseases earlier and with more sensitivity and specificity
than ever before.
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