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Abstract

Current-Mode Clocking and Synthesis Considering Low-Power and Skew

by

Riadul Islam

Over the past decade, power associated with the Clock Distribution Network (CDN) has played

an increasingly important role in the global integrated circuit industry. Since Complementary

Metal Oxide Semiconductor (CMOS) technology continues to shrink, new physical phenomena

are added to device/transistor behaviour. However, less attention has been given to add more

features to the interconnect materials.

In order to reduce the power associated with interconnect, researchers introduced

some efficient low power techniques like low-swing clock signaling, clock gating, and resonant

energy recovery clocking. Another very attractive signaling scheme, namely Current-Mode

(CM) signaling, can save significant power while maintaining high-frequency operation. How-

ever, a true CM clocking methodology for local and global CDNs has not been explored.

I propose a new paradigm for clock distribution that uses current, rather than voltage,

to distribute a global clock signal with reduced power consumption. While CM signaling has

been used in one-to-one signals, this is the first usage in a one-to-many CDN. To accomplish

this, I create a new high-performance current-mode pulsed flip-flop with enable (CMPFFE) us-

ing a representative 45nm CMOS technology. When the CMPFFE is combined with a CM

transmitter, the first CM clock distribution network exhibits 45.2% lower average power com-

pared to traditional voltage-mode (VM) clocks.

In addition, I propose the first CM clock synthesis (CMCS) methodology to reduce

overall clock network power with low skew. The method can integrate with traditional clock

routing followed by transmitter and receiver sizing. I validate the proposed methodology us-

ing ISPD 2009 and 2010 industrial benchmarks. This methodology saves 39 − 84% average

power with similar skew on the benchmarks using 45nm CMOS technology simulation of clock

frequencies range from 1-3GHz. In addition, the CMCS methodology takes 2.4−9.1× less run-

ning time and consumes 20 − 26% less transistor area compared to synthesized, buffered VM

clock distributions.
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Chapter 1

Introduction

Portable electronic devices require long battery lifetimes which can only be obtained

by utilizing low-power components. Recently, low-power design has become quite critical in

synchronous Application Specific Integrated Circuits (ASICs) and System-on-Chips (SOCs)

because the because the on-chip wires or interconnect in scaled technologies are consuming an

increasingly significant amount of power. Researchers have demonstrated that the majority of

this power is consumed by global buses, Clock Distribution Network (CDN), and synchronous

signals in general [28]. For example, the microprocessor dissipates 40%-70% of its total power

in its clock distribution network and latches [2, 58].

In addition to power, interconnect delay poses a major obstacle in high frequency

operation. Technology scaling reduces transistor and local interconnect delay while adversely

affecting global interconnect delay [43]. Moreover, the conventional structures of CDNs are

becoming increasingly difficult for multi-GHz Integrated Circuits (ICs) because skew, jitter,

and variability are often proportional to large latencies [23, 26].

Since the CDN consumes significant power, can limit maximum operation frequency

and can even cause functional failure, there has been a great deal of work on optimization

of clock distributions including resonant clocking [12, 22, 29, 48, 65]. There has also been an

equally impressive amount of work on different circuit designs or signaling techniques [16, 18,

28, 43, 45, 66]. Among different optimization techniques, resonant energy recovery clocking is

very promising. However, its implementation to microprocessors is limited due to the size of

inductor.

Prior to and in early Complementary Metal-Oxide Semiconductor (CMOS) technolo-

1



gies, Current-Mode (CM) logic was an attractive high-speed signaling scheme [5, 78]. CM

logic, however, consumes significant static power to offer these high speeds. Because of this,

standard CMOS Voltage-Mode (VM) signaling has been the de facto standard logic family for

several decades.

Low-swing and current-mode signaling, however, are highly attractive solutions to

help address the interconnect power and variability problems [18, 28, 33, 35, 36, 43, 66, 80]. In

global CM interconnect, the static power is often significantly less than VM dynamic power and

latency is significantly improved over VM. CM signaling schemes also offer higher reliability

since they are less susceptible to single-event transient upsets due to the absence of buffers with

source/drain diffusion areas that can be hit by high-energy particles.

Previous CM schemes have been used for long global wires or, more commonly, off-

chip signals [82]. Standard logic signals, however, have remained VM to benefit from the low

static power of CMOS logic. However, it is not practical to make each individual point-to-point

segment of the CDN CM, but the clock signal should still benefit from the power and reliability

of CM signaling. In this thesis, the power savings is maximized by creating a high-fanout

symmetric or near-symmetric clock distribution that feeds many CM Flip-Flop (FF) receivers.

Logic signals on the FF receivers retain VM compatibility with low-power VM CMOS logic in

the remainder of the chip.

1.1 Thesis Contributions and Outline

This thesis focuses on various issues associated with synchronous Very-Large-Scale

Integration (VLSI) interconnection and CDN for high-speed applications. These include par-

asitic resistance and capacitance, power, skew, crosstalk, and electromigration. The chapters

of this thesis are structured such that they can be read independently of one another, while, at

the same time, being part of one coherent unit. The brief description of the content of the six

chapters of this thesis are as follows:

Chapter 1: Introduction – Problem Statement and Research Motivation

In this Chapter, I present the bottleneck of present synchronous VLSI issues, particularly asso-

ciated with clock networks. I introduce the motivation of this research and a possible solution

to the existing problem.
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Chapter 2: Background – Preliminary Concepts of Interconnect Parasitics and

Different Signaling Schemes

In this Chapter, I present the interconnect trend, wire parasitics that come with interconnect (re-

sistance, capacitance). I also introduce wire parasitic analytical expressions and traditional wire

models. In order to measure the efficiency of different signaling scheme at different frequencies,

I also present analysis using a single test network applying different signaling schemes.

Chapter 3: Current-Mode Clocking – Suitable for Symmetric Clock Networks

In this Chapter, I present the existing CM clocking schemes with the pros and cons of these

schemes considering architecture, power, performance, and noise robustness. I introduce the

first CM Pulsed Flip-Flop with Enable (CMPFFE) as Receiver (Rx) circuit, and pulsed current

Transmitter (Tx) . I also introduce the previous high-performance VM FFs and compare with the

proposed CMPFFE considering the different aspect of FF. The result of this chapter motivates

the need to introduce an algorithm to work with CM clocking.

Chapter 4: Differential Current-Mode Clocking – Suitable for Symmetric Clock

Networks

In this Chapter, I present the existing differential CM clocking schemes along with their benefits

and pitfalls considering architecture, power, performance, and noise robustness. I then intro-

duce the first Differential CM Pulsed Flip-Flop (DCMPFF), and Differential Pulsed Current Tx

(DPCTx). I also present the differential CM clock distribution by integrating DCMPFF and

DPCTx.

Chapter 5: CMCS – Current-Mode Clock Synthesis

In this Chapter, I address the CM clock routing problem. I first present a new methodology

to ensure the proper functionality of CM clocking in an asymmetric network and improve the

global clock skew applying in an example network. I then introduce the proposed Current-Mode

Clock Synthesis (CMCS) methodology. I also compare the proposed CM methodology with the

existing VM methodologies to show the effectiveness of the proposed scheme.

Chapter 6: Conclusion – Major Contributions and Future Work

In this chapter, I summarize the major contributions of this dissertation and the possible direc-

tion of research to extend this work.
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Chapter 2

Background

The modern digital electronic system emerged with the invention of the transistor in

the year 1947 at Bell Laboratories. Next, the bipolar junction transistor was devised in 1949

which led to the first bipolar logic gate in 1956. After two years, Jack Kilby created the first

bipolar IC at Texas Instrument. However, due to the large power consumption associated with

the bipolar transistor family, Metal-Oxide Semiconductor Field-Effect Transistor (MOSFET)

took over. As a result of low-power and scalability, the modern semiconductor industry pro-

gressed based on CMOS technology.

Due to the advancement of CMOS technology, the density of transistor and speed of

integrated circuits have gone through a tremendous revolution in the last five decades [59]. The

silicon industry follows Moore’s law where the number of transistors integrated in a single die

grows exponentially [51]. The huge number of transistors in a die have lead the silicon industry

to integrate all the digital, analog, and data communication modules in a single chip. However,

most SOCs are interconnect limited since interconnect does not scale as well as the transistors.

Hence, designing interconnect with optimal power and performance budget has become very

critical for modern microprocessors.

The modern Central Processing Unit (CPU) that has defined the performance of a

computer for many years is facing several challenges. These bottlenecks can be identified as a

memory bottleneck (the bandwidth of the channel between the computer’s memory and CPU),

the power wall (the chips overall temperature handling capacity and power consumption) the

Instruction Level Parallelism (ILP) wall (the availability of enough discrete parallel instructions

for a multi-core chip). The latter bottleneck is mostly dependent on the computer’s Instruction
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Figure 2.1: Due to the bottleneck of power wall, battery capacity and the existing cooling system
the moderen microprocessor clock frequency is settled down in the range of 3-5GHz [37].

Set Architecture (ISA) and the availability of the resources and beyond the scope of this thesis.

However, the earlier two bottlenecks are depended on the low-level design issues (circuits, in-

terconnect). If we closely observe the clock frequency trend of the microprocessor in the last

twenty-four years, we can easily predict that in the upcoming years the processor speed will

settle down in the frequency range of 3-5GHz as shown in Figure 2.1 [37]. This bandwidth lim-

itation is largely because of overall power consumption of the system and the available cooling

system. The situation is even more critical for portable, mobile devices, such as laptops, tablets,

and phones, where the power wall hits much earlier. This is primarily due to the constraints of

battery capacity and limited or often fanless cooling.

2.1 Interconnect Trends

In order to ensure cost-effective advancements in the performance of integrated cir-

cuits, the International Technology Roadmap for Semiconductors (ITRS) projects the CMOS

technology advancement as shown in Table 2.1.

Due to the increasing number of devices and die size, the ITRS projected the require-
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Table 2.1: ITRS projects the CMOS technology advancement in terms of supply voltage, tran-
sistor size, and metal pitch scaling [3].

Calendar year 2013 2016 2020 2024 2026

Interconnect one half pitch (nm) 26.76 18.92 11.92 7.51 6.0

MOSFET physical gate length (nm) 20.17 15.34 10.65 7.4 6.2

# of interconnect levels 13 13 14 15 16

Supply voltage (V ) 0.85 0.77 0.68 0.61 0.57

Power index ( W
GHz−cm2 ) 2− 2.4 2.1− 2.7 2.5− 3 2.7− 3.5 3.1− 4

ment of 12-16 levels of metal interconnect. However, the number of metal layers has not grown

much past 10-12. This is mostly due to the overhead of vias in lower metal layers. As a result,

the interconnect delay often exceeds the gate delay. On the other hand the total interconnect

power can vary depending on the application of a system. Figure 2.2 shows the different power

breakdown of microprocessor and an Field-Programmable Gate Array (FPGA) design [58].

Clearly, from Figure 2.2, interconnect and clocks constitute majority of the power budget for

each class of devices.

Generally, interconnect scaling is broken down into global and local scaling. Accord-

ing to the ITRS report in 2012, the deep-submicron (less than or equal to the 16nm node) IC

industry is facing the following design issues/challenges with interconnect [3]:

• The rapid introduction of new materials/processes to meet high-conductivity and low-

dielectric permittivity requirements.

• Manufacturable integration including integration complexity, Chemical Mechanical Pla-

narization (CMP) damage, resist poisoning, dielectric constant degradation.

• New chip reliability issues with new materials and processes.

• Three dimensional control of interconnect features.
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Figure 2.2: Interconnect and clocks constitute majority of the dynamic power budget for micro-
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• Manufacturability and defect management that meet overall cost/performance require-

ments.

2.1.1 Local Interconnect Trends

In general, local interconnect are the lowest level of interconnects. Local interconnect

can be defined as wires that span within a functional block/unit [69]. They usually connect

transistor gates, sources, drains, and bodies in a CMOS technology. Since local interconnects

do not travel too far, they can be smaller and can afford high resistivity.

Figure 2.3 shows the representative diagram of closely packed interconnects in an

IC [62]. The parasitic resistance of an interconnect of dimensions (length = L,width =

W,height = H) can be written as

R = ρ
L

A
= ρ

L

WH
= R�

L

W

where ρ is the resistivity of the material, A is the cross-sectional area of the interconnect, and

R� is the resistance per square. In general, we calculate two components associated with inter-
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Figure 2.3: Large density of interconnects introduce fringing capacitance (Cfri) in ICs [62].

connect parasitic capacitance. The parallel plate capacitance can be realized by

Cpar = Koxεo
WL

Xox
(2.1)

where Kox and Xox are the dielectric constant and oxide thickness, respectively, and εo is the

permittivity of the free space. The other component is fringing capacitance associated with

neighboring metals and can be written as

Cfri = Koxεo
HL

Ls
(2.2)

where Ls is the spacing between two wires.

As technology progresses, it is projected that local interconnect delay will reduce

at the same pace as gate delay. Table 2.2 shows the two common scenarios for scaling of

local interconnect, considering S (< 1) as scaling factor. Due to the reduction of transis-

tor size and increase of design complexity, more interconnect are needed for signal transmis-

sion/communication. Therefore, interconnect width and spacing are reduced by a factor of S

with each generation, resulting in constant per unit capacitance. On the other hand the re-
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Table 2.2: In local wires, ideal scaling translates to a constant and quasi-ideal scaling translates
to slightly lower RC delay, respectively [69].

Interconnection Parameter Ideal Scaling Quasi− ideal Scaling

Linewidth, Length, and Spacing S S

Wire, and ILD Thickness S
√
S

Resistance (per unit length) 1
S2

1
S3/2

Capacitance (per unit length) 1 1

RC Delay 1
√
S

Line Current Density 1
S

1√
S

duction of wirelength directly translates to constant RC delay for local wires. In the case of

quasi-ideal scaling the vertical dimensions (wire and inter- layer dielectric (ILD) thickness) are

scaled slower than the horizontal dimensions (linewidth, length, and spacing), resulting in a tall

and narrow wire. The quadratic increase in per unit resistance is compensated by the slightly

larger interconnect thickness, resulting in slightly lower (i.e., as a factor of
√
S) RC delay.

2.1.2 Global Interconnect Trends

Global interconnect connects separate functional units and can have significantly

longer wirelength compare to local wirelength. While clock has both global and local inter-

connect. Unlike local wirelength, global wirelength is determined by the size of functional unit

and the size of chip.

Since the complexity of high-performance microprocessors, SOCs, and Network-on-

Chips (NOCs) continue to increase, the need for identifying the critical interconnect path and

floorplan become ever more critical. The chip performance and power are determined by this

critical interconnect (i.e., global interconnect) performance and power metrics. In order to

understand the overall impact of global interconnect on the performance of future technology

nodes, it is imperative to consider the scaling scenario of global interconnect.

Table 2.3 shows the common scaling scenarios of global interconnect considering

ideal and constant-dimension scaling. Since the chip sizes and functional unit sizes are not

9



Table 2.3: The global RC delay increases as a scaling factor of 1
S3 and 1

S in case of ideal and
constant dimension scaling, respectively [69].

Interconnection Parameter Ideal Scaling Constant− dimension Scaling

Linewidth, and Spacing S 1

Wirelength 1√
S

1√
S

Wire, and ILD Thickness S 1

Resistance (per unit length) 1
S2 1

Capacitance (per unit length) 1 1

RC Delay 1
S3

1
S

Line Current Density 1
S

S

shrinking in scaled technologies, the wirelength of global interconnect is not reducing. Hence,

the global RC delay increases as a scaling factor of 1
S3 and 1

S in case of ideal and constant

dimension scaling, respectively.

2.2 Different Signaling Schemes

The advancement of CMOS technology with innovative circuit topologies increases

the speed of synchronous ASICs and SOCs. This creates a demand for high global clock fre-

quency. In general, CMOS signaling schemes are VM. Since CMOS signals are terminated in

a MOSFET gate, resulting nearly infinite impedance at the final node. On the other hand, in a

CM signaling scheme, we process the current instead of voltage signal. The CM signals usually

terminate at the node with low-impedance, makes them less sensitive to Electrostatic Discharge

(ESD) stress compared to VM signals.

In the subsequent subsections, I discuss different VM, and CM signaling schemes,

reported in the literature. These were primarily point-to-point signaling.
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Figure 2.4: Conventional low-swing scheme utilizes dual-supply voltage and low-swing inter-
connect to save power [52].

2.2.1 Low-Swing Signaling

Reduced or low-swing signaling is very attractive in low-power design, in particular

this method directly improves the energy/bit of an interconnect or data transmission system. A

signaling scheme is considered to be an efficient design scheme and determined by the dynamic

switching energy, design complexity or area/routing, delay, and reliability (i.e., robustness to

process variation, voltage supply noise, and crosstalk noise).

A low-swing signaling scheme consists of a Tx/driver and a Rx circuit, and an in-

terconnect between them. Generally, low-swing schemes are based on level-converter circuits.

A conventional level converter circuit is shown in Figure 2.4 [52]. This scheme utilizes dual-

Supply Voltage (VDD) , where the high-VDD denoted as VDDH and low-VDD denoted as VDDL.

This scheme is based on a Differential Cascode Voltage Switch Logic (DCVSL) based Rx cir-

cuit. The Tx circuit is a simple buffer, the first inverter (I1 of Figure 2.4) has a high-supply

voltage while the second inverter (I2 of Figure 2.4) drives the interconnect line using a low-

supply voltage. The Tx generates a slow and energy efficient signal. A DCVSL-type Rx circuit

generates a full-swing output signal. This scheme enables large power savings compared to

traditional full-swing signaling schemes. However, it is highly susceptible to crosstalk noise.

Pseudodifferential interconnect is another low-swing on-chip interconnect [83]. Fig-
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ure 2.5 shows the pseudodifferential signaling scheme [83]. The Tx or the interconnect driver

uses NMOS transistors for both pull-up and pull-down. The Rx circuit is a clocked sense am-

plifier followed by a static Set-Reset (SR) latch. It has dual-pair of PMOS (P1-to-P4) input

transistors, with the gates of P1 and P3 connected to node d (i.e., termination end of inter-

connect), while the gates of P2 and P4 are being biased with REF and GND, respectively.

An equalizing PMOS (P8) transistor biased with GND connected between n1 and n2 nodes.

Similar to a traditional CMOS inverter sense amplifier circuit, this circuit has a cross-coupled

inverter pair (N1− P6 and N2− P7).

The circuit operation of pseudodifferential interconnect can be explained with the

reference of Figure 2.5. When node d reaches the desired level, the receiver circuit is enabled

by negative clk signal. If d is low the current drive of P1 is larger than that of P2, while current

drive of P2 and P4 are equal. Hence, B is pulled high and A pulled down to low by utilizing

cross-coupled inverter pair. An opposite transition is occurred when the node d is high (i.e.,

equal to REF signal). When the sense amplifier is pre-charged, the following static FF retains

the data value at the NOR based storage cell.

The major advantage of this scheme is it has a single interconnect wire, however, its

Rx exhibits most of the advantages of a differential sense amplifier such as low input-offset and

good sensitivity [28]. This scheme has high energy efficiency. However, the mismatch between
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distant REF and local REF signal can cause functional failure or use more energy. Moreover,

the stacked PMOS transistors require a large area to implement the receiver circuit.

2.2.2 Resonant Energy Recovery Clocking

Resonant energy recovery clocking has emerged with great potential to reduce active

clock power and release stringent timing budgets of high-performance digital ICs [60]. Reso-

nant clocking uses the CDN capacitance and an on-chip inductor to resonate at a fundamental

frequency.

In order to understand how energy recovery works and saves energy, I explore the

dynamic energy dissipation of a traditional CMOS logic gate. Figure 2.6 shows the output

voltage (Vout) and charging-discharging currents (iVDD
- iGND) of a standard CMOS gate. We

can precisely measure the dynamic energy dissipation of each cycle by using

EVDD
=

∫ ∞
0

iVDD
(t)VDD dt = VDD

∫ ∞
0

(CL
dVout

dt
)dt = CLVDD

VDD∫
0

dVout = CLV
2
DD,

(2.3)

Similarly, we can calculate the value of the energy ES , stored on the capacitor at the end of the
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transition, by integrating instantaneous power over the period using

Es =

∫ ∞
0

iVDD
(t)Vout dt =

∫ ∞
0

(CL
dVout

dt
)Voutdt = CL

VDD∫
0

VoutdVout =
CLV

2
DD

2
, (2.4)

Clearly, from Equation 2.3 and Equation 2.4, half of the energy (i.e., CLV
2
DD
2 ) dissipates in the

process of charging load capacitance at pull-up network (MP of Figure 2.6) while the other half

of the energy dissipates in the pull-down network (MN of Figure 2.6). Hence, energy recovery

clocking re-cycles the latter half of the energy that dissipates in the pull-down network using a

lumped inductor.

A traditional resonant clock circuit that is capable of absorbing the energy stored in

the electric field of circuit capacitance is shown in Figure 2.7. A lumped inductor is employed to

store and recycle the returned energy from the circuit capacitance into magnetic energy. Hence,

Cclk periodically charges and discharges through LC resonance, resulting in a resonant clock

output at Vclk node. In order to sustain oscillation and replenish I2R, the losses due to the

resistance of the circuit, a narrow positive pulse is applied to the NMOS (MN of Figure 2.7).

While, a narrow negative pulse is applied to the MP (PMOS) when the Vclk is going low-to-

high to avoid overshoot and kept the output at VDD level while maintaining the oscillation. This

scheme effectively removes the short-circuit current of the driver circuit. Now, we can write the
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natural oscillation frequency (fc) of the LC network, ignoring the damping factor as

fc =
1

2π

√
1

LCclk
(2.5)

Considering the resulting sinusoidal voltage at node (Vclk), we can write the average current

(Iavg) and average energy dissipation in each cycle as

Iavg =
ωV C

2
(2.6)

and

Er =
1

2
Iavg

2RT =
1

2

(ωV C
2

)2
RT =

1

2

(2πfcV C

2

)2
RT =

1

2
π2fcV

2C2R, (2.7)

respectively. Utilizing the resulting energy dissipation in Equation 2.7 and Equation 2.5 and

understanding the quality factor (Q =

√
L
C

R ) of a series (RLC) network, we can write the

energy dissipation of a resonant circuit as

Er =
π

4Q
CV 2

DD (2.8)

Comparing the energy dissipation of CMOS network (Equation 2.4) and resonant energy recov-

ery network (Equation 2.8) with the same capacitive load, we can come to a break even point of

the quality factor of a (RLC) network as

Qmin >
π

2
(2.9)

Hence, Equation 2.9 represents the minimum Q of a resonant energy recovery network to use

less power than a traditional CMOS network and also gives the direction to choose the appro-

priate inductor (L) model for tank circuit.

In the past decade, a number of test chips successfully demonstrated resonant clocking

implementation [12,14,65]. In the early years, resonant clocking was used in adiabatic circuits,

where charge stored in interconnect parasitic and internal dynamic logic gate nodes has recycled

into discrete or integrated on-chip inductors [4, 14].

In a similar approach, Chan et. al introduced uniform-phase, uniform-amplitude res-
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Figure 2.8: Components and topology of a resonant clock sector, local sector buffers, and global
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onant load global clock distribution network [14]. In this paper, on-chip spiral inductors were

used to resonate the clock sector/local clock network capacitance, while the global clock distri-

bution utilized buffers to drive the clock grids. Figure 2.8 shows the components and topology

of a resonant clock sector [14]. At 4.6 GHz resonant clock frequency, this scheme observed up

to 20% saving of clock power at 90nm node.

There have been equally impressive amounts of work done to attain more energy effi-

ciency. Researchers have applied global resonant clocking to global clock distribution networks

and used resonant clocking to drive the final sinks (i.e., FFs/latches) [48, 64].

Another prior approach applied resonant clocking to produce a standing wave clock

using an inductively loaded standing wave oscillator for global CDN [63]. Unlike a conventional

standing wave CDN, this network provide uniform phase and approximately uniform amplitude

clock signal throughout the network. However, this method utilized distributed LC network,
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which plugged in with area overhead, and amplitude variation in the clock signal may cause

functional failure of the final timing elements driven by these clocks.

Another attractive approach applied resonant energy recovery clocking to produce

traveling wave clock [17]. This paper is based on Rotary Traveling Wave Oscillator (RTWO)

that creates a traveling wave within a closed loop differential transmission line [77]. In RTWOs,

distributed inverters placed to sustain oscillation and to ensure rotational clock. However, the

clock phases are 180 ◦ out of phase creates design complications and requires clock recovery

circuit in order to have uniform phase clock output.

All the energy recovery resonant clocking schemes are frequency limited. In recent

years, the narrow frequency range of conventional resonant clocking was eliminated in Inter-

mittent Resonant Clocking (IRC) [8, 9, 24]. However, resonant clocking still requires an extra

inductor and inherently has high signal rise/fall time due to the sinusoidal output signal. We

provide same with more evidence on that in Section 2.3.

2.2.3 Current-Mode Signaling

CM signaling scheme offers low-energy with higher reliability. Moreover, this scheme

is less susceptible to high-energy particle induced single-event transients. Nearly 20% of overall

sequential soft error rate is reported due to a clock node upset [32, 50].

In a CM signaling scheme, a transmitter utilizes a VM input signal to transmit a

17



Delay Element 

Bias circuit

Bias circuit
Interconnect 

Model

Transmitter

Receiver

In

Figure 2.10: Expensive variation tolerant CM signaling scheme consumes large static and dy-
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current with minimal voltage swing into an interconnect (transmission line), while a receiver

converts current-to-voltage providing a full swing output voltage. In the early stages CM sig-

naling scheme applied to current sense amplifiers for CMOS Static Random-Access Memories

(SRAM) [66]. This paper modeled long interconnects bit line as an RC network and analyti-

cally showed the significant improvement of CM signaling delay compared to VM signaling.

Another interesting CM signaling scheme reported by Katoch and his colleagues [43],

as depicted in Figure 2.9. The scheme is based on a dynamic over-driving transmitter with a

strong and weak driver. The strong driver turns ‘ON’ for short duration depends on the switching

threshold of feedback inverter (I2 of Figure 2.9), while the weak driver provides a small static

current to the line. The receiver circuit consists of a low-gain inverter amplifier and a controlled

current source. The feedback from the amplifier provides necessary bias voltage at the input

node of the receiver network for appropriate current sensing. Moreover, this schemes tackles

the problem associated with the receiver line Common-Mode Voltage (VCM ) swing by using

feedback at the receiver circuit. In order to compensate for VCM shift, a feedback connection

from the output node injects appropriate amount of current to the receiver input node. However,

due to the long transmission line it is likely to have different voltage at transmitter output and

receiver input nodes, resulting rise-time and fall-time mismatch in the output [18].

Other researchers presented a variation tolerant CM signaling scheme for on-chip
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interconnects [18]. The major contribution of this work is to design a variation tolerant CM Tx

with corner-aware bias-circuitry. Figure 2.10 shows the variation tolerant CM scheme including

receiver and transmitter circuits [18]. Similar to the dynamic over-driving Tx based CM scheme

approach, this Tx has a strong and weak driver. However, one of the NAND-NOR gates input is

fed from a delayed version of clock signal instead of that feedback connection (see Figure 2.9

and Figure 2.10). Unlike the dynamic over-driving Tx based CM scheme [43], it has a variation

tolerant bias network for the Tx circuit. In this scheme, the Rx circuit provides low-impedance

to the ground and holds the terminal point at the switching threshold. However, this comes at

the expense of large static and dynamic power when compared to the other CM techniques and

makes it unattractive compared to existing VM clock signaling.

2.3 Preliminary Experiments

2.3.1 Experimental Setup

In order to compare the propagation delay (tpd), power consumption, and average

rise/fall time (trf ) of different schemes, I implemented a test network using a 5mm interconnect

wire as shown Figure 2.11. The interconnect RC parasitics were extracted from Predictive

Technology Model (PTM) [31] considering top global metal layer using interconnect width =

0.8µm, spacing = 0.8µm, thickness = 2µm, height = 1µm, dielectric− constant = 2.5.

In this experiment, I utilized the conventional level converter circuit based low-swing

scheme [52], a resonant energy recovery signaling [4], a dynamic over-driving Tx based CM

signaling scheme [43], and a traditional buffered VM scheme implemented with a 45nm CMOS

technology model [55]. The power-performance of each scheme was evaluated considering

frequencies from 1 − 3GHz (typical global clock frequency range) and a 1V supply voltage.

However, for the low-swing scheme in addition to a regular supply voltage, I used a low-supply

voltage (VDDL = 0.8V ).

2.3.2 Results and Comparisons

Table 2.4 shows the propagation delay, power (static and dynamic), and average rise-

fall time comparison of the different signaling scheme on a 5mm interconnect. As expected, the

repeater based buffered VM signaling scheme consumes the highest power at all the frequencies
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Figure 2.11: In order to measure the power-performance of different signaling scheme, I used
5mm interconnect line modeled as distributed R − C network driven by respective Tx circuits
and the final node of the interconnect is connected to the Rx circuits that provides a full-swing
output voltage.

due to the full (0 − to − VDD) voltage swing in the interconnect. On the other hand, the

dynamic over-driving Tx based CM scheme consumes the lowest power due to the negligible

voltage swing on the interconnect. In particular, the CM scheme consumes 58% to 72% less

power compared to the buffered VM signaling scheme from 1-3GHz frequency as shown in

Figure 2.12.

Among all the signaling schemes, resonant energy recovery signaling has lowest prop-

agation delay and buffered scheme has largest propagation delay. At 3GHz, the CM signaling

scheme has 38% higher propagation delay than the resonant signaling scheme due to the large

Rx circuit delay. In addition, the low-swing signaling scheme has the lowest rise time and

resonant energy recovery scheme has the highest rise time.

2.4 Summary

In this Chapter, I presented, the interconnect trends considering local and global wire

routing. I also presented different low-power VM and CM signaling schemes. In order to

compare efficiency, I performed analysis on a 5mm interconnect line by implementing the dif-

ferent signaling schemes. Among all the schemes dynamic over-driving Tx based CM scheme

consumes lowest power [43], while traditional buffered based VM scheme consumed highest
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power. In addition, the resonant energy recovery signaling has 62% to 65% lower tpd compared

to the buffered signaling scheme. However, the most important observation of this preliminary

experiments were the power consumption of CM scheme increases proportional to frequency at

a much slower rate than the other signaling schemes as shown in Figure 2.12.
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Figure 2.12: The CM scheme consumes 58% to 72% less power compared to the buffered VM
signaling scheme from 1− 3GHz frequency.
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Chapter 3

Current-Mode Clocking

In this Chapter, I present the first true CM CDN and a new CM pulsed D-type FF

where the Clock (CLK) input is a CM Rx and the data input (D), an active low enable (EN ),

and output (Q) are VM. This enables CM clocking with VM logic. In particular, the key contri-

butions of this Chapter are the first demonstration of a CM clocked FF, the effective integration

of the CM FF with VM CMOS logic, the power consumption comparison of CM CDN and VM

CDN at different frequencies and the noise and variability analysis of CM and VM CDN.

3.1 Existing Current-Mode Clocking

CM clocking is very attractive for high-performance, high-noise immunity, and low-

power operation. However, CM CDNs have been researched very little. According to my best

exploration, only two previous work proposed CM clocking schemes [42, 53]. One method

utilized CM signaling on symmetric H-tree [42], while the other applied CM signaling on a

symmetric NOC design [53].

The representative CM scheme in Figure 3.1 uses a CMOS inverter as the Tx while the

Rx is based on a transimpedance amplifier [53]. The amplifier output node ‘X’ drives the large

NMOS M6 to saturation, resulting in low impedance path to ground for the input current sourced

by the driver. The diode connected PMOS M7 regulate the transconductance of M5 while, M3

provide the negative feedback and modulate the input impedance. The two output inverters

aided the amplifier to provide a rail-to-rail output voltage. This scheme provides significant

delay improvement over VM schemes, but the receiver line voltage swings around the (VCM ).
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Figure 3.1: Expensive transimpedance amplifier receiver CM scheme exhibits significant skew
due to VCM shift if applied to CDNs [53].

The shift of VCM causes a large skew in a CDN [42].

3.2 Overview of Existing Pulsed Flip-flops

The proposed CM clocking uses an Rx circuit as an edge-triggered pulsed FF. Hence,

in this section, I would like to discuss the Traditional Pulsed FF (TPFF) and a recently reported

high-performance pulsed type FF. The basic idea of a pulsed FF is to generate a small trans-

parent window to latch data at the rising or falling edge of the input CLK signal as shown in

Figure 3.2. A pulsed type FF inherently exhibits negative setup time, makes it more attractive

than a regular master-slave FF. The delay between the rising edge of the CLK and the pulsed

signal (CLKG) can be defined as the negative setup time.

Figure 3.3 shows the schematic of a TPFF. It has an input stage to generate the pulsed

signal (less than 50% duty cycle), a register stage, and a storage cell. When the CLK signal is

low node ‘A precharged to high. At the rising edge of the CLK, the two inputs of AND gate is

high for a brief period of time resulting a voltage pulse (CLKG) at the buffer (X1-X2) output.
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Negative setup time

Transparency window

CLK

CLKG

data

Q

Figure 3.2: The Pulsed FF creates a transparency window after a certain delay to latch data at
the storage cell; that delay can be defined as the pulsed FF negative setup time.

For TPFF the accumulated time delay of the AND gate and the buffer (X1-X2) is the negative

setup time. The generated CLKG signal triggers data to the storage cell as shown in Figure 3.2.

This FF consumes low power at low-frequencies and has a large negative setup time. However,

this FF consumes high-dynamic power at high-frequencies and will be discussed in detailed in

Section 3.5.3.

In a recent work, Dual Dynamic node hybrid Pulsed FF (DDPFF) has a low Clock-to-

Q (CLK-Q) delay [1]. The schematic diagram of DDPFF is shown in Figure 3.4. Unlike TPFF,

this FF has two storage cells (I1-I2 and I3-I4). The DDPFF creates a transparency window in

the overlap of CLK and CLKB signal at the rising edge of the CLK signal. This FF consumes

low power, however, requires large silicon area.

Another recent work uses Conditional Pulse Enhancement technique in a implicit-
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Figure 3.3: At the rising edge of the CLK signal the TPFF explicitly generates the pulsed signal
(CLKG) that triggers data at the register stage to store at storage cell.

pulsed trigger FF (CPEFF) [30]. This FF has very low CLK-Q delay and exhibits low-power

operation. However, the CPEFF has large hold time due to the pulse-enhancement architecture.

3.3 Challenges

Traditionally, CM signaling schemes offer low-power and high-performance opera-

tion. Hence, devising a new CM clocking scheme that can save more power with maintaining

the same performance is our primary challenge. However, the traditional CM clocking schemes

used a receiver circuit as current-to-voltage converter and buffers to drive highly capacitive

sinks. So, designing a CM FF that can eliminate the requirement of extra buffers and efficiently

work with traditional VM scheme is our primary goal.
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Figure 3.4: Using the rising edge of the CLK and delayed version of inverted CLK (CLKB)
signal the DDPFF implicitly generates the pulsed signal that triggers data at the register stage
to store at storage cell [1].

3.4 Proposed Current-Mode Clocking

All of the previous CM clocking schemes perform current-to-voltage conversion and

then use the buffered VM signal. However, driving the lowest level of a CDN with a full-swing

voltage result in large dynamic power in addition to significant buffer area to drive the clock

pin capacitances. Hence, a new high-performance CM scheme without final buffers can reduce

overall power consumption and silicon area of a CDN.

3.4.1 Proposed Current-Mode Pulsed Flip-flop with Enable (CMPFFE)

Figure 3.5 and Figure 3.6 show the circuit and simulation data of the proposed current-

mode pulsed DFF with enable (CMPFFE). The CMPFFE uses an input Current-Comparator

(CC) stage, a register stage, and a static storage cell. The CMPFFE also uses an active-low

enable (EN ) signal. The CC stage compares the input push-pull current with a reference current

and conditionally amplifies the CLK to a full-swing voltage pulse that triggers the data to latch

at the register stage. The feedback pulsed FF is in stark contrast to the previous CM schemes

which utilized expensive Rx circuits and buffers to drive the final FFs .
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The choice of push-pull current enables a simple Tx circuit (discussed further in Sec-

tion 3.4.2) while maintaining a constant (or at least low-swing) bias voltage on the CDN in-

terconnect. The CMPFFE in Figure 3.5 is only sensitive to unidirectional push current which

provides the positive edge trigger operation of the FF. This design is easily modified using a

complementary current comparator into negative clock edge FF using the pull current.

In order to efficiently receive an input pulse current, a CM Rx requires a low input

impedance (Zin). A small signal analysis at the input of the proposed CMPFFE ensures the low

Zin according to

Zin =
1

gm1 + gm2
(3.1)

where gm1 and gm2 are the transconductance of transistor M1 and M2, respectively. The input

impedance of the proposed CM FF is also identical to the previously reported variation-tolerant

CM signaling Rx [18].

Traditionally, CM Rx/logic circuits consume a significant amount of static power even

when the circuits are in sleep mode. Our CMPFFE incorporates an active-low enable (EN )

signal that, when low, connects PMOS (M4) to vdd for normal operation. On the other hand, it

disables the static current I1 in stand-by mode when high. Since internal node B is decoupled

in this stand-by mode, an additional transistor M7 is required to ground the internal CLK node

and prevent any unintentional latching of input data. Transistor M7 is disabled during normal

operation. Adding an extra ‘OFF’ transistor will introduce a stacking effect in the CC [61].

Since the leakage of a two-transistor stack is an order of magnitude less than the leakage in a

single transistor, resulting significantly lower leakage current in M4 [79]. The peak CMPFFE

leakage current is 2.4µA, significantly smaller than the peak switching current of 134µA in

active mode. However, global EN routing requires extra metal resources. Since the proposed

CM scheme does not require buffers in the CDN, it is not difficult to globally route EN .

In the input stage, the reference voltage generator (Mr2-Mr3) creates a reference cur-

rent (Iref1) that is mirrored by M4 and generates I1. Similarly, the M1-M2 pair creates the FF

reference current (Iref2) which is combined with the input current (i in); this current is then

mirrored by M5 to I2. A PMOS (Mr1) is added to replicate the voltage drop of M3.

It is possible to use a local or global reference voltage generator for the input gate

voltage of M4. Using a global reference can increase the robustness by reducing transistor mis-

match between FFs. Hence, I used a global reference voltage generator that distributed across
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Figure 3.5: The Proposed CMPFFE uses current-comparator and feedback connection to gen-
erate a voltage pulse that triggers a register stage to store data in the storage cell.

the whole chip, when I integrate the CMPFFE with the CM CDN. This also saves two transis-

tors per FF and reduces static power with a negligible performance penalty. Unlike corner-aware

reference voltage generators [18], I used a simple three transistors global reference voltage gen-

erator as shown in Figure 3.5. In addition, CM signaling eliminates the requirement of CDN

buffers, which reduces significant active area and makes easier global reference routing.

The mirrored currents I1 and I2 are compared using the inverting amplifier (A1) at

node B and further extended to a CMOS logic level at node C by another inverting amplifier

(A2). The inverter pair (X1-X2) generate the required voltage pulse duration before the feed-
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Figure 3.6: Simulation waveforms confirm the internal current-to-voltage pulse generation
(clk p) that triggers input data capture.

back connection in M6.

The feedback connection from the generated voltage pulse with M6 quickly pulls

down the current comparator node B which facilitates generating a small voltage pulse and

results in fewer transistors in the register stage. In addition, I properly size the X2 inverter

so that it can efficiently drive the clock capacitance of register stage without affecting circuit

performance.

Figure 3.7 shows the transfer characteristics of the proposed CMPFFE based on input

current and voltage pulse (clk p) generation. Figure 3.7 identifies three regions of operation of

the proposed FF. In region 1, the input current is≤ 0, and node B starts discharging from steady

state resulting in a high voltage (very low swing 980mV − 850mV ) at the A1 output. Hence,

the clk p signal stays at 0. In region 2, the input current is (0 < i in < 1.5µA), and node B

starts moving towards steady state to high. However, the swing is not large enough resulting in

a low clk p signal. In region 3, the input current is≥ 1.5µA, and the voltage swing at node B is

large enough so that the amplifiers and inverter chain can generate required voltage pulse (clk p

goes low to high Figure 3.6) for the register stage.
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Figure 3.7: The proposed CMPFFE generates an output voltage pulse depending on the input
current and also complementing the edge-triggered operation.

The register stage is similar to a single-phase register [81], but requires fewer transis-

tors and has a reduced clock load compared to other pulsed FFs. The current-generated voltage

pulse triggers storing data in the output storage cell.

The sizing of M6 is critical to the voltage pulse; I use a minimum sized NMOS tran-

sistor with unity aspect ratio. The width of the generated clk p is also sensitive to the width and

amplitude of input current (i in). The amplitude of i in strongly affects the FF performance by

changing the operating point of M5 and adding extra delay to generated clk p signal. In order

to achieve minimum CLK-Q delay, the ideal input current has a ±2.3µA amplitude and 70ps

pulse width. This can be guardbanded to tolerate noise and variation.
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3.4.2 Current-Mode Transmitter and H-Tree Distribution

In order to integrate the CMPFFE, I need a reliable transmitter that can provide a

push-pull current into the clock network and distribute the required amount of current to each

CMPFFE. Figure 3.8 shows the possible current Tx circuit and also can fulfill the present pur-

pose. The basic idea is to construct a short positive (negative) pulse around the rising (falling)

edge of the clock. The transmitter receives a traditional voltage CLK from a Phase-Locked

Loop (PLL) or a CLK divider at the root of the H-tree network and supplies a pulsed current to

the interconnect which is held at a near constant voltage. The clock distribution is a symmet-

ric H-tree with equal impedances in each branch so that current is distributed equally to each

CMPFFE leaf node.

The pulsed current Tx in Figure 3.8 is similar to previous transmitter circuits [18,43],

but I have used an NAND-NOR design. The NAND gate uses the CLK signal and a delayed

inverted CLK signal, clkb, as inputs to generate a small negative pulse to briefly turn on M1.

Hence, the PMOS transistor briefly sources charge from the supply while the NMOS is ‘OFF’.

Similarly, the NOR gate utilizes the negative edge of the CLK and clkb signals to briefly turn

‘ON’ M2. Hence, the NMOS transistor briefly sinks current while the M1 is off. The non-

overlapping input signals from the NAND-NOR gates remove any short circuit current from the

transmitter.

The Tx M1 and M2 device sizes are adjusted to supply/sink charge into the CDN. The

root wires of the CDN carry the current that is distributed to all branches so the sizing of CDN

wires is critical for both performance and reliability. If the resistance of the wire is too high,

the current waveform magnitude and period will be distorted and affect the performance of the

CMPFFEs. The wire width must also consider electromigration effects while carrying a total

current to drive all the FFs with the required current amplitude and duration.

The current transmitter is simple and occupies small silicon area due to a small num-

ber of gates. Moreover, I can easily fix the output voltage to a constant level, by changing the

size of M1 (PMOS) and M2 (NMOS) transistors. Depending on the bias requirement of the

proposed receiving CMPFFE, I can adjust the transistor size in order to supply/sunk appropri-

ate charge at the output node. It is worth mentioning that I can also vary the generated current

pulse width by changing the number of inverters inside the delay element.
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3.5 Experiments

3.5.1 Experimental Setup

I implemented the proposed CMPFFE, a traditional VM Master-Slave DFF (MSDFF),

a TPFF [44], a high-performance CPEFF [30], and a recently reported low-power DDPFF [1]

in FreePDK 45nm CMOS technology [55]. Each FF is compatible with a standard cell library

height of 12 horizontal M2 tracks. The layout areas, maximum CLK-Q delay, Setup Times

(ts), Hold Times (th), and total power are listed in Table 3.1. The performance of the FFs was

evaluated using post-layout SPICE simulation at CLK frequencies from 2 − 5GHz with less

than 10ps slew and a 1V supply voltage. The power considers input data at 100% activity and

4 minimum size inverter load.

In order to validate the functionality of the CM Tx and the proposed CMPFFE in a

CDN, I implemented a symmetric H-tree network spanning 1.2mm× 1.2mm. Each branch of

clock tree is modeled as a lumped 3-component Π-model and then connected together to make

a distributed CDN model [59, 76]. The interconnect unit capacitance and resistance values are

as suggested by 2009-2010 ISPD Clock Synthesis contest [70, 71]. In addition, it is reasonable

to model clock network as RC wires instead of RLC wires as suggest by 2010 ISPD Clock

Synthesis contest [71]. The primary reason is the total clock network resistance is much higher

than the total inductive reactance [84] for nominal global clock frequency range (≤ 5GHz).

The functional simulation results with the resulting output current are shown in Figure 3.9.

3.5.2 CMPFFE Analysis

The CMPFFE consumes 5.3% and 26% less silicon area compared to the recently

reported CPEFF and DDPFF, respectively. The proposed FF uses 25 transistors and the VM

TPFF and MSDFF use 26 and 20 transistors, respectively. While CPEFF and DDPFF use 23 and

22 transistors, respectively. In order to work in all process corners, I used 4 extra transistors in

the pulse generation of the later 2 FFs. Figure 3.10 shows the layout of a MSDFF, a TPFF [44],

and the proposed pulsed FF.

The CLK-Q delays of the FFs are measured under relaxed timing conditions – the

data is stable sufficiently before the arrival of the clock edge. This applies both to the rising

edge of the VM signal and the current pulse for the CM clock. In a VM FF, I considered 50%
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Table 3.1: The proposed CMPFFE is 87% faster and similar area compared to the TPFF but
consumes more static power.

TypesofFF Area
Delay (ps) Total Power (static+ dynamic) (µW )

(µm2) CLK −Q ts th 2GHz 3GHz 4GHz 5GHz

MS DFF 5.03 37.0 21.0 5.0 49 73 98 122

TPFF [44] 7.48 75.5 −46.0 87.0 77 103 137 171

CPEFF [30] 7.75 25.0 −10.0 130 60 89 117 149

DDPFF [1] 9.86 33.0 −5.0 14 62 95 123 155

CMPFFE 7.34 40.3 −15.8 46.6 141 151 168 183

input CLK transition to 50% FF output (Q) transition as the CLK-Q delay of a VM FF. Similar

to a VM FF, in CM case I considered 50% ideal input current (2.3µA) transition to 50% Q

transition as the CLK-Q delay of CM FF. Table 3.1 shows the maximum CLK-Q delay for both

high-to-low and low-to-high Q transitions. Among all the FFs, the CPEFF has the lowest CLK-

Q delay. However, low CLK-Q delay and negative setup time also introduce large hold times

for an FF. Clearly, the CMPFFE has a lower CLK-Q delay than the TPFF but is only slightly

slower than the MSDFF. The DDPFF has 18% lower CLK-Q delay than the proposed FF, but

the proposed FF has 13% lower data-to-Q delay.

Figure 3.11 shows the Monte-Carlo (MC) simulations of CLK-Q delay of the pro-

posed CMPFFE under varying process and mismatch conditions at 25◦C. The MC simulations

results demonstrated the resiliency of the proposed CM clocking scheme due to process varia-

tion and mismatch.

I also measured the ts and th times for each FF. These use the common definition

as the time margin that causes a CLK-Q delay increase of 10% beyond nominal. The ts and

th of the CMPFFE are −15.8ps and 46.6ps, respectively. The setup time of the CMPFFE is

1.75× lower than the traditional MSDFF. In addition, recently reported CPEFF has 2.8× more

th compared to the proposed CMPFFE. The CMPFFE has 3.2× better ts, but also has 3.3×
more th compared to the DDPFF.

Table 3.1 presents the total power including both static and dynamic. At low frequen-
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Figure 3.10: The layout of an MSDFF, a TPFF, and the proposed CMPFFE.
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Figure 3.11: The resiliency of the proposed CM scheme is demonstrated through non-uniform
Monte-Carlo process variations and mismatch simulations.

cies, the CMPFFE consumes higher power than the TPFF, CPEFF, DDPFF, and MSDFF due to

a high static power overhead. However, the dynamic power of the CMPFFE increases propor-

tionally to the frequency at a slower rate than the other VM FFs. At high frequencies, the power

consumption of the CMPFFE is comparable to the TPFF and the CPEFF.

The FF power, however, does not represent the overall power consumption of a CDN

because interconnect and buffers are major contributors. In Section 3.5.3, I show that the power

savings in the CDN is worth the increase in CMPFFE total power despite the additional static

power.

3.5.3 CM CDN Analysis

The total system power consumption of a CDN includes the CDN interconnect, buffer

power and the FF power consumption. When measuring the total power consumption, I have

considered different number of sinks distributed in different size chips followed by the refer-

ences provided by 2009-2010 ISPD Clock Synthesis contest (i.e. sinks per unit area is the same

in each case) [71]. In order to supply the required amount of current to each sink, I used dif-
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Table 3.2: The relative sizing of a current-mode transmitter at Figure 3.8 increases 6x in each
case.

No. of sinks Chip-edge (mm) Txs relative sizing

4 0.48 WM1 = 1, WM2 = 1

16 0.96 WM1 ≈ 6, WM2 ≈ 6

64 1.92 WM1 ≈ 36, WM2 ≈ 36

256 3.84 WM1 ≈ 216, WM2 ≈ 216

1024 7.69 WM1 ≈ 1296, WM2 ≈ 1296

ferent size Txs depending on the size of chip and number of sinks. Table 3.2 presents the Tx

sizing for different number of load and chip size. Theoretically, the Tx size should increase

4×, since I am increasing number of sinks in the same manner. However, the chip size also

doubled in each case, resulting approximately 6× increase of Tx size. The control circuitry in

the Tx may require size increases or buffers to drive a larger capacitive load when M1/M2 sizes

in Figure 3.8 are increased.

In a VM CDN, the dynamic switching power of the interconnect and CLK load capac-

itances along with CLK buffers dominate the power consumption. In a CM CDN, the power due

to small fluctuations in VCM and the Tx power contribute, but the static power of the CMPFFE

dominates. In both cases, the number of sinks and chip dimensions increase the total power

consumption.

I use the same H-tree model in both the CM and VM CDN, but buffers drive the

VM CDN instead of the CM Tx circuit. The VM buffered network is optimized for an output

clock signal with less than 20ps slew from 2− 5GHz. Since the proposed CM FF is pulsed by

nature, the VM CDN considers several pulsed FFs (TPFF [44], CPEFF [30], DDPFF [1]) and

also considers the MSDFF as a reference. In order to facilitate normal CMPFFE operation, I

used an active low (EN ) signal and also included the required routing power in the CM CDN

power calculation.

Table 3.3 shows the power breakdown of the VM and CM CDN’s simulation of clock

frequencies ranging from 2 − 5GHz. The total power consumption of CMPFFE system in-

cluding EN signal routing, global reference routing, CM Tx, CMPFFEs power, and CM CDN
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power. On average, the CM CDN consumes less power than the VM CDN for all sizes of CDN

at different frequencies. This is due to the large dynamic power consumption due to the volt-

age swing (0-to-VDD) in the VM CDN, whereas the CM CDN has negligible voltage swing as

shown in Figure 3.9.

Among different FF systems, the CM FFs consume higher power than the other VM

FFs. However, VM interconnect power dominates the CM FF power even at small sizes. The

real advantage is that the CM CDN power does not increase like the VM CDN power over

frequency. Since the fluctuation of VCM is relatively small, the dynamic power consumption

of the CM CDN is negligible. At a low 2GHz clock frequency, the CM CDN system with

the number of CMPFFEs ranging from 4 to 1024 exhibits total power savings of 9% to 32%

compared to an MSDFF system. At the same frequency, the proposed system with 1024 sinks

shows a total power savings of 33% and 38% compared to the TPFF system and CPEFF system,

respectively.

As expected and suggested by Table 3.1, I observed a linear increase in total power

savings with the increase of frequency using CM CDN compared to a VM CDN as in Fig-

ure 3.12. At 5GHz in particular, the CM CDN system exhibits 51% to 67% total power savings

considering 4 to 1024 sinks. The primary reason behind that is at high frequencies the relative

power consumption of the VM FFs and CMPFFE is nearly equal. At 2GHz the CM CDN

system saves up to 33% average power compared to other VM CDN. While at 5GHz the CM

CDN system saves 59% to 62% average power compared to other VM FFs (MSDFF, CPEFF,

TPFF, and DDPFF) system as shown in Figure 3.12.

In addition to the dynamic power consumption of VM and CM CDN, I also measured

the static power consumption of the largest CDN network with 1024 sinks. The total static

power consumption for CM CDN with no clock activity is 154µW . In the same conditions,

the total static power consumption of the VM CPEFF system is 186µW . The results are nearly

the same and the difference is negligible compared to the dynamic power consumption of each

CDN.
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Figure 3.12: The average power savings of the CM CDN system increases proportional to the
frequency compared to the other VM FF based CDN scheme Table 3.3.

3.5.4 Reliability Analysis

Unlike an exponentially tapered H-tree [20, 41, 57], I used homogeneous wire siz-

ing from the root to each sink, and verified the maximum current density of CM CDN in the

root wire to be 0.275MA/cm2 which is less than VM CDN, 0.53MA/cm2. This more than

satisfies the ITRS suggestion that current density be limited to 1.5MA/cm2 [3]. Therefore,

electromigration is not a problem for the demonstrated sizes.

3.5.5 Noise Analysis

In order to measure the noise immunity, I compare crosstalk noise simulations for

both CM and VM. Figure 3.13 shows the testbench to analyze the effects of crosstalk noise on
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Figure 3.13: Traditional VM schemes are most susceptible to crosstalk noise, when the aggres-
sors are 180◦ out of phase compared to the victim line.

traditional VM buffer driven interconnects. This experiment is commonly used to quantify the

effect of coupling capacitance on dynamic delay due to the switching activity of neighboring

nets that have significant coupling to the original circuit. In scaled technologies, traditional VM

schemes are most susceptible when the aggressors are 180◦ out of phase compared to the victim

line.

Figure 3.13 mimics the worst case crosstalk by considering 3 parallel interconnec-

tions (5mm long) driven by variable impedance drivers/buffers (VM). Hence, the victim line

experiences an effective capacitance which is double than the original coupling capacitance.

Each 5mm interconnect line was buffered/segmented every 1mm. In this case, the simulation

shows that victim line delay can increase up to 35%.

In the CM design, two aggressors are driven by VM buffers, while the victim line

is a CM Tx. Simulations suggest that the CM scheme exhibits negligible performance penalty

and more robustness to noise because the CM victim line has a much larger capacitance with-

out buffering. This means that the relatively short neighbouring VM aggressor lines have less

crosstalk coupling and therefore less influence on CM delay. Unlike VM CDN, the CM CDN

requires a global reference voltage and active low enable (EN ) signal routing for the CMPFFEs.
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Since the centralized reference voltage and EN signal both are the constant voltage, these have

a minimum effect due to crosstalk noise. In addition, the wire capacitance is large so it is not

affected much.

3.5.6 Variability Analysis

Transistor Threshold Voltage (VTH ) may be affected by variations in doping concen-

tration, gate oxide thickness, gate length effective dimension, etc. [19]. Unlike crosstalk noise,

VTH mismatch can introduce large skew in a clock network. Hence, quantifying VTH induced

clock skew is very critical for the reliability of the clock network.

We considered the worst case corner for both the CM and VM CDN. For CM, this

is with VTH variation only in the CM Tx and CM FFs because it does not use other buffers.

However, the CM Tx is shared and adds zero skew. For VM, this includes variation in the

VM FFs and the clock buffers. Traditionally, CLK skew is measured at the CLK pins of the

FFs. However, I wanted to include the impact of variability on the new FF so skew is measured

at the FF output. This effectively includes CLK-Q variation in addition to normal CLK skew

variation. Figure 3.14 shows an example to calculate skew due to VTH variation at Slow-Slow

(ss)-Fast-Fast(ff) corner. In CM CDN, I calculated the time delay considering input CLK signal

transition of the CM Tx and the output of both CMPFFEs with ss VTH and ff VTH . The delay

difference is the skew in CM case. Similarly, I calculated the skew in VM CDN considering

CLK transition at the root buffer to the output of VM FFs with ss VTH and ff VTH .

Table 3.4 shows the effect of worst corner VTH variation on different CDN skews.

The traditional VM MSDFF, CPEFF, and DDPFF based CDN show comparable skew at all

corner variations. In the ff-ss corner, the CM CDN clock has 17ps skew while classic MSDFF

based VM CDN has 33ps. In addition, the proposed CMPFFE-based CM CDN exhibits 51%

and 60% less skew compared to the CPEFF and TPFF based CDN, respectively. This is due to

fact that the VM CDNs uses buffers to distribute the highly capacitive clock to the sinks.

As mentioned earlier, the performance of CMPFFE is sensitive to the width and am-

plitude of its input current (i in). I performed numerous simulations aimed at determining the

sensitivity of the clock to output delay of the CMPFFE as a function of the input current. Fig-

ure 3.15 shows the variation of this CLK-Q delay relative to input current amplitude and Pulse

Width (PW) variations. I define the current sensitivity of the CLK-Q delay as the slope of the
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Figure 3.14: In ss-ff corner, the proposed CM CDN has up to 60% less skew compared to other
VM CDNs.

approximated linear trendline of the CLK-Q delay curves. I utilized the minimum input current

(i.e. ±2.3µA) and varied it up to 2× considering different PW.

At PW = 70ps, the current sensitivity on the CLK-Q delay is the highest and while

providing the lowest CLK-Q delay compared to the other PWs. On the other hand, at PW =
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Figure 3.15: The CMPFFE current sensitivity on CLK-Q delay is within the nominal CLK-Q
delay of traditional VM MSDFF and TPFF.

75ps the current sensitivity of CLK-Q delay is the lowest but provides the highest CLK-Q delay

in comparison to other PWs. The delay variation, however, is within the nominal CLK-Q delay

of traditional VM MSDFF and TPFF. Hence, the proposed CMPFFE has a wide input current

range while maintaining the optimal performance. This current sensitivity analysis is helpful

towards understanding the performance tradeoffs in the proposed CMPFFE with respect to the

input current and guides the early stage design of the current Tx.

3.5.7 Supply Voltage Fluctuation

Due to the spatial variation, it is possible that the power supply or Vdd could vary at

different locations of the chip. Traditionally, designers utilize ±10% supply voltage fluctuation

from the nominal value. Table 3.4 shows the effect of the supply voltage fluctuation (±10%

deviation from 1V supply) on the various CDNs’ performance. Similar to the VTH variation,

I considered performance metric of CDNs considering the delay variation from root to FFs
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Table 3.4: The proposed CM CDN has lower skew due to supply voltage and threshold variation
compared to recently reported pulsed FF based VM CDN schemes.

CDN with

Skew (ps)

Supply voltage variation Threshold voltage variation

Vdd = 0.9V Vdd = 1.1V ff-ss

MSDFF 10 -18 33

TPFF [44] 12 -21 43

CPEFF [30] 11 -17 35

DDPFF [1] 13 -17 34

CMPFFE -4 15 17

output. When the supply voltage is low (0.9V ), the VM CDN and VM FFs have a positive skew

from the nominal supply. The primary reason is the lower overdrive voltage (VGS − VTH ),

where VGS is the gate-to-source voltage of a transistor.

On the other hand, applying high supply voltage (1.1V ) in VM CDNs exhibits a neg-

ative skew from the nominal case. However, at 0.9V supply the proposed CM CDN shows a

negative skew compared to the nominal supply voltage. While at 1.1V , the proposed scheme

exhibits a positive skew. This is due to the operating point variation of the CMPFFE and also

validates our current sensitivity analysis. Overall, the proposed CM CDN has a lower or com-

parable skew compared to the other VM CDNs.

3.6 Summary

In this Chapter, I presented the first true CM FF and its usage in a fully CM CDN.

The proposed CMPFFE is 87% faster, requires similar silicon area and consumes only 7% more

power compared to a traditional VM pulsed FF at 5GHz. Better yet, the CMPFFE enables a

24% to 62% power reduction on average when used in a CM CDN compared to conventional

VM CDNs. The CMPFFE also eliminates the need for complex CM Rx circuitry and/or lo-

cal VM buffers to drive highly capacitive clock sinks as in previously proposed CM signaling

schemes.
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Chapter 4

Differential Current-Mode Clocking

In this Chapter, I extend the de novo CM clocking concept of Chapter 3 to implement

and analyze the first Differential Current-Mode (DCM) clock distribution and a new DCM

pulsed D-type FF. Similar to the CMPFFE the CLK input to the FF is a CM receiver and the

data input (D) and output (Q) are VM.

We can categorize signaling as differential or non-differential (single-ended). Differ-

ential clocks use two wires to send a pair of complementary clock signals. Differential signal-

ing has higher reliability to electromagnetic interference, supply voltage fluctuations, and other

sources of common-mode noise compared to single-ended signaling [13, 36, 39]. In addition,

DCM signaling has better noise immunity compared to a single-ended CM scheme [46,54,67].

However, this comes at the cost of double wiring resources and approximately 2× numbers of

buffers compared to a single-ended scheme.

4.1 Existing Differential Signaling Schemes

Unlike traditional buffer-based interconnect signaling, DCM signaling uses a differ-

ential CM Tx that sends complementary current pulses at a very low-voltage swing into a pair of

interconnecting wires. The interconnect is held at roughly the same voltage and is unbuffered.

At the receiving end, a differential CM Rx senses the two complementary currents and ideally

converts them into two differential voltages or a single-ended, full-swing output voltage.

A typical non-clock DCM signaling scheme is shown in Figure 4.1 [54]. This scheme

uses a self-level-converted driver circuit that limits the output voltage swing from PMOS thresh-
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old voltage (Vtp) to (VDD − Vtn). The level converting inverters uses the reverse orientation of

a regular inverter where PMOS and NMOS sources are connected to ground and VDD, respec-

tively. Finally, two diode-connected transistor pairs drive two differential interconnect lines and

also controls the output voltage swing. However, this kind of driver does not provide sufficient

driving capability for large loads and is highly sensitive to noise [25].

This DCM scheme uses a low-swing differential CM Rx circuit called the Modified

Asymmetric Source Driver Level Converter (MASDLC) as shown in Figure 4.1 [54]. The

MASDLC receives two differential input signal that are transmitted over the interconnect. The

receiver converts the received currents into a voltage and amplifies the differential voltage into

a full-swing output voltage. In order to increase the robustness of the design, the Rx uses both

a common-gate and a common-source amplifier configuration. However, the Rx consumes a

significant amount of static power due to double current-mirror stages.

Another prior art uses differential current-sensing for interconnect signaling is shown

in Figure 4.2 [46]. The scheme is based on a Modified Clamped Bit-Line Sense Amplifier

(MCBLSA) Rx [46]. It utilized the traditional “Fanout Of Four” (FO4) sizing rule for a CMOS

buffer chain to design the driver. However, there is no real guideline to design the Tx for differ-
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Figure 4.1: A self level converted driver circuit using traditional level converting inverters that
limits the output voltage swing from PMOS threshold voltage (Vtp) to (VDD − Vtn) and the
MASDLC Rx uses both the common-gate and the common-source amplifier configuration to
convert differential input currents to voltage [54].
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Figure 4.2: The clamped bit-line sense amplifier Rx based DCM scheme uses factor of four
sizing rule in cascaded inverters that drive the long interconnect [46].

ent sized interconnects. Moreover, the Tx drives static current into the interconnect while the

current is useful during only a fraction of the cycle which results in additional power consump-

tion. The Rx circuit requires an Equalizing (EQ) signal that creates a metastable phase, while

the differential input currents break this metastability and help the Rx to produce two comple-

mentary outputs. However, this scheme suffers significant static power loss in the metastable

phase and also may switch next stages buffer or latches [47].

A point-to-point or N-to-1 differential CM signalling scheme was proposed based

on CM sense amplifier [75]. This scheme used two control signals (ten and sen) at Tx and

Rx circuits, respectively as shown in Figure 4.3 that solves static power problem associated

with the other approaches [46, 54]. In addition to enable the Tx, the Tx control signal (ten)

discharges two interconnect lines into the same potential resist unwanted signal communication.

Depending on the data input, the Tx injects current into one differential line while the other line

draws zero current. The Rx circuit is based on a typical CM sense amplifier that previously

used in SRAM read operation [66]. Due to the similarities to SR latch, the Rx can also store

the received data and the setup time and hold time of the latch depends on the amplitude of

input current. This scheme achieved significant delay and energy improvement over traditional

repeater based data transmission scheme. However, the requirement of two internal signals

for Tx and Rx circuit increases the complexity of the design and also requires valuable extra

metal-routing resources.
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Figure 4.3: The point-to-point or N-to-1 DCM scheme has a Tx that uses a control signal
to reduce static power consumption and the CM sense amplifier based Rx latch can store the
received data; the amplitude of the input current determines the setup time and hold time of the
latch [75].

4.2 Differential Current-Mode Pulsed Flip-Flop

I propose the first differential CM pulsed FF (DCMPFF) in Figure 4.4. The DCMPFF

extends the proposed single input CMPFFE [35, 36] in Chapter 3 to have two complementary

input currents, I(IN+) and I(IN-). These inputs can be either positive or negative depending on

the current direction, however, the DCMPFF is only sensitive when I(IN+) has a push-current

and I(IN-) has a pull-current to mimic an edge-triggered behavior.

The DCMPFF has a CC with two reference voltage generators, an inverter-amplifier,

an output stage, and a static storage cell. An enable (EN ) signal activates the DCMPFF while

the CC uses the push-pull current as input CLK to provide a full-swing output voltage depending

on the data input.

A reference voltage generator is built using a diode-connected PMOS-NMOS pair (or

polysilicon resistors) as shown in Figure 4.4. The two reference voltage generators create two

static currents in PMOS M2 and NMOS M3 and also provide a low-impedance input. The CC
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Figure 4.4: The input stage compares the complementary input currents and amplifies the dif-
ference to generate a voltage pulse (clk p) that triggers a register stage to store data.

compares the differential current using inverting amplifier (M6-M7) at node C. After the two-

stage amplification, a buffer provides required drive to generate full-swing local CLK pulse

(clk p) that activates the output stage. A feedback connection to M5 limits the clk p pulse to

less than 50% duty cycle. A transmission gate output stage latches data into a storage cell.

The use of a differential input current is more robust to noise compared to a single-

ended scheme which will be discussed and analyzed further in Section 4.4. The complementary

push-pull currents also helps simplify the design of the current Tx which can generate the cur-

rents from a single input voltage.

The CC compares two complementary currents which are combined using an inverter

amplifier that enables smaller transistors in the CC (M2-M3) compared to the prior single-ended

CMPFF CC [35]. Due to the lower logical effort of M2-M3, the DCMPFF requires less input

current and consumes less power.

The representative simulation waveforms of the proposed DCMPFF are shown in
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Figure 4.5: Simulation waveforms confirm the complementary current-to-voltage pulse gener-
ation (clk p) that triggers the input data capture.

Figure 4.5 and confirm the internal current-to-voltage conversation. The internally-generated

clk p signal triggers the data storage which is enabled with EN . The amplitude of the two

input currents affect the FF performance by changing the operating point of M2-M3.

4.3 Differential Pulsed Current Transmitter and Distribution

A differential clocking scheme requires a Differential Pulsed Current Tx (DPCTx)

that can efficiently provide differential push-pull current into the interconnect and distribute

enough current to each sink. The DPCTx is a voltage-to-current converter that receives a tradi-

tional VM CLK from a PLL and converts it into a complementary push-pull current signal with

minimal voltage swing in the interconnect line. The entire proposed scheme with the DCMPFF,
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Figure 4.6: The proposed DCM Tx and CDN converts an VM input signal to complementary
pulse currents with minimal interconnect voltage swing and distributes current equally to the
DCMPFFs.

DPCTx, and CDN is shown in the Figure 4.6. The DCM scheme is based on a CDN that has a

similar impedance at each branch resulting equal current to each DCMPFF.

The proposed DPCTx extends the pulsed current Tx discussed in Chapter 3, Sec-

tion 3.4.2 by using two extra inverters and an extra driver circuit (M3-M4) to generate two

complementary currents. The second (differential) current has the same amplitude with one

inverter delay of phase difference.

In order to have equal differential current, the DPCTx uses similar sizes for M1-M2

and M3-M4 drivers. The driver sizes are adjusted for current-loss in the long transmission

line and supply the required amount of current to each sink. It is important to have appropriate

sizing of the wires for both reliability and performance of the CDN. A narrow or highly resistive

network will produce distorted output current while a wide network would be low resistance and

not have electromigration problems.
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4.4 Experiments

4.4.1 Experimental Setup

The circuits are simulated in HSpice with a 45nm CMOS technology model [55]. In

order to compare the power, performance, and area, I implemented several designs in layout:

an MS DFF, a Tra. PFF [44], a CM Pulsed FF (CMPFF) [35] without enable, and the proposed

DCMPFF. The layout areas, nominal CLK-Q delay, data-to-Q (D-Q) delay, and total power are

listed in Table 4.1. The performance of the FFs was evaluated considering clock frequencies

from 1-5GHz and a 1V supply voltage. The power considers input data at 100% activity with a

four FF load.

4.4.2 DCMPFF Results

The DCMPFF consumes 6% less silicon area compared to the CMPFF and uses 23

transistors while the MS DFF and CMPFF use 20 and 25 transistors, respectively. Figure 4.7

shows the layout of the proposed DCMPFF. The CLK-Q delays of the FFs are measured under
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Table 4.1: The proposed DCMPFF is 47% faster and consumes 7% more area compared to the
Tra. PFF, but more power efficient in the higher frequency range.

Types of FF Normalized
Delay (ps) Normalized Power (static + dynamic)

Area CLK-Q D-Q 1 GHz 2 GHz 3 GHz 4 GHz 5 GHz

MS DFF 1.00 37.0 58.0 1.00 1.00 1.00 1.00 1.00

Tra. PFF 1.49 75.5 29.5 1.50 1.57 1.41 1.40 1.40

CMPFF [35] 1.45 45.0 15.0 3.50 3.37 2.47 1.91 1.61

DCMPFF 1.36 39.7 19.7 1.66 1.65 1.21 1.09 0.94

relaxed timing conditions for both the VM and CM instances. In other words, the data is stable

sufficiently before the arrival of the VM clock edge or the CM input current pulse.

Table 4.1 shows the nominal CLK-Q delay for both high-to-low and low-to-high Q

transitions. Compared to the single-ended CMPFF [35] input current of ±2.3µA amplitude,

the nominal CLK-Q delay of DCMPFF requires only ±1.8µA and 70ps pulse width. Clearly,

the DCMPFF has a lower CLK-Q delay than the CMPFF but is only slightly slower than the

MS DFF. For each FF, we measured the ts and th. These use the common definition as the

time margin that causes a CLK-Q delay increase of 10% beyond nominal. The ts and th of the

DCMPFF are −20ps and 95ps, respectively. The setup time of the DCMPFF is 1.95× lower

than the traditional MS DFF while the th of the DCMPFF is 1.34× higher than the CMPFF. I

also measure the D-Q delay of each FF. The D-Q of the DCMPFF is 66% faster than the VM

MS DFF.

I measured the total power consumption of each FF considering the input clock and

data switching. For VM FFs, I used a traditional approach [56]. For CMPFFs/DCMPFFs, I used

a CM Tx that can produce the required amount of current and the bias voltage to drive the CM

FF. First, I measure the total power consumption including the Tx and CMPFFs or DCMPFFs.

Then I remove the FFs to measure the Tx power. The difference between these two results is

the CM FF power.

In the power measurement, I also consider both static and dynamic power of VM and

CM FFs. At a 2GHz clock frequency, the DCMPFF consumes 39.3% and 4.6% more power

compared to the MS DFF and Tra. PFF, respectively. However, the power consumption of
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Figure 4.8: Simulation waveforms confirm a VM input is converted to constant CDN voltages
and representative complementary current distribution.

the DCMPFF is comparable to an MS DFF at 5GHz. At the same frequency, the DCMPFF

consumes 33% and 41% less power compared to the Tra. PFF and CMPFF, respectively. At

low frequencies, the DCMPFF consumes higher power than the VM Tra. PFF and MS DFF

due to a high static power overhead. However, the dynamic power of the CM FFs increases

proportionally to the frequency at a slower rate than the VM FFs.

4.4.3 H-Tree Distribution

In order to validate the functionality of the DPCTx and the proposed DCMPFF in a

CDN, I implemented an equal-impedance binary-tree network spanning 1mm × 1mm. Each

branch of clock tree is modeled as a lumped 3-component Π-model and then connected together

to make a distributed CDN model. The interconnect unit capacitance and resistance values are

for 45nm CMOS technology [55]. The functional simulation results with the resulting output

current are shown in Figure 4.8.

For initial results, our CDN analysis uses a 5-level H-tree distributed in 7.69mm ×
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7.69mm area for both the single-ended CM and VM CDN, but buffers drive the VM CDN

instead of the CM Tx circuit. In order to minimize later stages short-circuit power and any

timing violation, the VM buffered network is optimized for an output clock signal slew with

less than 10% of the minimum operating clock period. In the differential CDN, two such tree

networks are routed. All CDNs drive 1024 FFs.

Figure 4.9 shows the total power consumption of the VM, CM, and DCM CDNs

simulation of clock frequencies ranging from 1-5GHz. On average, our DCM CDN consumes

less power than both the single-ended CM and VM CDN for all frequencies. The obvious reason

for more power consumption of VM CDN compared to the other CM/DCM CDNs is due to the

voltage swing (0-to-Vdd) in the VM CDN, whereas the CM/DCM CDN has negligible voltage

swing as shown in Figure 4.8. The proposed DCM CDN consumes less power than the CM

CDN due to the high static power consumptions in the CMPFFs.

As expected at low frequency, the total power of the DCMPFF system is comparable

to the VM cases. This is because at low-frequencies the DCMPFF consumes higher power than

the VM FFs. However, at high frequencies, the power of DCMPFFs is lower than both the VM

FFs. While the power of CMPFFs is higher than the proposed DCMPFFs, due to the large static

power consumptions. The VM interconnect power dominates the CM/DCM FF power even at

low frequencies. The real advantage, however, is that the DCM CDN power does not increase

with frequency like the VM CDN power. Since the fluctuation of common-mode voltage is

relatively small, the dynamic power consumption of the DCM CDN is negligible. At 1GHz in

particular, the DCM CDN system exhibits 3% to 16% total power savings compared to different

single-ended CM/VM CDN. As expected, the power saving increases to 21% to 72% at the high

5GHz clock frequency.

4.4.4 Supply Voltage Fluctuation

I studied the response of the proposed DCM scheme to supply voltage variation. I

considered a ±10% voltage fluctuation from the nominal supply voltage. The delay variation

for traditional buffered VM scheme ranges from -21ps to 12ps compared to the nominal delay.

The delay variation in single-ended CM scheme ranges from -23ps to 28ps. The proposed DCM

has delay variation from -23ps to 22ps compared to the nominal voltage delay.
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Figure 4.9: The proposed DCM CDN saves 3% to 71% power on average compared to other
VM and CM CDNs @ 1-5 GHz CLK.

4.4.5 Electromigration

Since I used homogeneous wires from root-to-sinks for all the clock networks, the root

wire carries the maximum current. The VM CDN maximum current density is 0.53MA/cm2.

As expected, the proposed DCM CDN requires less current compared to the single-ended CM

CDN. The maximum current density of DCM CDN in root wire to be 0.24MA/cm2 less than

single ended CM CDN, 0.275MA/cm2. This more than satisfies the ITRS suggestion that

current density is limited to 1.5MA/cm2 and relieves electromigration threat to proposed CDN

wire sizing.

4.4.6 Process Sensitivity

It is impossible to analytically predict the behaviour of a large network due to the

combination of the mismatch errors of individual devices. These variations make the modeling

of even a small SRAM cell or FF behaviour an intractable task. However, using Monte-Carlo
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(MC) simulation the impact of these random parameter variation on FF functionality and per-

formance can be studied. Hence, the resiliency of the proposed DCM scheme is demonstrated

through non-uniform MC simulation of process variation and mismatch. The result of this ex-

periment is shown in Figure 4.10. The proposed DCMPFF has a mean CLK-Q delay of 48ps

with a standard deviation of 7ps in 1000 runs. This result is much better compared to the pulsed

CMPFF. The CMPFF has a mean CLK-Q delay of 55ps with standard deviation of 7.4ps in

1000 runs.

4.4.7 Loading effect

I studied the loading effect of different FFs by changing the driving load of each FF.

For any reliable design, it is expected that the FF power-performance with linearly increase with

the increase of FF load. Figure 4.11 shows the result of this experiments. Figure 4.11(a) and

CLK-Q delay (s)

N
u

m
b

er
 o

f 
o
cc

u
rr

en
ce

0

100

200

300

400

500

20p 30p 40p 50p 70p60p

Number of runs: 1000

Mean: 48ps

Standard deviation: 7ps

Figure 4.10: Monte-Carlo simulation results ensure the correct functionality and performance
of the proposed DCM FF.
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Figure 4.11: The proposed DCMPFF CLK-Q delay and power increase linearly with the in-
crease of FF load and ensure the scalability of the proposed design.

Figure 4.11(b) show the CLK-Q delay and power consumption of proposed DCMPFF and Tra.

PFF, respectively. Clearly, the proposed DCMPFF CLK-Q delay and power increases linearly

with the increase of FF load and ensures the scalability of the proposed design.

4.5 Summary

In this Chapter, I presented a DCM distribution as an alternative to conventional re-

peater based VM or CM distribution. The proposed DCM scheme uses a new DCMPFF which

is 47% faster, consumes 33% less power and requires 9% less silicon area compared to a tradi-

tional PFF at 5GHz. When applied to symmetric H-tree network, the proposed DCM scheme

saves 3% to 71% power compared to a traditional single-ended VM clock at 1 − 5GHz and

consumes 21% less power on average compared to a previously reported single-ended CM

scheme. In addition, the DCM scheme exhibits 21% less delay variation due to supply voltage

fluctuation.
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Chapter 5

CMCS: Current-Mode Clock Synthesis

In this Chapter, I present a brief description of previously reported different clock

routing techniques and the motivation of the CM clocking issues. Then a Deferred-Merge

Embedding (DME) based methodology is extended to route and tune CM clocks along with

a thorough analysis of CM pulsed flip-flop properties discussed in Chapter 3 and design using

them. In particular, this Chapter demonstrates the CM clocking in asymmetric clock networks

using industrial benchmarks [70, 71] and CM latch/FF sizing to minimize global skew.

5.1 Issues in Clock Networks

In a synchronous design, clock signals provide the timing reference for the sequence

of data operation. Irrespective of sink locations, the clock waveforms must arrive at various

parts of the system at the specified time or time range. In order to distribute the clock signal,

an interconnect clock tree and clock buffers or drivers are used. However, the characteristics of

the clock signals are primarily impacted on the physical locations of the sinks.

The reliability of a clock network depends on the few key parameters of a clock

signal: clock latency or insertion delay, clock skew, clock phase delay or jitter, clock slew rate,

and clock pulse width.

Clock latency: Latency is defined as the maximum time/delay a clock signal take to

propagate through the clock tree to the sinks. In Figure 5.1 clock latency is shown as the 50%

transition of input CLK signal at Root to 50% transition of signal transition of furthest sink sa

from the Root.
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Figure 5.1: The reliability of a clock network depends on the clock latency, clock skew, clock
jitter, clock slew rate, and clock pulse width.

Clock skew: Skew is defined as the maximum time difference of arrival time of all the

logically connected sinks. In other words, clock skew is the time difference between maximum

and minimum clock latency in a CDN. In Figure 5.1 clock skew is shown as the 50% transition

of furthest sink signal sa from Root to 50% transition of signal transition of closest sink sb from

the Root.

Clock jitter: Jitter is defined as the short-term variations of a signal with respect to

its ideal position in time. It can be a positive or negative value. In an on-chip CDN, the cycle to

cycle period and duty cycle can change slightly due to the power supply noise and interconnect

coupling. The latter attribute can be minimized using proper shielding or increasing the spacing

between interconnect tracks. While the power supply noise can be modeled as a source variation

similar to process variation.

Clock slew-rate: Slew-rate is defined as the rise time and fall time of a clock signal.

Traditionally, clock slew rate is the 10% to 90% for the rising edge or 90% to 10% transition of

the supply voltage for the falling edge of a signal as shown in Figure 5.1.

Clock pulse width: is defined as the pulse width of a clock signal (Tperiod, inverse

of clock frequency) and specifies the duration of repeated high and low pattern. In CMOS logic
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value is VDD (1 volts, duration 50% time of Tperiod) and the low value is 0 volts (duration 50%

time of Tperiod).

5.2 Motivation

The trip current of a CMPFFE is the minimum current to deposit enough charge at a

CMPFFE input so it can store a new value. The clock tree itself remains steady-state at roughly
Vdd
2 and the current pulse arrives nearly instantaneously. Therefore, delay induced skew is not a

major issue, unlike VM clocks. In a CM clock, however, an equal amount of current is needed at

each FF to prevent timing skew within the CMPFFE. The main complication is that the duration

and peak, and hence total charge, of the current pulse, must be within bounds. In addition, the

Tx at the root determines the steady-state voltage of the clock network which defines the bias

point of the FF clock input.

Balancing the impedance at each wire branch is not a trivial task because it depends

on the input impedance of the FF inputs. Prior VM methods could decouple downstream

impedance using buffers but CM has an advantage in performance and power by not using

buffers. In addition, the Tx at the root determines the steady-state voltage of the clock network

which defines the bias point of the FF clock input.

The FF input impedance changes depending on the input current and the bias point set

by the Tx, which effectively means that the CMPFFE changes input impedance during a typical

clock pulse when there are slight bias fluctuations. The current steered at each branching point

depends on each branch’s impedance but this, in turn, depends on the downstream FFs and

the current that is steered to them. Because of this challenge, previous CM clocking has been

restricted to symmetric H-trees [18, 35].

As a result of trip current mismatch, the internal CMPFFE voltage pulse (clk p) can

vary in the time-domain and result in clock skew. This inaccuracy can increase quickly in larger

asymmetric networks with large variation in current at the sinks. In the worst case, a CMPFFE

may not respond if the trip current is insufficient which can result in a functional failure. Hence,

it is desirable to use an automated synthesis tool not only for automation of the routing and

impedance balancing, but also to ensure the electrical correctness and functionality.

VM clock synthesis techniques typically use Elmore delay models [21] for initial

clock routing and then insert and balance buffers to constrain the network’s slew rates. Since the
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Elmore delay model is based on the charging/discharging of a capacitance through a resistance,

it is not suitable for CM synthesis because CM clocking maintains a steady-state voltage in

the entire clock network. Elmore-delay-based clock routing balances delays in clock branches

which is not the same as balancing impedances. However, it is a reasonable starting point and

can be compensated for by appropriately sizing the Tx and the Rx circuitry in the CMPFFE.

To demonstrate the skew improvement after proposed Tx sizing and CMPFFE sizing

stages, I performed synthesis and simulation of different routing techniques in Figure 5.2 on a

four sink, asymmetric CM clock distribution using the CM Tx and FF circuits [36] discussed

in Chapter 3. Since a symmetric H-tree network doesn’t work well with asymmetric distribu-

tions, it routes to a fixed location depending on the size of the H-tree. This results in a large

19.1ps skew as shown in Figure 5.2(a) [18, 36]. Using a Deferred Merge-Embedding (DME)

methodology and CM clocking, I observed a better, but, still considerable 14.8ps skew as shown

in Figure 5.2(b). The skew improvement is due to the balanced RC product in each sub-tree.

Using the proposed iterative Tx sizing methodology with a DME tree, I observe improvement

to 3.1ps skew as shown in Figure 5.2(c). Sizing the Rx in the CMPFFE further improves the

impedance matching and compensates for skew using the clock-to-internal voltage pulse (CLK-

clk p) delay of the CMPFFE. Using this technique along with the DME tree and Tx sizing, the

skew is 1.6ps as shown in Figure 5.2(d). This research provides an automated methodology for

this Tx and CM FF Rx sizing [34].

In addition to skew, it is expected to have lower-jitter induced timing uncertainty in

CM clocking compared to a VM scheme due to the absence of buffers in CM CDN and jitter

due to crosstalk will be reduced since the net capacitance is larger.

This research provides an automated methodology for the Tx and CMPFFE Rx siz-

ing. It is worth mentioning that the proposed methodology is in stark contrast to the existing

impedance balancing VM schemes [49, 68] where clustering and load balancing was achieved

using wire and/or buffer sizing [49]. Even timing model independent schemes utilized extra

wires and dummy sinks to balance the network [68], but these schemes are only suitable for

buffered VM clocking, since the CMPFFE also have varying input impedance.
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Figure 5.2: Both symmetric and DME VM synthesis techniques introduce large skews (19.1ps
and 14.8ps, respectively) when directly applied to asymmetric CM clock distributions, however,
DME with Tx or combined Tx/Rx sizing methodology can improve the clock skew to 3.1ps and
1.6ps, respectively, with almost equal power consumption in each case.

5.3 Overview of Existing Clock Routing Techniques

In a physical design flow, Clock Tree Synthesis (CTS) is performed after placement

of macros and standard cells. Hence, it is possible to identify the exact physical location of

cells which is needed to establish the tree structure in the design. In general, the CTS process is
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carried out before routing. There have been many clock routing algorithms proposed throughout

the years [38, 49]. The primary goal is to provide a reliable CDN with minimal cost in terms of

skew, power, and wirelength [26,27]. However, minimizing clock skew is the prime aspect and

has been studied widely by a number of researchers.

H-tree clock routing is considered as one of the earliest and a perfect synchronization

between the clock signals can be achieved before the arrival of clock to the sub-blocks or clock

sinks (i.e., FFs) [7]. Previously, H-tree routing is widely used in the IC industry [6, 72] and

the proposed CM clocking also adapted this technique in Chapter 3 and Chapter 4. However,

H-tree application is not suitable for modern IC or SOC design due to the physical asymmetry

of cell locations and blockages.

Another prior art called Method of Mean and Median (MMM) is a top-down approach

similar to an H-tree routing algorithm [38]. This algorithm recursively partitions the network

into two sets of equal size (median). Then, connect the center of mass of the whole network

to the centers of mass of the two sub-networks (mean) to produce a non-linear tree. It keeps

partitioning until each network contains only one sink.

Figure 5.3 shows the MMM routing scheme on a 8 sinks region (s1 − s8). The

network is partitioned into two sub-regions in Y-direction and the center of mass of the each

region is merged to the center of mass of the network as shown in Figure 5.3a. The algorithm

recursively partitions the regions in altering between X and Y-direction and merge the center

of mass to their parent region to build the whole network as shown in Figure 5.3b-Figure 5.3d.

This scheme significantly reduce wire length compared to H-tree routing and worst-case timing

complexity ofO(nlogn) for n clock sinks. However, this algorithm does not ensure zero skews.

The Geometric Matching Algorithm (GMA) is another interesting approach which

used the recursive bottom-up method to construct the clock tree [40]. This Algorithm minimizes

the total wire length by constructing a set of n
2 segments connecting the n endpoints in a pair

such that no two segment share endpoint. In order to reduce skew and edges intersection GMA

may apply H-flipping. Similar to the MMM algorithm, GMA does not guarantee zero skews

and GMA has a worst-case time complexity of O(n2logn) for n clock sinks.

All these heuristic algorithms (H-tree [7], MMM [38], and GMA [40]) tried to balance

wire length to minimize skew and did not consider balancing clock delay with the presence of

clock load. Hence, these algorithms are not efficient for tight clock skew optimization for high-
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Figure 5.3: Method of means and medians algorithm has low wire length and consumes low
power; however, does not ensure zero skews for all the networks.

performance design. The Zero-Skew clock routing Algorithm (ZSA) [10, 15, 74] significantly

improved the clock delay by considering uneven loading and buffer effects. The ZSA is based
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Figure 5.4: The Zero-Skew clock routing algorithm utilizes Elmore delay model to calculate
merging distance or the tapping point.

on DME Algorithm and used Elmore delay model to minimize clock skew and wire length.

An example of how ZSA finds the tapping point or merging distance is shown in

Figure 5.4. The ZSA merges the two subtrees (Tr1 connected at n1 and Tr2 connected at n2) in

a tapping point (n3) in by equating the Elmore delay

R1(
C1

2
+ CL1) + t1 = R2(

C2

2
+ CL2) + t2 (5.1)

where (R1, C1) and (R2, C2) are the resistance and capacitance of segment x and (L-x, L is

the length of wire from node n1 to n2), respectively; CL1 and CL2 are the input capacitive

impedance of subtree Tr1 and Tr2, respectively; and t1 and t2 are the propagation delay of

subtree Tr1 and Tr2 from their sinks to node n1 and n2, respectively. Solving the Equation 5.1,

I have

x =
(t2 − t1) + αL(CL2 + βL

2 )

αL(βL+ CL1 + CL2)
(5.2)

where α and β are the per unit resistance and capacitance values, respectively; R1 = αxL,
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INPUT NETWORK

ZERO SKEW ROUTING

TRANSMITTER SIZING

RECEIVER SIZING

CM CDN

Figure 5.5: The flowchart of the proposed CMCS scheme uses a zero-skew unbuffered clock
routing along with stages to set the bias voltage with Tx sizing and Rx sizing to minimize skew
and maintain correct functionality.

C1 = βxL, R2 = α(1− x)L, C2 = β(1− x)L. However, the value of x must be bounded by

0-to-1. Otherwise, this Algorithm requires snaking to find the tapping points.

5.4 Proposed Current-Mode Clock Synthesis (CMCS)

The reliability and overall performance of a CM clocking scheme depends greatly

on the Tx and Rx/CM FF circuits and their transistor sizes. The advantage, however, is a

tremendous amount of power savings with similar skews compared to existing buffered VM

clocking methodologies.

The overview of proposed CMCS scheme is shown in Figure 5.5 which starts with a

traditional DME tree construction. While this is not exactly optimal for impedance matching,

it generally is a good starting point. It is followed by a stage of Tx sizing to determine the

appropriate bias voltage of the network and then an iterative skew improvement through Rx

sizing in the CM FFs.
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Figure 5.6: CM Tx sizing varies linearly with the total capacitance of the clock network which
allows linear fitting for a starting Tx size.

5.4.1 CM Pulsed Current Transmitter Sizing

The proposed CM clock networks are unbuffered and driven at the root by a CM

Tx [36]. The CM Tx generates a push/pull current and the devices are sized so that the network

maintains a steady-state bias voltage. Since the Tx is large, it may have several exponentially ta-

pered stages of buffers driving it, which are included in our later results. The detailed algorithm

for our CM pulsed current Tx sizing is presented in Algorithm 1.

I performed a wide range of simulations on different size and topology networks to

relate the Tx sizing with the total capacitive admittance (YT ) of the network. The result of these

experiments are shown in Figure 5.6. The relationship is highly linear between the YT and the

Tx size.

In order to relate the total driving load/impedance with the Tx size, I calculate the

total impedance of the network. However, it is tradition to use admittance, which is simply the

inverse of impedance, for parallel networks. The total admittance of a network is proportional

to the current as shown in Figure 5.6. I calculate the total admittance of a CDN by considering
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the total FF load and the RC network. The input admittance of a CM FF is

Yin = gm1 + gm2 = Cox ·AR · VOV · (µn+ µp) = αCox (5.3)

where gm1, gm2 are the transconductance of the receiving transistors, µn, µp are the mobility

of NMOS and PMOS transistors, and Cox is the gate oxide capacitance. The aspect-ratio (AR

= W /L = width/length) of Mr1-Mr2 in Figure 5.7 determine the input admittance. VOV is the

overdrive voltage of transistor which depends on the bias point. This equation can be simplified

using a variable α and assuming all the capacitance in the CDN are in parallel (connected from
VDD
2 to ground). Now we can write the YT of an entire clock network with the FFs as

YT = β(
∑

i∈sinks
αiCox +

∑
j∈wires

Cw,j) (5.4)

where Cw,j is the wire capacitance of wire j, αi is the admittance factor of sink i and β is a

constant. We can utilize the linearity of YT and Tx size to parameter fit β as a starting point.

The error bounds suggestion that a ±12% range around the starting point should be considered

during optimization. The αi values are optimized later in Section 5.5.2 when we select CM FF

library cells with varying AR sizes. The first part of the Equation 5.4 ensures the total required

current at each sink while the latter part helps the Tx to sustain VDD
2 voltage and the fraction of

energy loss due to non-ideal voltage swing on the interconnect.

Empirically the Tx sizing is convex, so we used steepest descent search to find the

best size. The Tx sizing algorithm first calculates the YT of the network (Line 3) in the

totalAdmittance(Tree) method which applies Equation 5.4. Then it determines the initial

Tx sizing (Tinit) of the network (Line 4) using sizeTransmitter(YT ). It runs a transient sim-

ulation (simulateTransient()) and uses calculateSkew() to measure the initial skew (Sinit)

(Lines 5-6). Tbest and Sbest are set to the initial values (Tinit and Sinit), respectively (Line 7).

The Tinit value is also stored in two temporary variables (TnewUp and TnewDown).

After this, the algorithm sweeps up and down from Tinit with a step size of δs which

is assumed to be 1% of Tinit using two independent loops (Lines 8-24). The change in Tx

device sizes also changes the network bias voltage and the input current of a CM FF that ef-

fectively changes the CLK-clk p delay of the FF in Figure 5.7. In addition, the DME based

tree does not guarantee equal impedance of each branch resulting CLK-clk p delay mismatch.
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Algorithm 1 Current transmitter sizing
1: Input: Zero skew routed tree (Tree);
2: Output: Properly sized transmitter
3: YT = totalAdmittance(Tree)
4: Tinit = sizeTransmitter(YT )
5: simulateTransient()
6: Sinit = calculateSkew()
7: Sbest = Sinit, Snew = Sinit, Tbest = TnewUp = TnewDown = Tinit
8: while Snew ≤ Sbest do . repeat if improvement or equal
9: TnewUp = TnewUp + δs . δs is the 1% of Tinit, sizing up

10: simulateTransient()
11: Snew = calculateSkew()
12: if Snew < Sbest then
13: Sbest = Snew, Tbest = TnewUp

14: end if
15: end while
16: Snew = Sinit

17: while Snew ≤ Sbest do . repeat if improvement or equal
18: TnewDown = TnewDown − δs . sizing down
19: simulateTransient()
20: Snew = calculateSkew()
21: if Snew < Sbest then
22: Sbest = Snew, Tbest = TnewDown

23: end if
24: end while

This can change the skew of the network and it is imperative to calculate the new skew with

the resized Tx. During each iteration, the algorithm compares the new simulated skew (Snew)

with the previous best skew and retains the best skew (Sbest) along with corresponding Tx size

(Tbest). The algorithm terminates if there is no improvement in skew. This proposed Tx sizing

methodology has worked with any network and our experimental results in Section 5.5.3 will

show the quality.

5.4.2 Receiver/CM FF sizing Methodology

To aid skew optimization, I utilize a small set of pre-designed CMPFFE library cells

with different input impedances. The input impedance is changed by varying the AR of the

input reference voltage generator (Mr1-Mr2) diode-connected inverter circuits in Figure 5.7

as modeled in Equation 5.3. However, it is necessary to have equal AR for both the input

reference voltage generator and local reference voltage generator (Mr3-Mr4) to measure the

correct trip current of a CM FF. Because of that we change the AR of both voltage generators

72



simultaneously. This results in a voltage variation at the input of the current-comparator and can

move the bias-point. The variation of bias voltage also varies the CLK-clk p delay of CMPFFE.

These results are shown later in Section 5.5.2.

The proposed CMPFFE sizing methodology balances the root to sink admittance of

an unbalanced tree by selecting among the available CMPFFE library cells. Since these cells

have different admittance, they have differing internal CLK-clk p delays which can be used

to balance any skew. I approach the CM FF sizing problem by starting with a median CLK-

clk p delay FF and replacing those that have lower or higher impedance (with faster or slower

versions), respectively.

The detailed Algorithm for the CMPFFE sizing is shown in Algorithm 2. The FFs

are initially set to the median size to allow them to be made faster/slower. After a transient

simulation, the algorithm calculates the Sinit (Line 3-4) and sets Sbest as Sinit (Line 5). The
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Figure 5.7: Sizing of CM FF reference-voltage generators changes the FF internal CLK-clk p
time resulting in faster or slower FF with no impact on FF timing constraint [36].
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Algorithm 2 CM Pulsed FF sizing
1: Input: Zero skew routed tree (Tree) without buffers; properly sized Tx; a set of CMPFFE library

cells (L); skew bound (SB)
2: Output: Properly sized CM pulsed FFs that meets the skew requirement
3: simulateTransient()
4: Sinit = calculateSkew()
5: Sbest = Sinit

6: while Sbest > SB do
7: (critSinks, goodSinks) = findCriticalSinks()
8: dmax = maxDelay(goodSinks)
9: dmin = minDelay(goodSinks)

10: for all si ∈ critSinks|dsi < dmin do
11: slowerF lipflop(si) . replace with slower FFs
12: end for
13: for all si ∈ critSinks|dsi > dmax do
14: fasterF lipflop(si) . replace with faster FFs
15: end for
16: simulateTransient()
17: Snew = calculateSkew()
18: if Snew < Sbest then
19: Sbest = Snew

20: else
21: break . terminate if no improvement
22: end if
23: end while

Algorithm search over the sinks’ timing information and determine the set of sinks that need

improvement in findCriticalSinks() (Line 6). Then, the Algorithm iteratively resizes the

critical CMPFFEs until its meet the skew bound (SB) (Lines 7-23).

The findCriticalmethod() function identifies the largest cluster of FFs in any skew

bound window as the “good” sinks. Algorithm 3 does this by iterating over a list of sinks sorted

by their delay (Din) (Line 3) and counting the number of sink delays dj within a skew bound

(SB) from sink i with delay di (Lines 7-12). The largest number of sinks in a window ensures

that the fewest CMPFFEs will be returned in the critical sink set C and need to be adjusted in

Algorithm 2. These “critical” sinks are outside the optimal window can be either too fast or too

slow.

Algorithm 3 has a worst case runtime complexity of O(n2), where n is the number

of sinks. However, the SB is small and we only look into the set of sinks within a skew bound,

which severely limits the second n. This makes the proposed Algorithm linear in practice. In

addition, using linear time maximal sum Algorithm [11], the proposed Algorithm 3 could be
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speed-up to O(n). However, the runtime is dominated by simulation and not the Algorithm

itself so we did not do this.

During each iteration of Algorithm 2, I calculate the maximum delay (dmax) and

minimum delay (dmin) of the “good” sinks (Line 8-9). Then two consecutive loops iterate

over the fast and slow critical sinks, respectively, and choose a faster/slower CM FF from the

library cells (Lines 10-15). A transient simulation calculates the new skew (Snew) and stores

the minimum value to Sbest after comparison (Lines 16-22).

The proposed CMPFFE sizing algorithm converges to a minimum skew after either

no skew improvement is seen or the skew bound is achieved. It is worth mentioning that the

CMPFFE are sized to meet the SB for a fixed Tx size, which was determined in the previous

stage. The Tx is not sized after the receivers. So there is no need to size the Tx again. In

addition, the CM FFs are very fast and Algorithm 1 ensures proper functionality of each FF by

properly sizing the CM pulsed current Tx. FF metastability is usually due to the input arriving

during a clock transition. The proposed CM FF still has setup and hold times like VM FFs to

avoid any such problems.

Algorithm 3 Finding critical sinks
1: Input: Time delay of each sink (Din); set of sinks (S); skew bound (SB)
2: Output: Set of critical sinks (C) beyond the skew bound and good sinks set (G)
3: D = sort(Din) . sort all the sinks based on their time delay
4: indexbest = 0, cntbest = 0, i = 0
5: while i+ + < |D| do
6: j = i+ 1, cnt = 0
7: while dj < (di + SB)|(di, dj) ∈ D do
8: cnt+ +, j + +
9: if cnt > cntbest then

10: indexbest = i, cntbest = cnt
11: end if
12: end while
13: end while
14: G = s|dindexbest

≤ di ≤ dindexbest+cntbest . store all the good sinks in G
15: C = S\s . store all the critical sinks in C

5.4.3 Impact of CMPFFE Sizing on Timing Constraint

In this Section, I will discuss the impact of CMPFFE sizing on conventional edge-

triggered clocking. Consider the sequential circuit shown in Figure 5.8. Assume that as a result
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Figure 5.8: Although the proposed CMCS scheme uses nominal, faster, and slower CM FFs by
adjusting CLK − clk p delay, it has no impact of FF timing constraints.

of the clock distribution, there are static skew (−tx), zero, and (+tx) in left, middle, and right

CMPFFE, respectively. Ignoring the jitter effect, I can write the timing constraint related to

clock period (TFFiCLK) for the each FF to determine the minimum available time to perform the

required computation in the combinational logic as

TFF1
CLK ≥ tCLK1−Q + tsu + tCL − tx (5.5)

TFF2
CLK ≥ tCLK2−Q + tsu + tCL (5.6)

TFF3
CLK ≥ tCLK3−Q + tsu + tCL + tx (5.7)

where tCLKi−Q is the CLKi-to-Q delay of FFi, tCL is the combinational logic delay, tsu is the

FF setup time. However, the tCLK−Q delay of CMPFFE is the combination of tCLK−clk p and

tclk p−Q delays. In order to have a zero skew for Figure 5.8 sequential design, I can utilize

methodology presented in Section 5.4.2. The proposed FF sizing methodology adjust the clock

skew for CMPFFE1 by using a slower FF as

tCLK1−Q = tCLK1−clk p + tx + tclk p−Q (5.8)
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On the other hand, it uses a faster FF for CMPFFE3 and adjust the timing as

tCLK3−Q = tCLK3−clk p − tx + tclk p−Q (5.9)

In addition, The proposed methodology uses a nominal CLK-Q delay CMPFFE as

CMPFFE2, resulting in a zero skew design.

5.5 Experiments

5.5.1 Experimental Setup

I implemented the proposed CMCS scheme in C++ and Python. Simulations were

run on an Intel Core i5-3570 Ivy Bridge 3.4GHz quad-core processor. I validated the proposed

methodology using 45nm ISPD 2009 and 2010 industrial Benchmarks [70, 71]. ISPD 2009

benchmarks are derived from real IBM ASIC designs. These benchmark circuits are distributed

in 50.4 − 275.6mm2 area and consists of 81-623 evenly/unevenly distributed sinks with equal

or unequal sink capacitances. ISPD 2010 benchmarks are derived from real IBM and Intel

Microprocessor designs. The 2010 benchmark circuits are distributed in 1.4 − 91.0mm2 area

and consists of 981-2249 nonuniformly distributed sinks with different loading. The designs

were optimized for 1V supply voltage and clock frequencies range from 1-3GHz. Traditionally,

5-10% of the clock period is allocated for clock skew, so we used a clock skew bound of 70

ps for 1 GHz clock frequency. Traditionally worst case slew rate is defined as 10% of the

clock period. For the proposed CM clocking schemes, we used 10% slew bound. It is worth

mentioning that at steady state the CM clock tree remain roughly around Vdd
2 , hence we only

considered worst case slew rate at the clk p signal of CM FF. The CM Tx and Rx/FF [36] were

designed using the FreePDK 45nm CMOS technology [55]. I used HSPICE to measure power

and performance for all results.

The clock tree is routed with minimum wire length by incorporating Balanced Bipar-

tition (BB) with DME [10, 74] and the final tree nodes are connected to the CMPFFEs. The

clock tree and the CMPFFEs are driven by a single pulsed current Tx. In addition, I followed

ISPD 2010 High Performance Clock Network Synthesis Contest guideline to model the clock

network as a distributed RC model [70, 71]. The CM Tx, tree, and the CMPFFEs compose the

entire CM network. Figure 5.9 shows the resulting DME routed bufferless CM CDN for the
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ISPD 2010 Benchmark circuit 06. In proposed CMCS scheme, the total power consumption

includes the CM pulsed Tx power, parasitic power, and the total CMPFFE power.

The CMCS methodology uses library cells of CMPFFE with different AR and hence

input impedance and CLK-CLKP delay resulting in “slower” and “faster” FFs. Here “faster”

and “slower” refers to the smaller and larger CLK-clk p delays, respectively. I calculate global

clock skew at the FF’s internal clock pins (clk p), so that changes in CLK-clk p delay are

included in the skew component of timing constraints and do not change the setup time and

hold time.

It would be interesting to compare the CMCS results with the ISPD 2009 and ISPD

2010 winners results. But, the winning teams consider local skew minimization resulting in

wire snaking and extra buffers. For example, using the 01 benchmark circuit, the ISPD 2010

winning team used 198.3pF capacitance, while the implemented VM network requires 93.7pF

capacitance. Overall, ISPD 2009 and ISPD 2010 winners consume significantly more capac-

itance resulting more than double power consumption compared to our implemented buffered

VM networks, hence in the final comparison I eliminated ISPD winners result.

0 500µm 1000µm 1500µm 2000µm

0
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200µm

300µm

400µm
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700µm

800µm CM FF
 CM Tx

Figure 5.9: The resulting DME routed bufferless CM CDN for the ISPD 2010 Benchmark
circuit 06.
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Since the previous Tx sizing methodology [36] does not work with asymmetric net-

works, I used a state-of-the-art buffered VM methodology for comparison. The VM tree is

routed using a common industry method with minimum wire length [10, 74] and the buffers

are inserted to meet the skew and slew constraints (10% of the clock period) [73]. For the VM

buffered network, the total power consumption includes CDN buffer power, clock tree parasitic

power, and VM pulsed FF [1] power. Both the VM and CM schemes receive a traditional volt-

age clock from a PLL/CLK divider at the root. The input CLK signal slew rate is 10% of the

CLK period.

5.5.2 CM FF Library Cells

Similar to a VM FF, in the CM case I considered 50% ideal input current (3µA) tran-

sition to 50% Q transition as the CLK-to-Q delay of CM FF. For setup (ts) and hold time (th)

times I used the common definition as the time margin that causes a CLK-to-Q delay increase

of 10% beyond nominal. The ts and th of the median size CM FF are −15.8ps and 46.6ps,

respectively. Figure 5.10 shows an analysis of the CMPFFE library cells with the nominal input

current of ±3µA and 70ps pulse width. In this analysis, I vary the AR of CMPFFE reference

voltage generators and measure the corresponding CLK-clk p delay. I observed a linear rela-

tionship between CLK-clk p delay withAR. Particularly, the CLK-clk p delay of the CMPFFE

increases with the increase of AR by increasing input impedance as shown in Equation 5.3.

Hence, I utilized this characteristic to build our CMPFFE library cells with different CLK-clk p

delay. It is worth mentioning that, similar to a FF output (Q) signal, the clk p act as both

terminal and voltage pulse.

The proposed CMCS utilized 13 CMPFFE library cells (a median size and 6 faster

and 6 slower) with ±30ps CLK-clk p delay variation from the nominal delay value.

In order to tackle skew issues, the proposed CMCS utilized 13 CM FF library cells (a

median size and 6 faster and 6 slower) with±30ps CLK-clk p delay variation from the nominal

delay value. It is expected that the use of different sizing CMPFFE requires different FF area

and may add area overhead to the overall design. However, It is possible to have zero area

overhead for different size FF. Figure 5.11 shows the layout of fastest, median, and slowest

CLK-clk p delay CMPFFE. In Figure 5.11, the Pn and Nn indicates the sizing reference of

PMOS and NMOS, respectively; corresponding to reference voltage generator of median size
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Figure 5.10: CMPFFE library cells are built based on the characteristics that the CM pulsed FF
CLK-clk p delay increases with the increase of aspect-ratio (WL ).

CM FF. I laid out the CM FF in such a way that I can adjust the sizing of CMPFFE reference

voltage generator without changing the CMPFFE overall area. Since, each FF used standard cell

height, I can adjust the AR by using vertical empty space for slower CM FF (larger transistors)

or decrease transistors size in the opposite direction (for faster CM FF) as shown in Figure 5.11

(c) and Figure 5.11 (a), respectively. This requires no placement legalization.

5.5.3 Results and Comparisons

I characterized the register stage of each CMPFFE considering maximum driving

load. In addition, the clk p signal has fixed loading from transistors M4, M7, and M10 as

shown in Figure 5.7. If the clk p signal meets a slew rate, there is no slew rate violation at the

CMPFFE output (Q) signal.

Table 5.1 shows the power, skew, and run time comparison on the ISPD 2009 bench-

marks while Table 5.2 shows the ISPD 2010 benchmark networks. I extracted all the results

considering the final Tx and CMPFFE sizes for CM networks.
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(a) Fastest CMPFFE reduces reference voltage generator sizing compared to nominal 

CLK-clk_p delay CMPFFE

(b) Nominal CLK-clk_p delay CMPFFE

(c) Slowest CMPFFE increases reference voltage generator sizing compared to nominal 

CLK-clk_p delay CMPFFE
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Figure 5.11: CMPFFE library cells are built based on the characteristics that the CM pulsed FF
CLK-clk p delay increases with the increase of aspect-ratio (WL ).

5.5.3.1 Power Comparison

Table 5.1 and Table 5.2 show the power breakdown of the VM and CM FFs and total

CDN simulation power at 1 GHz clock frequency. At 1GHz the CM FFs consume 24% and 20%

more average power than VM FFs using ISPD 2009 and ISPD 2010 testbenches, respectively.

On the other hand, the VM TxVM consumes 97% and 92% lower average power compared
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Figure 5.12: The CM clocking is highly insensitive to frequency, as a result it exhibits more
power saving at higher frequencies; for example using ISPD 2009 benchmark s4r3 circuit, the
power saving of CM methodology increases from 68% (at 1GHz) to 84% (at 3GHz) compared
to VM scheme.

to VM buffers power on ISPD 2009 and ISPD 2010 networks, respectively. This is due to

the full voltage swing (0 → Vdd) in the VM CDN, whereas the CM CDNVM has negligible

voltage swing. Overall, using proposed CMCS methodology, the CM clocking consumes lower

power than the traditional buffered VM clocking on all the ISPD 2009 and 2010 benchmarks.

Specifically, the CM clocks save 68-90% power compared to the VM buffered networks as

shown in Table 5.1 and up to 67% power in Table 5.2.

In a CM scheme, most of the power is static power consumed by the CM FFs and there

are no CDN buffers so it is highly insensitive to frequency [36]. Because of this, CM clocking

save quadratically more power at higher frequencies which is extremely important in multi-

GHz designs. Figure 5.12 shows the evidence of the proposed CMCS methodology efficiency

compared with VM buffered scheme at higher frequencies using ISPD 2009 benchmark circuit
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s4r3. In particular, the power saving of CM methodology increases from 68% (at 1GHz) to 84%

(at 3GHz) compared to VM scheme.

5.5.3.2 Skew Comparison

The proposed algorithm reduces skew by Tx and CM FF sizing while ensuring correct

functionality. The CMCS methodology resulted in proper functionality in all of the asymmetric

networks. The skew slightly degraded on average in both the 2009 and 2010 benchmarks, but

the skew results were better on some benchmarks as shown in Table 5.1 and Table 5.2. These

skew levels are well within tolerable limits of 5-10% of the clock period and are therefore not a

concern especially considering the large power consumption savings. In addition, each scheme

uses a different methodology the response to optimization is not predictable. This is common

with any sort of heuristic optimization algorithm which may end up in a solution that is closer

or further from optimal. However, overall the proposed CM scheme has only 3.3ps and 3.9ps

average skew difference compared to VM scheme for ISPD 2009 and ISPD 2010 testbenches,

respectively.

5.5.3.3 Run-Time Comparison

Most high-performance CDNs use HSPICE simulation instead of approximate ana-

lytical models such as Elmore delay in traditional clock tree synthesis (CTS) algorithms. How-

ever, HSPICE simulation requires significant simulation time compared to a traditional CTS

algorithm. Table 5.1 and Table 5.2 show the results based on accurate HSPICE simulation for

both VM and CM methodologies for fair comparison of quality of results and run-time.

The run time of the CMCS methodology is significantly less than the VM methodol-

ogy. This is because, the proposed scheme requires fewer iterations since it doesn’t use buffers

that need to be sized. Overall, the run time of the benchmarks are 2.4 − 9.1× less on average

as shown in Table 5.1 and Table 5.2.

5.5.3.4 Silicon Area Comparison

Similar to previous CM clocking systems, the proposed CMCS scheme uses a buffer-

less CDN. However, the Tx circuit has a few buffers for the internal delay chain and to drive

the large Tx transistors. Figure 5.13 shows a representative comparison of VM buffered total
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area compared to CM total area. The CM CDN includes the overhead of the resized FFs and

Tx to compute the Tx and CM FF area. When considers CM Tx and VM buffers area, the CM

clocking saves up to 73% transistor area compared to the VM scheme. Overall, using proposed

CMCS methodology in ISPD 2009 and ISPD 2010 benchmarks, the CM clocking saves 21%

average silicon area compared to VM scheme as shown in Table 5.3.
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Figure 5.13: The proposed algorithm saves 53% to 73% silicon area as a result of bufferless
clock routing using ISPD 2009 and ISPD 2010 benchmarks.

5.6 Summary

I have presented the first current-mode clock synthesis (CMCS) methodology. The

proposed methodology used Tx and Rx sizing in the CM FFs to ensure correct functionality

and reduce skew. The proposed methodology saved 39 − 82% average power with similar

skews on industrial benchmarks. In addition, the methodology used 2.4 − 9.1× less run-time

up to 73% lower silicon area compared to the buffered VM networks.
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Chapter 6

Conclusions and Future Work

In modern synchronous VLSI, interconnect, in particular CDN design is growing in

importance as it is significantly affecting the power-performance trade-offs. The traditional

CDN design approaches are solely based on VM signaling due to the compatibility with the

logic blocks and existing automated routing tools. However, using VM clocks requires charg-

ing/discharging of the large global CDN capacitance which consumes significant power. While

CM clocks are a promising technique to reduce the total power consumption by sending infor-

mation through current at a nearly constant voltage swing on the interconnect, CM applications

were limited to off-chip signal transmission. However, according to my best exploration, there

are few clocking and no design automation techniques that have considered CM clocking. The

traditional CM clocking/signaling schemes are small hand tuned designs and only restricted to

simplified H-tree or regular CDNs. This thesis is the first systematic research on CM clocking

and design automation including the verification of proposed scheme on industrial testbenches.

6.1 Thesis Contributions

In order to propose a new paradigm of clock distribution, in this thesis, I made several

contributions that advance the CM clocking methodology in the VLSI design, with the ultimate

goal is to meet the power budget at the target frequency range. The key contributions of this

thesis are:

Current-Mode Pulsed Flip-flop and Current-Mode Clock Distribution In Chap-

ter 3, I present the first CM clocked FF and the effective integration of the CM FF with VM
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CMOS logic.

Differential Current-Mode Pulsed Flip-flop and Differential Current-Mode Clock

Distribution In Chapter 4, I demonstrate the first differential current-mode clocked FF. and the

effective integration of the DCM FF with VM CMOS logic.

CMCS: Current-Mode Clock Synthesis In Chapter 5, I present the first and only

clock synthesis methodology to handle CM clock signaling. This Chapter also demonstrates

the first CM clocking in asymmetric clock networks using industrial benchmarks. In addition, I

present the first CM latch/FF sizing to minimize global skew.

6.2 Future Work

In this thesis, I presented a complete CM clocking scheme and CM clock synthesis

methodology. However, the experimental results are based on multi-level symmetric H-tree dis-

tribution and ISPD 2009-ISPD 2010 industrial testbenches using only HSPICE simulation and

analytical modeling. A possible direction of research would implement a microprocessor and

applying both single-ended and differential CM clocking to investigate more accurate results.

The proposed CMCS methodology utilized DME algorithm to route the clock tree,

however, it would be interesting to consider CM clocking using other heuristic algorithms

(MMM, GMA). In addition, none of these algorithm ensures zero skews for CM clocking, hence

a possible direction of research is to implement a new algorithm that ensures zero skews to CM

clocking scheme. The proposed CMCS methodology is based on time-dependent HSPICE sim-

ulation. A time-independent equal impedance CDN for CM clocking using wire/Tx/FF sizing

is identified as a possible direction of research.

The reliability of CMCS methodology can be improved by considering noise related

issues. For example, the effect of process variation on the CM CDN circuitry, wire parameters

(RC) values, supply-voltage induced noise, clock jitter could introduce clock skew. A possible

direction of research is to model all those noise attributes and integrate into CMCS to have more

accurate results.

It is common practice to reduce the supply voltage to near the device threshold volt-

age in many-core designs. However, the circuit robustness often reduces due to the random

parameter variation and supply voltage scaling. As a result, it becomes increasingly difficult

to build energy efficient SOCs. However, asynchronous VLSI techniques using quasi-delay-
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insensitive (QDI) asynchronous logic and chip-to-chip/local handshaking protocols identified

as very promising for building low-power microprocessor. Asynchronous VLSI design is iden-

tified as a possible direction of research.
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