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ABSTRACT

We present composite spectra constructed from a sample2p1 2@ Lymane (Lya)
forest absorbers at redshift#l2< z < 3.1 identified in quasar spectra from the Baryon Oscil-
lation Spectroscopic Survey (BOSS) as part of Data Releasth@ Sloan Digital Sky Survey
1. We select forest absorbers by their flux in bins 138 krwide (approximately the size of
the BOSS resolution element). We split these absorberdii@amples spanning the range
of flux —0.05< F < 0.45. Tests on a smaller set of high-resolution spectra shatwtlr three
strongest absorption samples would probe circumgalagions (projected separatien300
proper kpc andAv| < 300 kmst) in about 60% of cases for very high signal-to-noise ratio.
Within this subset, weakening byabsorption is associated with decreasing purity of circum-
galactic selection once BOSS noise is included. Our weaketya absorption samples are
dominated by the intergalactic medium.

We present composite spectra of these samples and a caabmeasured absorption
features from H and 13 metal ionization species, all of which we make avhglab the
community. We compare measurements of seven Lyman segigsittons in our composite
spectrato single line models and obtain further constdiintn their associated excess Lyman
limit opacity. This analysis provides results consisteithwolumn densities over the range
14.4 < log(Ny) < 16.45. We compare our measurements of metal absorption to etyari
of simple single-line, single-phase models for a prelimyriaterpretation. Our results imply
clumping on scales down te 30 pc and near-solar metallicities in the circumgalactosias,
while high-ionization metal absorption consistent withital IGM densities and metallicities
is visible in all samples.

Key words: intergalactic medium, quasars: absorption lines, gataX@mation, galaxies:
evolution, galaxies: high-redshift
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1 INTRODUCTION

Since the birth of the first stars, the formation and evotutid
galaxies has been intertwined with the evolution of intkrgiéc
and circumgalactic media. These reservoirs of gas feedmstaa-
tion and galaxy assembly, but also reflect the history offstana-
tion by virtue of the presence and properties of heavy elésnen

ist in surveying galaxies at high-redshift¢ 2), particularly since
much of this population is expected to be composed of faint,
dwarf galaxies (e.g. Pieri & Martel 2007, A. Rahmati et al in
prep). Efforts are underway to build large samples of gakaxis-

ing the Lyman break technique (known as ‘Lyman break galax-
ies’ or LBGs). Samples such as the Keck Baryon Structureeyurv
(KBSS,|Steidel et al. 2010; Rudie et al. 2012; Rakic et al.Z201

Knowledge of the degree of enrichment by metals in the inter- 544 the VLT LBG survey| (Crighton etldl. 2011) are being used

galactic medium (IGM) and circumgalactic medium (CGM) aio
exploration of the energetics of mechanical outflows frornaga
ies (e.gl Mac Low & Ferratia 1999; Scannapieco, Ferrara & Mada
2002;| Pieri, Martel & Grenon 2007; Pinsonneault, Martel &dPi

to study the interaction of galaxies and the IGM/CGM, butsthe

surveys have yet to show many weaker lines in optically this. g

Progress has also been made by using observations of gataxie
explore the properties of their own circumgalactic regi@iiartin

2010). These outflows are a key component in our understand-poos; [ Steidel et al. 2010), but ambiguities exist betweealism
ing of galaxy formation as they have the potential to heat and gcqje galactic effects and larger scale circumgalactiorakisn.

eject gas from dark matter halos, suppressing star formatio
increase the cooling rate by depositing metals, promotiiag s
formation (e.g/ Aguirre et al. 2001; Oppenheimer & Davé €00
Schaye et al. 2010; Barai et al. 2013). The pattern of eleshent
abundances present may also reveal the stellar popul&iangive
rise to them. The abundance of individual ionization spedt
these elements allows investigation of the extragalactichidck-
ground (due to the impact of photoionization), and the dgrasid
temperature of the gas (due to collisional ionization acdmbina-
tion). A large number of metal species are required to mezalof
these effects and break degeneracies between them (Agtiate
2008;| Pieri et al. 2010b). In this paper, we apply a novelyamigl
technique; we stack quasar spectra on the rest-frame dosatif
Lya absorbers (Pieri et &l. 2010b, P10 hereafter) in the enasmou
spectral database of the Baryon Oscillation Spectroscpigey
(BOSS, Dawson et al. 2013). This affords the derivation af-co
straints on the metal enrichment and ionization state efgalactic
and circumgalactic gas.

The distribution of gas on large scales and its metal pragsert
may be probed by measuring intervening absorbers alongrtbe |
of sight to bright background quasars. The aptly named Lyman
forest is a crowded distribution of absorption lines assted with
trace amounts of neutral hydrogen (or)kh this largely photoion-
ized medium|(Gunn & Peterson 1965; Lynds 1971). It provides u
detailed information on the density of structure over a ificgmt
range of redshifts for each quasar spectrum. Most of the bymna
(Lya) forest is associated with moderate overdensitief(~ 1—
10) and traces filamentary structure on large scales, bug sthong

We present an alternative approach using absorbers as a
proxy for galactic and circumgalactic regions in order ta-co
struct a much larger sample and so have greater sensitivity t
weaker metal transitions. This approach is not without gdeat;
Pieri, Schaye & Aguirtel (2006) used strong\Clines as a proxy
for galaxy locations motivated by observations of LBGs aedrby
quasars (Adelberger etlal. 2003). This approach was piymesed
to investigate the existence of metals far from known gaksxi
Lehner et al.[(2013) use partial Lyman limit systems and Lyma
limit systems as a proxy for galaxies at< 1. In addition P10
stacked strong, blended tyforest lines in the SDSS-II DR5 sam-
ple and found indications of circumgalactic conditionsha tesul-
tant composite spectra.

We return to the analysis of P10 with methodological modifi-
cations, a larger data set from Data Release 9 (Ahn et all)2612
SDSS-lIl (Eisenstein et al. 2011), more extensive resaltsl, in-
vestigations of our selection function using simulatedcgpeand
high-resolution spectra with LBG proximity from the VLT LBG
survey. We present a catalogue of composite spectra foingary
Lya absorber strength, each with measurements of seven Lyman
series lines, Lyman limit opacity, and 26 metal transitifnosn 7
elements and 13 ionization species. We also publish our ositep
spectra online to enable alternative measurements of Hwegatipn
profiles. We perform a preliminary interpretation of our s@ee-
ments including constraints on gas metallicity and abgosires.

In future work, we will carry out direct comparisons to thegic-
tions of cosmological hydrodynamic simulations.

This paper is structured as follows. In Secfidn 2, we describ

forest absorbers along with Lyman limit systems and damped the data used in this analysis. In Sec{ién 3, we describeelecs
Lyman-a systems (DLAs) are thought to be associated with galax- tion of Lya absorbers and investigate the kind of systems and en-

ies and the circumgalactic medium (e.g. Faucher-Gigueke&s
2011; Fumagalli et al. 2011).

vironments it picks out, appealing to both simulations dre\{LT
LBG analysis. Sectiofl4 sets out the method we used to produce

These spectra also allow measurement of a variety of metal composite spectra of these absorbers. In Seion 5, welldeser

species in principle, but in practise only a limited number
are detectable in the lgy forest. Three-times-ionized carbon or
Civ (e.g..Mever & York| 1987; Cowie etal. 1995; Schaye et al.
2003;| Pieri, Schaye & Aguirre 2006) and five-times-ionizeg-o
gen or Ovi (e.g.|lSchaye etal. 2000; Pieri & Haehhelt 2004;
Simcoe, Sargent & Rauch 2004; Pieri et al. 2010a) are péatigu
well-observed. Many other weak lines are challenging tectebut
progress has been made towards this goal (P10) by stackimg Ly
forest lines in Sloan Digital Sky Survey Il Data Release 5 $Sb
Il DRS5; [York et al.| 2000| Adelman-McCarthy etlal. 2007) quasa
spectra.

Associations between galaxies and intervening absorbers a
easier to establish at low-redshifts where the galaxiesread-
ily identified (e.g.. Tumlinson etal. 2011; Lundgren etlal.120
Stocke et al. 2013; Nielsen et al. 2013). Significant chaksnex-

results including characterisation ofi ldbsorption, measurements
of metals, and comparison to simple models. Se¢flon 6 pesvid
discussion of our results and it is followed by a summary.

We assume a solar pattern of elemental abundances taken from
Anders & Grevesse (1989) for our interpretation. There arera-
ber of alternative choices available, but the differencesseall on
the scale of the effects discussed here.

2 DATA

The Baryon Oscillation Spectroscopic Survey is one of fgacs
troscopic surveys that make up SDSSHllI (Eisenstein etGllp
all conducted from the 2.5-meter Sloan telescope (Gunn et al
2006) at Apache Point Observatory. The BOSS instrument

© x RAS, MNRASO000,[THI9
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(Smee et al. 2013) consists of two double spectrographsweitich

width of absorbers and that they remove the bulk of the quasar

a blue channel and a red channel. We use the SDSS-IIl Data Re-properties. Any remaining quasar properties will contigbanly

lease 9|(Ahn et al. 2012) high-redshift quasar sample, teelacs-
ing the techniques and data outlinedlin _Ross etal. (2012 (se
alsolBovy et all 2011). The sample of high-redshift quasaas w
compiled by visual inspection of quasar candidates asradlin
Paris et al.[(2012).

The resolution of these spectra varies oRet 1650 toR ~
2500 and is broadly lower (higher) at the low (high) waveléng

weak stochastic error in our composite spectra due to owdose
continuum fitting of stacked spectra (see Sedtion 4).

We fit a cubic spline to nodes measured as the median flux in
20A wide chunks. We discard any blueward band with a 100-pixel
(6900 kms1) boxcar smoothed S/N: 1 as our absorption rejec-
tion procedure performs poorly where the noise is greater the
signal. We iteratively refine the median flux of these nodeseby

end of both the blue and red channel of each BOSS spectragraph jecting negative deviations from the spline greater tharsttectral

In the portion of the spectra we use for selectingrLgbsorbers,

it varies over 16505 R < 2150. We assume a constant value of
R=2000 when fitting line properties, and this assumptiot ladd

to small systematic errors in our line widths; however, wendo
draw detailed conclusions from line widths in this papee BOSS
spectrograph provides coverage over the wavelength radfg@-3
104004, although the signal-to-noise ratio (S/N) declines at the
blue end, and much of the redward end of the spectra is disdard
due to strong sky lines.

The SDSS spectroscopic pipeline (Bolton etial. 2012) per-
forms the basic data reduction and calibration of quasactspe
For our analysis we make use of several, publicly availaldkje
added products from_Lee etlal. (2013) including principahpo-
nent analysis (PCA) continua, a correction of spectraldiess
(associated with a small error introduced by imperfect rimgskf
Balmer lines in spectroscopic standard stars used for flliraa
tion) and zero-velocity calcium H+K absorption lines (lkasso-
ciated with the Milky Way halo), a supplementary mask of $kg$
in addition to those provided by the SDSS pipeline, and ctioes
for known biases in the pipeline estimated noise. There 4468
quasars in the Lee etlal. (2013) sample with redshifts phogith-
tergalactic Lyr forest coveragezf > 2.15).

In order to arrive at a sample well-suited to the purpose of se
lecting absorbers in a meaningful way, we implement a qualit
described in Sectidd 3, and as a result, only 30,555 of thEseira
provide a portion of the forest in the desired redshift raofysuf-
ficient quality, with a total redshift path @z = 3409. This section
also explains our decision to rebin our sample by a factoraufri-
pared to the SDSS pipeline, giving 138 kitswide wavelength
bins. DLAs from the Noterdaeme ef al. (2012) catalogue wete e
cluded from the analysis. We reject DLAS in order to imprdve t
homogeneity of our selection of strong, blended Lya forestd
and simplify interpretation (although we note that theirigsion
had negligible impact due to their scarcity in the sampldjeil
cores were masked using the value added flags in Lee et aB)(201
In addition, the wings of these lines were masked where the pr
vided fits indicated a greater than 5% flux decrement. Thete cu
produce a sample of 242,150 diyforest absorbers in 138 kms
wide bins in a renormalised flux range fron0.05 < F < 0.45.

We use two different methods for renormalising the quasar
continua to probe intervening absorbers, one for our selectf

error estimate in the forest and twice the spectral errasideatthe
forest. We do not fit withint15A of Lya and Civ transitions in
the quasar rest-frame since these emission line centrésoesbarp

to produce a good fit. We then discard points WithiROA of these
features, an extrad padding, because spline fits can produce un-
stable results when presented with sharp edges.

3 LYMAN o ABSORBER SELECTION

Given the sensitivity of stacking analyses to the seleafabjects,
we have developed our selection with the aid of simulatedtspe
which are a close reproduction of those present in the BOSS Ly
survey. These simulations are described in detail in owréupa-
per (M. Mortonson et al. in prep), but we will briefly summaris
them below (Sectiof 3 1). Our selection function is imposedis
predominantly by the resolution of the data. Our goal is fol@e
the statistical properties of systems selected by thisquhoe.

We select Lyr absorbers in the redshift ranged z < 3.1.
This choice is motivated by our desire to obtain high quadjgc-
tral coverage of the Lyman limit at the blue limit and Mgt the
red limit in stacked spectra. The spectral resolution insample
equates to a full width half maximum (FWHM) of 2—-2.6 pixels
(138-179 kms1l) in the standard SDSS spectral wavelength solu-
tion. Because of the critical impact of S/N on our absorbégcse
tion, we rebin the spectra by a factor of 2 before selectiordoice
noise, with only minimal loss of resolving power. This prdes us
a wavelength bin size of 138 km&, and has the additional benefit
of precluding double-counting of absorption from the sars®lu-
tion element.

We use only the flux in these rescaled bins (with a quality cut
described below) to select systems for stacking. We preaent
samples of Lyt absorbers for stacking, wittd.1n—0.05) < F <
(0.1n+0.05), wheren=0,1,...,4. Our simulations described in
Sectior 3P indicate that this valueF is a good reflection of our
ability to produce distinct samples when an appropriatdityuzut
is used. In order of increasing flux (and hence decreasingrpbs
tion) our samples include 11441, 25128, 42034, 65045 an@285
absorbers.

At BOSS resolution with 138 km3 bins, a Lyx forest line
of typical width with no damping wings does not reach satargt

Lya absorbers to stack and another for creating spectra to.stack regardless of its column density. The distribution of Deppba-

PCA continual(Lee, Suzuki & Spergel 2012) are used for thecsel
tion of absorbers to stack, but these continua are limitetD&0-
1600A in the guasar rest-frame. This approach is adequate for Ly
selection since we only stack tyabsorbers that are free from con-
tamination by higher order Lyman lines.

We perform an absorption-rejecting cubic spline fit to eatin
the continuum level over the full spectral range. The PCAiocoia
provide more robust absolute measurements of &psorbers, but
our spline fits are of sufficient quality for the stacking oéspa,
where it is only necessary that they be smooth with respettteto

© x RAS, MNRASO000,[TH19

rameters in the Ly forest is well characterised by a Gaussian with
medianb ~ 30 kms ! ando = 10 kms! that is cropped below

b =15-20 kms? (e.glHu et all 1995; Rudie etlal. 2012). As Fig-
ure[d shows, only single lines with ldg; > 18 or unusually high
Doppler parameters>(40 kms1) reach a minimum flux below
F = 0.15. Therefore, fluxes below this limit generally arise from
blends of lines, and even at higher fluxes blends of weak limeg
dominate by number over isolated strong lines. The 2-piedein-
ning increases the degree to which blending affects thetsate
We discuss the significance of this selection function frth re-
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Figure 1. The minimum Ly forest flux reached in single line models at
BOSS resolution in a 138 kn$ bin.

lation to simulations in Sectidn 3.2 and circumgalactidagag in
Sectior 3.B.

As we show in Sectioll5, the inferreditdolumn in our sam-
ples are characteristic of saturated lines that don’t gaaesignifi-
cant opacity at the Lyman limit in individual high-resoluti spec-
tra. This effect makes such systems challenging to idemtifiz-
out appealing to L@ observations| (Kim et al. 2002), which are
themselves difficult to confidently distinguish fromduyabsorbers.
However, our sample successfully probes this regime.

Our sample of absorbers is drawn from wavelengths fo41
A < 11854 in the quasar rest-frame. We make this choice to elim-
inate the selection of @ absorbers and absorbers proximate to
the quasar (within 7563 knT$). We assume that all remaining ab-
sorbers arise due to the Lymaniransition and so are available
for selection. As we discuss i5.2 this assumption is not always
valid, but typically the cases where it does fail are digtifnom
the effects we intend to measure, and the breakdowns thesssel
provide useful information about metal interlopers.

3.1 Production of simulated spectra

The simulated Ly spectra we use to study issues related to ab-
sorber selection are generated by computing the transhfitiz
fraction F along random sightlines through an N-body+smoothed
particle hydrodynamic (SPH) simulation in a 19¢ Mpc box
with 2 x 576° particles (with equal numbers of gas and dark mat-
ter particles). The simulation was run with a version of thede
GADGET-2 (Springel 2005) with several modifications desed

by |Oppenheimer & Davé (2008), including modeling of gatact
outflows with a momentum-driven wind model. The cosmologi-
cal parameters assumed for the simulation are consistémtrev
sults from the Five-Year Wilkinson Microwave AnisotropyoBe
(WMAPS5, [Hinshaw et al. 2009). For the analysis presenteé,her
we use only the = 2.5 simulation output.

For each sightline through the simulation volume, we run
the SPECEXBIN code (Oppenheimer & Davé 2006), which com-
putes the gas density, temperature, metallicity, and itgl@on-
tributed by all SPH particles intersecting the line of sighttilises
those quantities to compute the redshift-space opticahdapng
the sightline for Lyr and several metal lines, assuming ionization
equilibrium to determine the ionization fraction for a givdensity
and temperature. In this paper, we use simulations onlyltiorate

Lya absorber selection, so we only use therlgptical depthr o
from SPECEXBIN; simulated spectra that include additidnal
man series lines and metal lines will be studied in our fathing
comparison paper (M. Mortonson et al., in prep.), which aitlo
describe the simulation itself in greater detail.

To produce simulated spectra that match the absorber fedshi
distribution, resolution, and noise properties of the B39
sample, we use measurements from|the Leel et al. ((2013) sample
of quasar spectra and value added products. For each hdghifte
quasar in this sample, we divide the observedr lfprest wave-
length range (specifically, 104l< A < 1185A in the quasar rest-
frame) into segments with length equal to the simulatedthigis
described above, i.e. 1601 Mpc. Typically, 3-5 such segments
are required to cover the kyforest for each quasar. For each seg-
ment, we randomly draw one of the simulated BObMpc sight-
lines and shift it by a random offset in the line of sight direc
tion using the periodic boundary conditions of the simolatvol-
ume. We multiply alltyq values along the sightline by a factor
Teff(2) / Tefr sim: WhereTeg sim = 0.233 is the effective Ly optical
depth measured in thee= 2.5 simulation andes;(2) is the observed
power-law relation from Faucher-Giguere et al. (2008)wsied at
the appropriate redshift for loy absorption at the observed wave-
length. All of the rescaled sightlines are combined into ragisi
Lya forest spectrum of transmitted flusim = exp(—TLyq) for
each quasar.

We smooth the resulting spectruifgm(A ) to BOSS resolution
by convolving it with a Gaussian with width equal to the attua
wavelength-dependent dispersion for the quasar spectarmthe
DR9 sample. We then resample the smoothed flux on the SDSS
wavelength solution; we designate the smoothed and ped!iaut
still noise-free) flux fractiork.

Finally, we add simulated noise to the spectriim:= Fo+ N.
For each pixel, we dral from a Gaussian with wavelength- and
flux-dependent variance

Fo(A)Cobs(A) + Sobs(A)

OF(A) = Coos M)

k(A) @

whereCopg(A) and Spg(A) are the estimated continuum flux and
sky background flux, respectively, from the actual quasectspm

in the|Lee et al.|(2013) catalog, and at each observed wagtblen
A, k(1) is the coefficient that best fits the relation in equatidn €1) a
measured in the BOSS DR9 sample of quasar spectra (repB&ging
with the observed flux fractioRyps and using the estimated noise
variance forgg).

3.2 Simulation motivated selection

Figure[2 provides an illustration of the typical spectrahitter-
istics that form part of our selection. The bottom panel pnés a
portion of spectrum with simulation resolution (reprodugidata
with fully resolved lines) and no noise. The middle panelveho
the same portion of simulated spectrum with BOSS resolutian
2-pixel rebinning, and no noise. Comparison of these tweelsan
confirms that low flux at high-resolution is not sufficient teguce
low flux at BOSS resolution; a degree of blending is also negli
The top panel displays the same spectrum as the middle p&hel w
the addition of typical noise in our sample. Note that wettesgch
wavelength bin that falls into our target flux range as an di®o
As is clear in this figure, adjacent strongly absorbed wangtte
bins arise from extended structure in velocity space, atdhas-
mal wings of lines.

© x RAS, MNRASO000,[THI9
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4050
A (4]

Figure 2. A portion of simulated Ly forest spectrum representing a typ-
ical BOSS spectrum (S/N= 4.1), with BOSS resolution, noise, and our
2-pixel rebinning is presented in thep panel The shaded horizontal blue
regions indicate the flux intervals used for absorber selecind the ab-
sorbers selected within these ranges are shown as red tietsaime simu-
lated spectrum without noise or rebinning is displayed @rttiddle panel
and the noiseless locations of selected absorbers araiediby red dots.
Thebottom panehgain shows the same spectrum, this time at the full reso-
lution of the simulation. The shaded blue regions in thedmottwo panels
are displayed to aid comparison with the top panel.

Our key metric for Lyr selection quality is the successful re-
covery of noiseless Ly flux in BOSS spectra. We maintain this
quality standard by discarding selected absorbers ingrerf the
forest with a 100-pixel (6900 knt$) boxcar smoothed S/N per
pixel below a required value. We perform this quality testsay
lecting simulated absorbers with noise for our five selectam-
ples and examining the distribution of noiseless fluxes et
into this sample.

Figure[3 shows the results of this test for all our selectams
ples, whose boundaries are shown by dashed lines. In eaeh cas
the band-wise S/N- 3 provides acceptable noiseless flux recovery
(the most inclusive cut that allows the peak in B{&) of true flux
(Fo) to lie within the selected flux range in all cases), and wepado
this as our preferred quality cut. This figure also demotesrehat
there will always be a large contribution from higher flux qlix
when selecting strong absorbers, as there are many moreabeak
sorbers that may enter the selection due to noise (see 8Ec8o
for further discussion). Our lowest absorption sample ftapel) is
a special case intended to recover pixels with saturateut atien.
Since the true flux is never negative, the distribution ofselEss
fluxes in this selection is necessarily highly asymmetrie] ¢he
selection is strongly contaminated by weaker absorberte Nat
while our simulation does include systems with; > 106cm—2
that dominate this sample (as we shall show in Seéfioh 5.@)em
work is needed to compare the detailed incidence of suclersgst
to observations.

© x RAS, MNRASO000,[TH19
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Figure 3. The simulated Ly recovery of true flux given noisy data with a
varying band-wise S/N quality cut. The panels from top tddoatshow the
selection of absorbers within the range shown in the lab#i iacketed
range in simulated spectra with realistic noise added. Vlise is com-
pared to the ‘true’ noise free flux in those spectra for thrifierént S/N
thresholds.

3.3 Comparison between H absorption and galaxies

The results from KBSS (Rudie et/al. 2012; Rakic et al. 2012} pr
vide useful indications of the relationship between ounratrLya
absorbers and Lyman break galaxies (LBG) at redshift—3.
The KBSS surveyed for LBGs in the fields of 15 bright quasars
with Keck/HIRES spectra enabling absorption measurenas
acteristics of circumgalactic gas on scales of 50-3000grkpc
(pkpc).Rudie et all (2012) argue that the CGM is best cherisetd
by portions of quasars absorption spectra within 300 pkaest
verse separation of LBGs areB00 kms along the line of sight.
They find that nearly half of Habsorbers with lotjly, > 15.5 arise
in circumgalactic regions (their figure 30) and that absiaath
logNy; > 14.5 cluster strongly with LBGs.

Rakic et al.|(2012) take a pixel optical depth approach iirthe
investigation. In lines of sight separated from LBGsb$30 pkpc,
the medianr yq ~ 10 on scales 0f=150 km s 1 along the line of
sight was measured. This scale is the size of the BOSS risolut
element, and 70% of the pixels in these regions haveg, s < 50.
Rakic et al.|(2012) argue that the regions probed are thaligeid
halos of LBGs and that the relatively high velocities alohg line
of sight correspond to peculiar motions of this gas.

We will present evidence from Lyman series and Lyman limit
absorption that our three strongest absorber samples(.25) are
associated with typical Hcolumn densities of 73-°5cm=2 and
above. The KBSS results suggest that these populationprotie
circumgalactic regions. To address this expectation moeetty
in the context of our dataset, we have examined data from Lfie V
LBG survey {(Bielby et al. 2011; Crighton et/al. 2011; Bielliyaé
2013) and a forthcoming VLT/FORS2 survey (N. Crighton et al.
in preparation), which measure spectroscopic redshift&Xf
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selected (Adelberger etlal. 2004) and LBG-selected galarithe
fields of 13 bright quasars with high-resolution echellectze We
also include the 10 closest pairs in the Rudie et al. (2012)p&a
using high-resolution QSO spectra from the Keck archiveesgh
bright quasars were selected for their high incidence @fllbBGs.

We convolve these high-resolution, high S/N quasar spectra
with a Gaussian broadening profile to match BOSS resolutind,
rebin them to a wavelength scale with bin width 128 krh.swe
include bins in the range 1041-1185n the quasar rest-frame and
within 2.1 < z < 3.. We then investigate the fraction of wavelength
bins that meet our Ly flux selection criteria and are near an LBG,
which we define as being within 300 pkpc transverse separatio
and+300 kms 1 along the line of sight. The results are shown in

Figure4.

We apply completeness corrections based on an assessment

of the completeness of the LBG sample as a whole. We derive a
total volume density of 5 < z< 3.5 Lyman-break selected galax-
ies from Reddy et al. (2008) by assuming all LBGs down.&Mx
show Ly absorption similar to that observed around our galaxy
sample with nearby sightlines to bright QSOs. This is them-co
pared with the volume inside a cylinder of radius 300 pkpc tied
length of a forest line of sight, to obtain the total expectenin-

ber of LBGs near the line of sight. Our results are then resctd
bring the total number of LBGs in line with this expectati@p-
erationally, this involves multiplying the fraction neaalgxies for
each Lya absorption sample by a factor 12.7. Our observed sample
of galaxies are in the redshift rangelZ z < 3. compared to our
Lya forest range of 20 < z < 3.1, but the UV galaxy luminosity
function shows little evolution from redshift 2—3, and thean flux
evolution over this range is weak compared to differencdsyim

flux near and far from LBGs. The main uncertainty in this com-
pleteness correction is the faintest magnitude limit ancktain-
ties in the faint-end slope of the~ 2.5 luminosity function. These
lead to a potential systematic error of a factor of two in odeiired
complete LBG number densities. Our volume estimates dcafet t
clustering into account, which will tend to overestimate torrec-
tion factor. However we expect this effect to be small coregdan

the uncertainty in the faint magnitude cutoff.

Compared to actual BOSS spectra, the convolved VLT and
Keck spectra are effectively noiseless and so analogoksrather
thanF in Figured2 anfll3. We find that, where the noiseless flux is
Fp < 0.25, the selected absorber is near an LBG on average 60%
of the time. The probability is roughly flat over this flux rangnd
indicates that over the strongest three flux intervals of BOSS
analysis, we would be probing the CGM roughly half the time,
in the absence of noise. Wavelength bins with fluxes in thgean
0.75 < Fp < 1.05 show only a weak trend in proximity to LBGs.
Wavelength bins with a flux dfy < 0.25 are ten times more likely
to be near to LBGs than bins witfy > 0.75. Bins withFy < 0.25
are five times more likely to reside near LBGs than for a random
distribution of LBGs, as indicated by the horizontal dastied in
Figure3.

In combination with Figur¢]3, we see that these flux inter-
vals show decreasing purity of CGM selection for increagiog
due to a greater contribution from noisy non-CGM absorbgss.
ing these simulations we can quantify the degree to whichewve s
lect absorbers in this flux range: the probability that thee fitux is
Fo < 0.25 for our five samples is (with decreasingd-gbsorption
strength) 90%, 79%, 49%, 13% and 2%. If CGM regions are se-
lected 60% of the time whelfy < 0.25, but never for higher fluxes,
the purity of CGM selection would be 54%, 47%, 29%, 8% and1%.
This calculation is clearly an underestimate as the incideof
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Figure 4. The fraction of 138 kms! wide wavelength bins proximate to
LBGs as a function of flux, measured using data from the VLT L&@/ey
(Crighton et al. 2011) and a subset of the KBSS sample (Rudik 2012).
We convolve the VLT spectra to BOSS resolution; comparedhécactual
BOSS spectra they are effectively noiseless. The red areliiograms
show the fraction of 138 knt$ bins in intervals of flux that lie ‘near an
LBG’, which is defined to be within 300 pkpc ane300 kms! along the
line of sight. The red histogram shows the measured fraetiahthe blue
histogram shows the fraction after a correction for the detepess of the
LBG sample has been applied. The grey band indicates the @frftuxes
for our five intervals of selected lgyflux. The inset shows the total num-
ber of wavelength bins in each flux interval. The dashed Intticates the
completeness corrected fraction of galaxies for a randastrildition of
galaxies.

CGM regions does not drop to zero, nor does it decline as a step
function.

It should be noted that the CGM regions, as characterised
in the above way, are frequently not directly associated \wie
LBGs observed. Simulations by Rahmati & Schaye (2014) obtai
good agreement with Figure 30/of Rudie etlal. (2012), but fivad t
this is only achieved by including less massive objects Vaiter
SFRs which are below the detection limit of observationse Th
observed LBGs have virial radii of 100 pkpc, but they cluster
with these dwarf galaxies creating an extended CGM regidnoou
~ 300 pkpc. Therefore, our inferences about circumgalaetjions
should not be regarded as a measurement of regions asdowitite
detected LBGs themselves but rather the LBGs and their lavitlu
nosity neighbours.

3.4 Line list modelling

We have compared our selection function to hydrodynamic sim
ulations and observed sight-lines near LBGs. Here we cdmple
the picture by exploring the range of column densities ofesys
selected. We achieve this by reconstructing model spettfiaeo
quasars from the line list of Kim etlal. (2002), which was com-
piled in order to investigate evolution in the line numbensity.
This was achieved by generating a Voigt profile for each lise u
ing the quoted column density, b-parameter and redshifigusie
ESO MIDAS data reduction package. We produced high reswiuti
mock spectrum of each quasar, smoothed them to reproduc& BOS
resolution and rebinned them to our 138 km/s wavelength Binis
allowed us to reproduce our absorber selection functioreaptbre

© x RAS, MNRASO000,[THI9
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the HI column densities of lines that contributed to thesodters,
again in essentially noiseless spectra.

We argued in the previous two sections that our strongese thr
absorption samples are characterised as circumgalacticrtoy
of their selection of noiseleds) < 0.25 wavelength bins on 138

kms-1 scales, and they do so with varying degrees of efficiency

due to BOSS noise. We identified 78 of these wavelength bies ov
a redshift path ofAz = 2.39 and found that this sample typically
consists of blends of three lines which are distinct in higgofution
spectra. The highest column density line of the blend waseén t
range 18%m=2 < Ny, < 106cm—2in 94% of cases. This indicates
that our sample is dominated by blends of strong forest.lines

The number of wavelength bins with < 0.25 over our to-
tal redshift pathAz = 3409 is 82412 (for our three strongestdy
absorption samples plus those bins with< —0.05). This corre-
sponds to an incidence ratelg¢k) = 24.2 with SDSS noise, com-
pared tol (z) = 31.3 of effectively noise free data from our line
list model spectra. The difference can be accounted for byra 7
completeness df < 0.25 systems in our sample - a value which is
consistent with the signal-to-noise of our sample.

Kim et al. (2002) state that they are not able to confirm the

presence oy > 107cm~2 lines. They reconstruct the full loy
forest, but in these cases they will underestimate the aoluimve
conservatively assume that all systems Wit > 107cm~2 are
sufficiently blended with lower column lines such that theg all
selected, we can assess their maximal potential impact. |¥de a
assume that they are selected independently and are nateblen
with each other. Fumagalli etlal. (2013) find that the incieper
unit redshift of lines with a Lyman limit opacity abovg_ = 2 (i.e.
Ny > 10t"5cm=2?) is I (z) = 1.21. This would mean that there are
2.9 systems in our line list model spectra i.e. 3.7% of theptam
Note that this analysis includes the contribution of supgméan

limit systems (or sub-DLAs) and DLAs. Since we have excluded

the Noterdaeme et al. (2012) DLA sample (Wit > 107%3cm2)
from our analysis, the above constitutes a 10% over-estiofahe
incidence rate of high Lyman limit opacity systems in our plem
(taking the relative incidence ratelof O’Meara €t al. 2013).

We may also consider the contribution of partial Lyman
limit systems witht | > 0.5 (i.e. N > 10'6%cm~2) using the
O’Meara et al. [(2013) incidence rate of such systel{®; = 2.0
in this more inclusive range. Again, we can conservativeume
100% selection in our line list model blended only with nol-L

systems. This would provide 4.8 systems and so 6.1% of the sam

ple.

Itis clear even in a conservative assessment, that systéms w

significant Lyman limit opacity®, > 0.5) are a small minority of
systems selected. However, we recognise that a small rtyirafri
systems with strong metal signal could have a significanaichpn
measurements of metal lines in our composite spectra. Westis
the the impact of this effect in Sectibn b.1.

4 STACKING PROCEDURE

We follow the procedure described in P10 to stack absorbeteei
Lya forest that are selected as described in the previous segiiio
absorbers are assumed to arise due to the LymHansitiorﬂ and
so are assigned a suitable redstafts, and shifted to the absorber
rest-frame. In the process the whole quasar absorptiortrapecs

1 See Sectiof 512 for a discussion of where this assumptiak&m@own.
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Figure 5. The stacked spectrum of byabsorbers selected with flux be-
tween —0.05 < F < 0.05. Plotted is the median of the stack of spectra.
This stacked spectrum has not been pseudo-continuum fitteéds@ in-
cludes broad absorption by uncorrelated absorbers. Thelpsmntinuum

is overlaid as a green curve. The red curve, with the y-scaléhe right
hand side, shows the number of pixels (in units of)itBat went into the
stacked spectrum at each point. Note the scale of the y-mazch panel.

treated as arising due to gas at the same redshift and sedshift
a factor of 14 z;ps to the absorber rest-frame. Absorption that is
correlated with the selected tryabsorbers adds coherently to the
stack, while uncorrelated absorption adds incoherentjyréoluce
noise.

This procedure is repeated for all selected absorbers,-some
times using the same quasar spectrum more than once, araka sta
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of spectra is obtained. This wavelength grid of the stackedtsum

is set by the standard SDSS wavelength solution,
107* =log1oAi 1 — 10910 A 2

whereA is the wavelength i If we select an absorber a4 and
assume it is a Lyr forest absorber, we have a redskifigiven by

M =Ag(zL+1). (3)

Assuming that the adjacent pixel in the composite at wagtten

do not have coverage at the blue end and the highest redbhift a
sorbers do not have coverage in the red end. As a consequence t
mean redshift is higher bfxz= 0.2 at the blue end of the stacked
spectrum compared to the red end in our results.

These raw stacked spectra show smooth flux trends related to
the mean flux decrement of largely uncorrelated absorbeeset
are clearly undesirable features when producing compepite-
tra of selected absorbers. There are also smooth trend® heer
stacked spectrum exceeds unity by around 1%. These desatio

A’ > Aq also measures the properties of the same gas (and so is abur stacked spectra as shown in Figire 5 (and not our coneposit

the same redshift) then

A=A (z+1). 4

Substituting these into equatidd (2),

10% = logiolA’(z2+1)] —logs[Aa(z +1)] (5)
= logipA’ —logipAa (6)

Hence the pixel-spacing of the wavelength solution in thelstd

spectra of forest absorbers such as that shown in Figuree6d ar
consequence of smooth systematic errors in spline fittingaf
vidual spectra.

In producing our final composite spectra, we correct both
these effects by fitting this ‘pseudo-continuum’ and remgvit
in keeping with the manner in which these uncorrelated ddeser
contaminate the desired signal. In P10, we argued that omdd-
ing absorption typically occurs within the same resolugétement,

spectrum is identical to the data where the data has a uniform butwould not overlap with the measured transition if fulgolved.

AlogA solution. The wavelength solution of the stacked spectrum
is fully described by this pixel-spacing and the rest-framvave-
length of the system stacked (tyin this paper). Consequently the
operation of stacking is a simple process of shifting by theaber

of pixels separating the marker location in the quasar specand
Lya in the rest-frame in the stack, with no interpolation. Weimeb
our spectra for Ly selection by a factor of 2 to reduce noise. How-
ever, we do not rebin the spectra before stacking. As a coesesq,
1215.67A in the wavelength solution for the composite spectrum
is centred between two pixels. In the results that follove, fill
profiles of lines in the composite spectra are measured utittes
binning, and the central fluxes of lines are measured by girega
the two nearest pixels in the composite (see Sekfidn 5.1).

The next step is to characterise this stack of spectra witloa ¢
sen statistic. We use two statistics: the median and the §fped
arithmetic mean (i.e. discarding the highest 3% and the$o®%
fluxes). In both cases we determine the error estimate ined pyx
bootstrapping the stack of spectra.

Redward of 1215.6& in the composite spectrum, the stack
of the spectra transitions from entirely within the foresentirely
outside the forest. Noise due to uncorrelated contamigatirsorp-
tion is the same order of magnitude as the corrected pipeliroe
estimate in the forest-contaminated portion of the stackpsfc-
tra and is subdominant outside of the forest. There is saaifi
pixel-to-pixel covariance in composite spectra due to ¢bistami-
nating absorption, since contaminating lines extend esolution
element scales. This transition region is dictated by tkshit of
the selected Ly absorbers with respect to the emission redshift
of the quasars in whose spectra they reside. We may choose to r
quire that only forest-free regions contribute to some iporbf
this transition region by eliminating the contribution afnse ab-
sorbers from that portion of the stack. We do so where thecredu
tion of noise from eliminating contaminating absorptiorcesds
the increase of noise from having fewer spectra. In pradtice
balance occurs at wavelengthslzg&&. In effect, for portions of
the composite spectrum with wavelengtéymp > 12934, we re-
quire that(1+ Zapg) > (1+2q)Aa/Acomp FigurelD presents the re-
sultant stacked spectrum, and a discontinuity due to thislition
is clearly visible.

The red line in Figurgl5 shows the number of spectra that con-
tribute to the stacked spectrum at each point. The declioeunts
at the red and blue ends are a consequence of limited speatral
erage in individual spectra. The lowest redshift absorbtasked

Hence, their effect is more accurately described as aéditiflux
decrement rather than additive in optical depth. As a regelin-
crease the flux globally by the flux decrement of these regions
an additive manner, i.e. the desired composite spectrum is

F=F+(1-F), )

where Fs is the raw stacked spectrum arg is the pseudo-
continuum. We fit this pseudo-continuum by manually seherti
nodes and taking a spline of these nodes. An example pseudo-
continuum is shown as a green line in Figlie 5. We mask known
absorption lines from this process to prevent misleadirgeye.

This pseudo-continuum fitting procedure introduces emwbmsder

the size of the error estimate in the composite spectrunrderdgo

take this effect into account, we sum these two sources of &rr
guadrature in the error estimate carried forward for the pasite
spectra, increasing the noise-per-pixehg.

Broad absorption features produced by clustering are diffi-
cult to disentangle from the pseudo-continuum. In paréicuhe
Lya feature in the strongest composite spectra shows signal out
to ~ 3000 kms! (in agreement with McDonald etlal. 2006 and
Palangue-Delabrouille etlal. 2013). We fit through thesgetatale
features in producing the pseudo-continuum, but this israeso
what subjective exercise. This effect leads to an unceytainthe
measurement of the strongestd_jeatures in our analysis, but we
demonstrate in the following section that our inference ofddl-
umn is not sensitive to the measurement ofrlgr Ly in compos-
ite spectra.

Figure[6 shows an example composite spectrum in full. This
spectrum is a composite produced using the median stackyfor L
absorbers selected with flux betweef.05 < F < 0.05. Our two
statistics have complementary uses. In the limit whereasuirtat-
ing absorption purely occurs as a sum of flux decrements @vher
lines are not intrinsically coincident, but lie within thesolution
element), the subtraction of the pseudo-continuum for ftith-a
metic mean is a mathematically ideal operation. The mediam i
more outlier resistant statistic and so can provide a uggfube
of absorbing population size in tandem with the arithmet&am
when the range of the absorber strengths is broader tharoibe. n
A joint measurement of absorber strength and populatios iz
ing the full distribution of pixel fluxes in stacked spectrdlvwe
presented in a future work.
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Figure 6. Composite spectrum of loy absorbers selected with flux betweef.05 < F < 0.05 produced using the median statistic. Error bars are sliown
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absorption features with depth as small as 0.0005.

5 RESULTS

The BOSS resolution element is broader than the width ofrebde
Lya forest and metal lines in high-resolution spectra, so exem i
single pixel of the stacked spectrum the absorption arizes §as
that is clustered. Furthermore, the absorption featuresiircom-
posite spectra are substantially broader than the widtiateid by
the resolution element in all cases. All Lyman series fexstiiave a
FWHM > 300 kms'1, in cases where it can be reliably measured,
and all our metal lines show a contribution from clusterihgeast

as large as BOSS instrumental broadening across the fdilgsro

(see Tables A2 arld Al).

As a consequence we may integrate over the full line profiles

and so include all measured clustering, or limit our intégrato

the minimum degree of clustering set by the 138 kihscale of
our Lya selection bin (which is approximately the FWHM of the
resolution element). We adopt the full line profile approastour
fiducial method, denoted by subscript and also consider mea-
surements of the central wavelength bin of our features andte
them with subscript.

© x RAS, MNRASO000,[TH19

5.1 Hi Absorption

We characterise the Habsorption by measuring Lyman series lines
present in the stacked spectra and complement this with sauresa
ment of the Lyman limit opacity provided by a modified stagkin
approach.

5.1.1 Lyman series lines

We measure the absorber rest equivalent withf) &s shown in
Figure7. This measurement is normalised by the oscillatength
(f) and the wavelengthA( in order to produce a quantity that
asymptotes to a constant value when the lines in the seraesrize
unsaturated. This quantity is measured for each of severahym
series lines for both composite spectra produced using dthan
and the arithmetic mean statistic. Precision measurentérttse
equivalent width are challenging for the dyline (and Ly8 line
to a lesser degree) due to systematic errors in distinqugstiie
pseudo-continuum from these broad features produced Isyeciu
ing as discussed in the previous section.

We produce model line profiles using the analysis package
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Figure 7. The equivalent width over the full profile of Lyman serieseln
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lines. Seven Lyman series lines are shown for our three gsirsamples
using both the median and arithmetic mean statistics. Siligé models
for full line profiles are presented in order to charactetimeallowed range
of column densities and Doppler parameters assuming thatgée dine
dominates the total column density.

Table 1.Inferred Hi column densities from Lyman series measurements.

Flux selected  lodls i (cm=2)  logNe i (cm—2)

[-0.05,005  1645+0.15 1595+ 0.15
[0.05,0.15) 15.80+0.15 1555+0.15
[0.15,0.25) 1555+0.15 151+0.1
[0.25,0.35) 151540.1 146+0.15
[0.35,0.45) 145+0.2 141402

VPFITd and measure their normalised equivalent width in the same
manner. Our aim is to use the Lyman series to constrain the cha
acteristic H column density of the systems of our dyabsorber
composites.This task would be straightforward if the higbreler
lines showed a clear plateau\l /fA indicating that these lines
were unsaturated, in which case one could simply find thenzolu
density of models that show the same plateau. Unfortunatedy
situation is not always so clear, because the high-ordes liemain
marginally saturated in the strongest absorption samplesnust
therefore infer H column densities more qualitatively.

Models are selected to provide reasonable agreement with th
highest order well-measured Lyman lines. We do not require a
match to the Lyr or LyB lines because weak blended lines raise
their equivalent widths while having little effect at higharders.
For each absorber flux interval we show solid curves indicgtthe
range of column densities allowed for a Doppler parameteiceh
that roughly matches the observed trend\ip/fA for higher or-
der lines without overproducing layor Ly3 absorption. We adopt
the column density of the central curve as the inferred caldenm-
sity characteristic of that absorber sample, and the casgrain-
dicates a typical uncertainty dflogNy = +0.15. For compari-
son we also display our upper limit on the column densities by
relaxing our requirement that broad agreement with lines3—

7 be obtained. Here we only require consistency wits 6 and
n =7 measurements (while treating lower order lines as upper li
its) and allow the Doppler parameter to take its lowest vakeen
in high-resolution observationg,= 15 kmsL. Little increase in
upper limit on the column density is derived from this tesalirbut
the strongest absorption sample despite the fact that thedels
do not reproduce the observed trends well.

In some cases Lyman series lines measured in the arithmetic
mean composite indicate a significantly higher HI columnsitgn
than the median composite. This indicates that the abspgnp-
ulation is not uniform and that there are a minority of seddctys-
tems that show stronger absorption. These systems woukdl dav
greater impact on a less outlier resistant statistic su¢heaarith-
metic mean. Rather than choose a preferred statistic we ot
lowed values folNy, that span the range indicated by both statis-
tics.

We report our inferred column densities in Takle 1 and plot
theNy values in Figur€0. If we use the central bin fluxes instead
of the full velocity range, inferred column densities arevdo by
~ 0.5dex.

5.1.2 Lyman limit opacity

Higher order Lyman lines are a valuable measure of high col-
umn density H, but have limitations when lines become satu-
rated. Hence, we combine constraints from the previousosect

2 http:/iwww.ast.cam.ac.ukifc/vpfit.html
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in Section[8. The portion of the composites used to measurd.yman
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Figure 9. The Lyman limit optical depth measured in composite spgua
sented in FigurE]l8 between 980and the Lyman limit. The mean Lyman
limit opacity of the Lya forest has been corrected for; however, the mea-
surement is a sum of the Lyman limit opacity of selected lapsorbers and
the opacity of large-scale structures correlated with them

with a measurement of the Lyman limit opacity because the-opa
ity is simply proportional td\ly;, albeit integrated along the line of
sight. Here we stack our selected absorbers and measurestire m
opacity blueward of the Lyman limit (91&) to characterise the
highest column density population in our sample. In orden&a-
sure the Lyman limit we must omit the continuum fitting delsed

in §2 as this would subtract the desired signal. Equally, it is no
sufficient to simply stack unfitted quasar spectra, as a numibe
unwanted effects will modify the measured opacity at the &gm
limit: weighting due to quasar S/N, peculiarities in the el@ngth
dependent throughput of the BOSS quasar spectra, defsfitone
self-similarity in the quasar SED power-law, and the curiva
Lyman limit opacity of the average loy forest (Prochaska et al.
2011).

Our main stacking approach includes no weighting and thus
it is necessary to replicate this feature and preclude amanted
quasar-flux-based weighting. We achieve this by normajisich
guasar spectrum by a scalar value such that the mean flux ima ba
with 1041A < A < 1185A in the quasar rest-frame is set to the
mean flux in the forest given by Faucher-Giguére et al. (2008

We then stack the Ly sample described in Sectibh 3 using
these renormalised spectra and the method described iHdctio
order to take into account all the remaining unwanted edfésted
above, we produce a baseline stack measuring them indegignde
of the desired signal. This is done by stacking pixels withrtiean
forest flux across our target forest sampte= 0.7645) in our cho-
sen redshift range. We select pixels ovésfa= 0.04 range around
this mean such that there are always more pixels in the baseli
than in our main Ly samples. This approach provides an appro-
priate baseline assuming that our main samples and thesefluea
baseline pixels are both randomly distributed over 2 z < 3.1.
We therefore renormalise our Lyman limit composite speothy
this baseline composite spectrum. Figute 8 presents thdtaet
renormalised composite spectra for each of our samples.

We measure the mean Lyman limit opacity between A00
and the Lyman limit for each of our selected absorbers usirgy t
method; these results are shown in Figdre 9. The error i thes-
surements is established by bootstrapping the sample ofrr@n
lised fluxes in these windows. The bootstrap element is 3lpixe
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Figure 10. The HiI column density of our selected &yabsorbers inferred
from Lyman series lines (described in Secfion 3.1.1 anddisn TableL),
with upper limits derived from the Lyman limit opacity detberd in Sec-
tion[5.1.2. Lyman series are measured within the centraki38  wave-
length bin (blue diamonds) and over the full line (red stefsy the Lyman
limit opacity we plot+10 values as upper limits, since they are a sum of
the selected absorbers and their associated large-saattuse.

wide to encompass the FWHM of the resolution element. Figure
denotes the region to be utilised for the measurement of hyma
limit opacity bounded by the green vertical dashed linesaddi-
tional, residual stochastic error may be present as a conseq

of small differences in the realisation of the unwantedaf¢isted
above between the sample and baseline stacks.

We can infer the H column density from these mea-
surements using the approximatiohly ~ 1. 10'"2cm—2
(Prochaska, O'Meara & Worseck 2010). These values areegreat
than the column densities preferred by Lyman series measure
ments, as one can judge visually from Fidure 8; however,ferye
absorber we stack we also select a large-scale excess st fore
absorption over~ 3000 kms?! scales [(McDonald et al. 2006;
Palangue-Delabrouille etial. 2013). This associated exabsorp-
tion will raise the Lyman limit opacity and so the inferredwon
density by comparison with our baseline stack. An overestnn
the column density of our Ly absorber sample is to be expected
here, although it is not clear whether this effect is suffitito
explain the difference. In Figufe 110, thes lupper envelope of
column densities derived from the Lyman limit opacity aesated
as upper limits on H column density of the systems stacked.

While the impact of clustered absorption is difficult to jedg
without extensive investigation, these Lyman limit opiasitclearly
provide an upper limit on the Hcolumn directly associated with
our stacked absorbers. Both these upper limits and our Lysean
ries analysis exclude the possibility that Lyman Limit gyst and
DLAs dominate any samples, consistent with the independent
gument based on line list modelling in Section| 3.4. Whileuréfi?
suggests that the Lyman series measurements for the sttaaige
sorption sample marginally allow a column density consistéth
that of Lyman limit systems, our Lyman limit opacities rulato
these systems representing the dominant population.

~
~

5.2 Metal Absorption

Our analysis of Lyman series absorption was developed wuatc
for the important contribution of saturation in the compesipec-

tra. Since there is no indication of saturation in any of owtanh

species with multiple transitions, we take a simpler apgindzere.

We treat each metal transition from the same species as epaned
dent measurement of column density.

We measure full line profiles by Voigt profile fitting with only
the redshift fixed (t@ = 0 since the spectra are already in the rest-
frame). As for our fits of H, we also perform line centre fits, i.e.
we take the two nearest pixels to the rest-frame wavelerigtieo
metal line of interest, average them, and obtain an erronett by
summing the errors of the two pixels in quadrature. As dbedrin
Sectio 5.1, this is done in order to bound the range of vigiée
gration paths lengths for each line in the composite spectithe
central bin provides no absorption profile to fit, so we mustuease
a b-parameter. Since the central bin Bhalysis provides plausi-
ble single line b-parameters, we take these values (25 knfos
—0.05< F < 0.05 and 15 kms! for all other absorption samples),
which corresponds to the minimum integration scale that are c
plausibly investigate in the context of metal lines thatvstabear
clustering and/or complexes. For these central bin measnts,
we construct a suite of models and take our column densitids a
their upper and lower error bars from the central bin fluxebsemor
estimates. We perform our full profile fits and construct camtcal
bin models using both VPFIT and the ESO MIDAS data reduction
package and find excellent agreement between them. We show re
sultant column densities, and measured or assumed b-pararite
the Tables in AppendixJA.

As discussed in P10, there is a significant contribution & th
composite spectra from the misidentification ofiBas Lyx in the
selection of absorbers for stacking. This misidentificapooduces
an effect we have dubbed ‘Si shadows’ whereby many metal
lines show a signal offset in wavelength by a factofi#16/1207).

Itis possible to infer the size of the selectediSabsorbing popula-
tion as a fraction of our selected systems by measuring teegth

of the Cini shadow line associated with such systems in the arith-
metic mean composite. For example, in our strongest alisorpt
sample the selected @i absorbers must be typically at or near sat-
uration in order to meet our selection requirements. In sades,
the associated @ absorption must be of similar strength given
their similar ionization characteristics and their ostil strengths
(assuming a broadly solar abundance pattern). In the cdtepbis

C 111 shadow line shows a flux decrement of 2%. Each caselnf C
saturation must be diluted by approximately 50 more caseseavh
no absorption is seen, and therefore only 2% of selecte@rsgst
are Siln absorbers. This is marginally significant in the context of
the quoted error in our measured column densities, but ii-neg
gible in the context of our current interpretation. We caa this
approach to rule out significant selection of\Cand Mgi! lines in
our sample as no associated\Sior Fell respectively are seen in
our composite spectra.

All metal lines labelled in Figurgl6 are measured for both the
arithmetic mean and median composite spectra with soméleota
exceptions. It is typically sufficient to disregard linesasated
with Silt shadows as they lie in unused portions of the composite
spectrum; however, the 8i shadow of the strongest member of
the Silv doublet contaminates the weaker member of this doublet.
Therefore we do not present results from the weaker doublet |
Additionally we do not provide measurements of thaiNine be-
cause it is a complex blend with Siand an Q doublet. We forgo
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presenting any potentially misleading results as thesbectying
measurements are the only available transition ofi NThe Sill

and O transitions associated with this blend are also excluded in
our analysis.

Each line is measured independently in order to make con-

sistency checks possible for both full line and centre fimwElver,
we must modify our approach in cases of line blends. Our ambro
for full line fits is illustrated in FigureE A1 arld A2, whereethed
curve shows the fit region. For the blending of thevGloublet we
fit each line separately and omit the central overlap regighere
two lines are blended such that it is not possible to measana t
independently we perform a joint fit. We make this modificafior
the blend of Q1 and Ovi at~ 1037A and the blend of ®and Sil
at~ 1303A.

since, as we demonstrated in Secfiod 5.1, all our sampledoane
inated by gas with an insufficient Hcolumn to be self-shielding.
Even our most conservative estimates of the potential ilnplaa
subsample of self-shielded systems show them to be subrdoini
(SectioriG.1).

The points in Figur€_12 show all our metal column density
measurements for full line profiles. Measurements are grolgy
species and sorted from left to right in order of decreasimiza-
tion potential. From top to bottom, the panels display iasieg
selected Ly flux (decreasing absorption). Ordered in this man-
ner it is clear that lower ionization species are mainly enésn
our strongest three loy absorption samples, and among these more
lines are present in the strongerd.gamples.

We also show five model curves produced using CLOUDY

We make no special arrangements for measuring the centralversion 08.00 | (Ferland etlal. 1998) assuming a solar pattern

flux when lines are blended. We do, however, require thatdfee a
cent line has a negligible contribution to the flux in the cehbin.
This situation is true in all cases but one: we discard thesomrea
ment of the central wavelength bin foriCdue to its blend with
OvI.

of elemental abundances and a quasar+galaxy UV background
(Haardt & Madall 2001). In each panel, the ¢blumn required by
the model is taken from the measured ¢blumn listed in Tablgl1
for that Lya sample. We do not attempt to fit these measurements
in detail, as such a fit would require a full exploration of gagam-

We present our metal line measurements in Figule 11 and theeter space of all the relevant effects described aboveméiily,

Tables in Appendik’A, conservatively excluding all measueeats
with less than & significance. The central flux approach shows
fewer measurements as a consequence of this restrictiothand
fact that this approach discards some signal. Overall thewave-
locity range integration of the central bin approach presidesults
roughly 0.5 dex lower than the full profile measurements. Sae
tion[d for a discussion of the significance of this difference
Where multiple transitions of the same species are availabl
they provide a useful alternative indication of the erroniaasur-
ing lines. Their broadly good agreement indicates that veenat
observing saturated metal absorbers that are diluted lsy seiec-
tion. Even a small population of very strorfg £ 0.5) but not fully
saturated metal lines is ruled out. For example, the ratidoaf
blet line strengths of 2:1 in lithium-like ions (e.g.\@) is a ratio in
opacities and not flux; hence a very strong doublet that igetil by
non-detections to appear as a weak doublet in the compq&te s
trum would have a measurably different doublet ratio froit thf
a ubiquitous, weak doublet.

matched analyses of simulations that reproduce our sefeatid
stacking procedure will be required to investigate all thferima-
tion content of our composite spectra. We will take this apph in
a future work. Here we limit ourselves to the overall trendsiag
from the physical conditions of the absorbing gas, whichciear
in a visual examination.

We do not require individual gas clouds to possess all specie
observed. It is a natural consequence of any spectral stacld-
proach that inhomogeneity in the selection will give risertolti-
ple populations in the composite spectrum. Furthermore|ikely
that multiple phases are present even assuming a pureiselakt
gorithm. Thus the observed signal may arise as a combinafion
the models shown or even a smooth transition between theeneTh
is, however, one key discriminating requirement: absomptnust
not be overproduced by a given model. If a model reproduces th
absorption for a particular species, it must not overpredalzsorp-
tion for another species in order to be viable. Only full lprefile
measurements are shown here, but the line centre approach pr

We treat measurements of the arithmetic mean and the me-duces similar results since both the Bind metal column densities
dian as two measurements of the same systems. The comparisomre lower by approximately the same factor.

between these two statistics is, to a limited extent, ancatdin
of population size amongst the stack, particularly outsifi¢he
Lya forest where the distribution of contaminating absorpti®n
much larger than the stack. The question of absorber populat
sizes (i.e. what fraction of the selectedd.gystems are contribut-
ing to a given metal line) will be addressed in a future pudilan.

5.3 Comparison to simple models

The column densities of metal species in the intergalactitcr-
cumgalactic media depend upon metallicity, abundanceenestt
and ionization. Changes in metallicity of the observed gésoale
all our measured columns globally, while changes in abucelan
pattern will scale our measurements element-by-elemdran@es
in ionization will modify metal line column densities in atsaf
broad, but constrained, ways, and it is upon ionization wefo-
cus here. We treat metallicity as a free parameter and assoliare
abundance patterns in this publication.

The ionization of all these elements is dictated by gas tgnsi
temperature, ionising radiation, and geometry. Geometrgnly
of significance when gas is self-shielded. We neglect tHiscef

© x RAS, MNRAS000,[TH19

5.3.1 High-ionization species

In Figure[12, four curves display a range of models reprasgnt
typical conditions in the Ly forest with a metallicity of [X/H}E
—2. Physical conditiong/p ~ 10 andT = 10* — 10*5K give a
broadly acceptable match to the high-ionization linesutffowe
do not attempt to fit samples in detail. This applies to syzewi¢h
ionization potentials down to and includingi8i and perhaps also
including intermediate lines such asi®i This result is to be ex-
pected as there is a extensive discussion in the literatgard-
ing the presence of these high-ionization lines in assotiatith
the Lya forest, with the exception of M which is an observation-
ally challenging species to observe at high-redshift (Sets al.
2003;| Aguirre et all. 2004, 2008). Measurements of Bind Ovi
in 2 of our strongest absorption samples show interestimussof
lower N/O than our cold gas models predict, potentially ¢ating
some contribution from warmeF ~ 10°° gas. High temperature
gas,T = 10°°K, underpredicts @I and Siv absorption, which
could be interpreted as indicating that most of our higtization
lines come from cooler photoionized gas, however it may bkso
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Figure 11. Metal species column densities with respect to stacker Bach panel displays a different metal species ordered liighest to lowest ionization
potential, going first from left to right and then from top tottom. Line measurements from both the arithmetic mean aedian composite spectra are
presented for both the full line profile and the central wemgth bin. Multiple transitions of a given species are uskdre available.

possible to reproduce these measurements with a combinaftio  is discussed below. The only substantial conflict with theled is

T = 10°°K gas and cooler high density gas. the overproduction of Alil it provides with respect to the observa-
tions.
Given these high densities, our ionization models and thee me
5.3.2 Low-ionization species sured H column density, we may infer the size of absorbing clouds

o . L ) in the optically thin regime by using
The presence of low-ionization potential species in tha gamore

difficult to explain. Most of these lines went largely undztee in L =Nu/nH = Ny /(frinm) (8)

the Lya forest at high-redshift until our previous stacking analys

(P10). All of our models of typical IGM conditions underpramd whereNy is the total hydrogen column densitfy, is the neutral
lower ionization potential lines by 2—6 orders of magnitusie an fraction andny is the total number density of hydrogen atoms at
alternative approach to explaining the presence of thass Is re- overdensityp/p. We perform this calculation for the line centre
quired. The blue dashed line in Figliré 12 is our model that iefos case, which is less affected by clustered absorption; thdirfe
fectively reproduces these lines. This model has a highdevesity measurement yields an absorber scale 0.5 dex higher due to th
of p/p = 1600, the approximate minimum temperature for photo- higher Hi column density. In the strongest &yabsorption selec-
heated gasl = 10*K, and a near-solar metallicity of [X/H] —0.4. tion sample our most consistent model indicates 30 pc saHe g
The metallicity has been scaled to produce agreement, &li1, clumping.

Fen and Mgl are well reproduced (despite using a simple solar The next two strongest loy selection samples are consistent

abundance pattern).@nd Cii are underproduced but these values with the same model overdensities because the measureameta
may be described by a separate population or phase of gakiandt H1 column densities scale together. This is consistent witleto
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Figure 12. The column densities of metal species measured in order of
decreasing ionization potential for all our composite spedvVietal line
columns are measured using all available lines. Model suave displayed
assuming gas is optically thin, iFcolumns shown in Tablg 1, a solar abun-
dance pattern, and metallicities scaled to produce broezeawent where
possible without overproducing absorption. Lines are measusing full

line profiles.
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Figure 13. As for Figure 12, highlighting variations about the modedtth
most effectively reproduces the lowest ionization lineghia lowest flux
sample when measured using only the central wavelengthThia.blue
dashed line corresponds to the same model shown in Highio®f2spond-
ing to a gas clumping scale of 30 pc. Higher and lower densibglets
represent gas clumping scale of 0.094 pc for [X/H]=0.3 and@ @ for
[X/H]=-0.4 respectivelyT = 10*K in all cases.

purity of CGM selection (as we argued in Section] 3.3). Apmyi
equation[(B) to these samples yields clumping scales 0.4déx
0.85 dex smaller due to their reduced eblumns. However, given
their reduced purity we conclude that this constitutes &liaisle
measure compared to the 30 pc clumping scale we infer from the
strongest absorption sample. Despite the simplicity of mod-

els, it is clear that observing low-ionization metal absiompwith

our relatively low inferred H columns requires strong small-scale
clumping.

Figure[I8 shows details of the range of allowed gas cloud
sizes. All models are for a gas temperature dfKOThe low and
high density models have [X/H]=-0.4 and 0.3, respectivalyd
these values are tuned for agreement with measurect&8umns.
The blue dashed line is the fiducial model for our observed low
ionization species. The red dotted line represents a modal w
lower density and so larger clumping scales, which is ruletchy
its overproduction of Sil, Siitv and Ciii by approximately an or-
der of magnitude. Hence, we can rule out models with gas dasca
2 740 pc as a plausible model for giving rise to the low-iorizat
species signal in the data.

One may also increase gas density as shown in the green dash-
dotted curve in FigurE_13, which assumes super-solar rivityall
As with our most consistent model and all other low-ioniaati
models explored here, Al is strongly overproduced. This is the
only model examined that is capable of reproducing the elser
column of OI. When one assumes a solar abundance pattern, there
is a conflict between our measuredi@olumn densities and the
relatively low columns of the low-ionization lines Biand Mgii.

The Cii column density is at least an order of magnitude higher
than that produced by any of the simple models that are densis
with these other lines.
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6 DISCUSSION

6.1 The potential impact of Lyman limit systems on the
composite spectra

In Section 8 we demonstrated that our selected systemscupart
larly those withF < 0.25, are associated with strong, intrinsically
blended Lyr forest lines which are indistinguishable at BOSS res-
olution. We showed, that given maximal selection, systenih w
NHi > 1017-5cm2 could at most give rise to 3.7% of our selected
sample with a noise-free flux df < 0.25, while systems with
NH > 10'69c¢m~2 potentially give rise to up to 6.1%. We neglect
the impact of such systems in our interpretation using thi op
cally thin approximation. While this population is limited the
metal lines associated with these systems are sufficietrimg
they might have a significant impact on our composite spectta
SO our interpretation.

We can assess the potential impact of this effect using the
above maximum incidence rate of by > 10"5cm~2 systems
and the median composite spectrum in figure 9 of Fumagalli et a
2013 (F13 hereafter). Since the strongest absorber sampte-r
sents our most efficient selection of triie< 0.25 wavelength bins
it provides the most convenient comparison with the aboee in
dence rates. If one assumes that 3.7% of our sample has megal |
of the strength shown in the F13 composite and that our @sult
metal signal exclusively came from them, this signal woldddi
luted by a factor of 10.037= 27. Our resultant composite would
appear qualitatively like the figure of F13 but with metaklifiux
decrements a factor of 27 weaker. All metal lines in our gjesh
composite are at least a factor 4 stronger than this prajeotex-
imal contribution from systems withy; > 10’cm2, and so we
can rule out a scenario where they dominate the signal of &ny o
our metal lines even in this conservative case.

Note that super Lyman limit systems (or sub-DLAs) and
DLAs are included in the stacked spectrum of F13. For a direct
comparison with our measurements the DLAs would have to be
omitted from their stacked spectrum. The excess metalsiassd

high Lyman limit opacity systems, we can confidently infeatth
they do not dominate any of our metal line absorption measure
ments, given the series of conservative assumptions alfowe.
conclusion that much of the absorption arises in opticdlig gas
and requires both high density and high metallicity to expigis

not altered.

6.2 Central bin, full profile and high-resolution
measurements

We measure Hand metal absorption using both the full observed
absorption profile and the smallest representative poxioaur
spectrum associated with the selected absorbers - ouePpige
selection bin. These spectral bins are 138 kfwide, slightly
smaller than the BOSS resolution FWHM (150 knts This pro-
vides two column density integration scales, one narrow thed
other inclusive. The difference in column density is apprately
0.5 dex for our whole sample. While these individual line mwea-
ments differ, the uniformity of the global shift in columnrdsty
makes the choice between them inconsequential when codchpare
with our models; i.e. if the integration scale is consistegitween
H1 and metal lines, the measurements are robust.

These large differences based on integration scale should
sound a note of caution for comparisons with individual dirie
high-resolution spectra. All our measured column derssai® in-
tegrated values and the individual, resolved lines thatemgkthis
signal may be of dramatically lower column density, potaiyi
rendering them unobservable in individual spectra.

6.3 Limitations of our absorber size constraints

We have neglected to consider the impact of impure CGM selec-
tion or covering fractions of low-ionization species belowity.
Both these effects are present in the data and lead to utideasiess
of the column of low-ionization species in the systems wlibey

with these DLA render the above assessment yet more conserva are present. A relative strengthening of low-ionizatiore§ would

tive. Also the resolution of the F13 spectra is approximedieluble
ours and so if the lines in this composite are narrower thas, tioe
minimum flux of lines will be higher and so the above calculati
of their potential impact is overestimated.

The above argument does not include the impact of partial Ly-
man limit systems (1-%cm~2 < Ny, < 10"°cm~2). We may in-
clude them with the additional conservative assumptioas ttie
strength of their associated metals is also well charageérby
figure 9 of F13 and that they are also maximally selected. The
maximum potential selection of partial Lyman limit systerhg-
man limit systems, super Lyman limit systems and DLAs (i.e.
NH; > 10169cm~2) is 6.1%. This corresponds to dilution by a factor
of 16 in our sample. Again comparing with our strongest gotsmm
sample, no metal line has a greater than 50% maximal cotitribu
by such systems.

One final caveat must be stated. The above maximal contribu-

tions to metal lines by high Lyman limit opacity systems aasdx
the use of a simple arithmetic mean in constructing a congosi
spectrum. In this work, we use the median and the arithmegam

force models to smaller clumping scales to maintain cosscst
We will investigate this effect in a future publication bynstrain-
ing the absorber population size and strength in the futtkstd
spectra at each line centre. We will also further exploreftiie
range of H absorption we select.

Our simple ionization models are applied assuming that the
gas observed is optically thin as indicated by our resultSen-
tion[5.1. It is possible that ionising radiation can be attgad by
the small but significant Lyman limit opacity that we see. ¥ w
conservatively assume that the UV background as a wholéeis-at
uated by this level (rather than just blueward of the Lymamit)i
and apply the highest opacity shown seen in Figute 10, we find a
negligible change from the results presented here.

Changes in the UV background intensity can be treated as
a simple scaling relation. Our results assumed a fixed UV -back
ground intensity az = 2.7 taken from_Becker & Bolton (2013).
When this intensity is increased or decreased by 0.1 dexngn |
with the stated errors), this is equivalent to an equal E®eeor
decrease in density for the ionization models. Hence suairser

discarding the highest 3% and the lowest 3% fluxes. Both these correspond to an equal modifications to the absorber sizis. Th

statistics are more resistant to the introduction of smapiytations
of outliers in the stack of spectra than the simple arithonetgan.
This adds another layer of conservatism to the assessmehe of
impact of these systems.

While we cannot clearly estimate the contribution of these

is a small effect compared to our current range of plausible a
sorber sizes. We also assume ionization equilibrium ingreém-
inary interpretation, but non-equilibrium effects may éav sig-
nificant role in determining the characteristics of the gaseoved
(Oppenheimer & Schaye 2013).

© x RAS, MNRASO000,[THI9
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We provide only a preliminary exploration of strong effects
seen in our composite spectra by comparison with a limitedfse
models. We do not consider modifications to the abundandéepro
of elements measured, but measurements from multipleespeti
the same element allow us to limit the importance of thisctffm
particular, observations of only 8j Siill and Silv are sufficient
to support the constraints on absorber sizes in the CGMe simc
producing Sil columns without overproducing our @i and Silv
columns forces models to small absorber sizes.

Our models assume a quasar+galaxy UV background model,
however, much of our results arise as a consequence of grobin
circumgalactic regions. Therefore, a potential sourceysfesnatic
error may arise where galaxies generate a local excess gathey
component of this radiation field. In general, a higher atagk
radiation field would require higher gas density to compgnsa

6.4 Potential for further IGM/CGM constraints

We detect signs of [@] > 1, and this is not the first time that
super solar Qf has been observed at high-redshift. Pettini et al.
(2008),| Penprase etlal. (2010) and Cooke etal. (2011) find evi
dence of [Cé] as high as 0.5 dex above solar in metal poor
DLAs. Our results show a discrepancy 0.5 dex higher stilhtha
these DLA observations and for much higher metallicities. A
potential explanation for these observations of highaCin
DLAs is a significant contribution by explosions of Pop llhg
Kobayashi, Tominaga & Nomoto (2011).

In addition, our observations of Femay allow exploration
of deviations from solao/Fe. We see no significant deviations
that are distinct from the allowed range of gas physical ittt
thus far; however, a full species-by-species exploratiopaosam-
eter space with modifications to the UV background, abunelanc
patterns and physical conditions would place valuable tcaimss
on the abundance pattern of gas in the CGM at high-redshift.

The ultimate goal of these measurements is improving our un-
derstanding of galaxy formation and evolution. The mostaffe
way of achieving this is by direct comparison with hydrodyra
simulations. The column densities foritdnd several metal lines
are broadly in line with those predicted for CGM regions by re
cent hydrodynamic simulations (Hummels et al. 2013; Sheih et
2013), but a detailed comparison is necessary for the sabsigtht
lines through simulated CGM regions that meet oualselection
functions and total H columns. Our measurements allow a direct
comparison to simulations, but they all do so with some siinpl
cations. The optimal way to explore this problem withoutslo$
information content is to compare the composite spectra egm-
posites produced from simulations and we will conduct tinigla
ysis in a future work (M. Mortonson et al. in prep). We enalble t
simulation community to utilise these measurements irr thiet
tirety by providing our composite spectra onlfhe

6.5 Comparison with other observations

In the above analysis we have assumed that high-ionizaties |
arise in gas with typical IGM physical conditions ratherriteacir-
cumgalactic origin, even for systems which we infer aris€E@®M
regions (Sectiof 3]3). We assume that we do select CGM region
in a minority of cases or that there is a nearby excess in IGltst
ture that we fail to resolve. However, recent results by gepal.

3 http:/licg.port.ac.uk/stable/pierim/compositelyatuir®. html
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(2011) and Meiring et all (201.3) show low, high and internagsli
ionization potential species are observed to be kinenibtismi-
lar despite certainly probing different phases. Althougéytare at
low-redshift, these results are consistent with our olzg@mns and
are suggestive of poor mixing of hot and cold, metal rich amdain
poor, dense and rare gas as part of a bulk flow.

Simcoe et al.(2006) inferred near-solar metallicities kiggh-
densities consistent with our results from three highndts
galaxies with a line of sight in their circumgalactic regson
Schaye, Carswell & Kim (2007) explored the properties oksal
strong Qv lines and performed ionization calculations using upper
limits on column densities of various other species. Thesay
conditions derived indicated clumping scales0100 pc, solar or
higher metallicities and densities of aroung ~ 10-3%cm=2 (or
p/p ~ 50). The low Hi columns probed< 10*4cm~2) and mod-
erate densities indicate that these systems are likelggialigctic in
origin and not verifiably proximate to galaxies. The resates pri-
marily a measurement of mixing of metals on large scales.eMor
recently P10 found evidence of 10 pc clumping from composite
spectra of Lyr absorbers using SDSS-Il spectra. These results sug-
gested near solar metallicities, high densities and lavization
species making them broadly indicative of circumgalactions;
an inference that we verify here.

Steidel et al.[(2010) detected sub-kpc clumping based on ob-
servations of LBGs as background light sources near LBGsy Th
also argue for an increase in absorber sizes with increasilagtic
impact parameter.

Observations of Mg absorbers have shown signs of clump-
ing scales~ 10~2pc by comparison of incidence rates and beam
sizes along the line of sight to gamma-ray bursts and quasars
(Frank et all 2007; Hao etial. 2007). There remains, howeoer,
siderable uncertainty, particularly with respect to quaseam
sizes. Indications of sub-parsec structure inIMgbsorbers have
been further reinforced by the results of Hacker et al. (2@E3ed
on time-variability of absorbers in SDSS quasar spectra.

At low-redshift a variety of measurements have been per-
formed.| Tripp et al. [(2002) studied a system in the Virgo <lus
ter showing substantial low-ionization lines (but a lackhigh-
ionization lines) and concluded a sub-kpc thickness of Hwethat
gave rise to them. Aracil et al. (2006) explored absorbemsgthe
line of sight to az = 0.37 quasar and found metallicities5@lex
below solar and absorber size of a few kpc. A study of’Neand
OviI toward az= 1.0 quasar|(Meiring et al. 2013) found systems
with metallicities ofZ > 0.3Z, and sizes- 1kpc. Supersolar neon
absorption has also been seen around our galaxy (Nicasito et
2002).

Rigby, Charlton & Churchill [(2002) found indications of
clumping on~ 10pc scales in a sub-set of their weak Mg
absorbers that are relatively iron rich a ~ 1; however,
Lynch & Charlton (2007) found that the incidence of such weak
Mg 11 systems is much reduced at redshifts as high-a®.4, the
lower redshift limit of our study.

There are striking similarities between our strongest lap-
sorption sample and the lowest Eolumn densities of Lehner etlal.
(2013) investigated @& < 1. These H columns are slightly higher
than ours & 10'62cm~2 for their strongest component). They des-
ignate such systems Lyman limit systems, while formallyythe
are only marginally partial Lyman limit systems. They repbiat
these partial Lyman limit systems are circumgalactic igioriand
in this sample they find a bimodality in metallicity with peak
at [X/H] ~ —1.6 and -0.3. They interpret these results as evi-
dence of both clumpy metal rich outflows and cold metal poer ac
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cretion streams. Recent metallicity measurements of coes
of the sub-damped system at= 2.4 nearby a Lyman break-
selected galaxy (Crighton, Hennawi & Prochaska 2013) sliow s
ilarly high and low metallicities, which suggests that thisiodal-
ity may also be present at higher redshifts. While we canatdd
this bimodality in our composite spectra, we are broadlysiziant
with both these phases and indeed do not require additidrelgs
than these two broadly defined categories.

7 SUMMARY

We present composite spectra ofd_jorest absorbers selected by
flux in 138 kms ! wide bins in the BOSS DR9 sample of quasar
spectra. This binning scale represents two pixels of the Ds/e-
length solution and a little under the typical resolutiorntef BOSS
spectrograph (150 knd). We limit ourselves to intervening ab-
sorbers (selected within 1041-118&5n the guasar rest-frame) at
redshifts 24 < z < 3.1. We examine five samples with increasing
flux centred aF = 0.0, 0.1, 0.2, 0.3 and 0.4.

Tests on high-resolution spectra show that our three stsing
absorbers samples would, in the absence of noise, probe @&M r
gions (300 pkpc transversg;300 kms line of sight)~ 60% of
the time (Figuré¥). In the presence of noise, we get stealtily
creasing purity of CGM selection with increasing flux (Figi#).

We characterise the inferrediltolumn density contribution
to this selection by measuring Lyman series lines and coimgpar
them with a variety of single line models. We complement with
a new modified approach to stacking directed at measuringythe
man limit opacity resulting from our selected absorbersamdas-
sociated excess lgy absorption. We present measurements of the
column density of 26 metal lines from 7 elements and 13 ieniza
tion species, over the full line profiles (which includesdilistered
absorption both from complexes and large scale structune fa
the wavelength bin selected i.e. 138 kmsscales (which corre-
sponds to our most exclusive measure with respect to cingjer
These measurements constitute upper and lower limits onadur
umn density integration scale; however, both sets incliering
making them difficult to compare with observations of indival
lines of sight.

We compare our measurements to simple ionization models
assuming a quasar and galaxy UV background model and a solar,

pattern of elemental abundances. We find that the potemtitie
bution of Lyman limit systems to our metal line measuremésnts
sufficiently weak to allow the use of the optically thin apgroa-
tion in our ionization corrections without modifying ourtémpreta-
tion. All our samples show clear measurements of high-ation
parameter lines broadly in line with physical conditionsasated
with the IGM and a metallicity of approximately [X/H] —2. Our
composite spectra corresponding to CGM regions show a numbe
of additional lines. These are mostly low-ionization lireesd we
are able to reproduce them in our models only with much higher
densities and metallicities. The combination of density eslumn
density implies a characteristic length scale of theseitivization
absorbers, and we find greatest consistency with absosipecally
30 pc in size with a near-solar metallicity of [X/H]—0.4 . There
are indications that measurements of @quire yet smaller scale
gas clumping. We also detect tentative signs of a stronglyatéd
Cla compared to solar, and note the potential to measured/&d
and the shape of the UV background as part of a full search-of pa
rameter space.

We make available all our composite spectra available to al-

low a direct comparison between simulations and our absorpt
profiles.
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Table Al. Metal lines measured from full line profiles in the median pasite rest-frame spectrum of &yabsorbers. A joint fit was performed kg andby.
Values are given in units of cnf and kms?, respectively.

Species  A(A)

Cin
Ovi
Ciu

Ovi
Sill
Sin
Siln
Nv
Nv
Sin
Ol

Sin
Ciu

Silv
Sill
Civ
Civ
Al 1l
Al 111
Al 11
Fell
Fell
Fell
Fell
Mgl
Mg

977
1032
1036
1038
1190
1193
1207
1239
1242
1260
1302
1304
1335
1394
1527
1548
1551
1671
1855
1863
2344
2383
2587
2600
2796
2804

—0.05<F <0.05

logNs
1369+0.02
1424+0.01
134+0.07
14334+0.02
1325+ 0.02
1303+0.01
1302+0.01

1285+0.01
1365+ 0.05
1314+0.07
1353+0.02
1302+0.01
1317+0.01

137+0.02
1386+ 0.01
1202+0.03
1206+ 0.05

1234+0.04

1255+0.05
1264+0.04

bt

190+12
220+ 10
150+ 33
290+ 17
280+ 20
230+ 10

2204+7

280+11
300+ 42
170+ 35
230+£12

200+ 8
260+ 10
190+11

210+9
240+20
280+41

220+ 26

170+ 28
180+ 22

005< F <0.15

logN¢
1345+ 0.02
1399+0.01
1408+ 0.06
1281+0.05
1258+0.03
12694+ 0.01

1253+0.03
1326+0.08
1263+0.16
1317+0.03
127440.02
1266+0.04
1348+0.02
1361+£0.02
1157+0.05
1185+0.02

bt
2304+16
210+ 9
270+ 32
370+:74
260+ 24
210+6

015<F <0.25

logN¢
1304+0.03
137540.03
137+0.05

1241+0.02

127+0.06
1237+0.03
1316+0.02
1331+0.02

bt
2004+ 20
250+ 19

210+£22

025< F <0.35

logNs
1264+ 0.05
13624-0.02
13374+0.05

1216+0.02

1203+0.03

1298+0.02
1304+0.01

bt
200+ 34
290+ 22

250+ 38

035<F <045

logN¢

135+0.02

1327+0.06

1161+0.11

1183+0.08

1257+0.02
1254+0.03

by

390+ 26

280+ 52

390+ 123

510+ 136

280+17
230+ 30

Table A2. Metal lines measured from full line profiles in the arithmeatiean composite rest-frame spectrum ofilabsorbers. A joint fit was performed to
N; andbs. Values are given in units of cnf and kms?, respectively.

Species  A(A)

Cin
Ovi
Ciu

Ovi
Sill
Sin
Siln
Nv
Nv
Sin
Ol

Sin
Ciu

Silv
Sill
Civ
Civ
Al 1l
Al 111
Al 11l
Fell
Fell
Fell
Fell
Mg
Mgl

977
1032
1036
1038
1190
1193
1207
1239
1242
1260
1302
1304
1335
1394
1527
1548
1551
1671
1855
1863
2344
2383
2587
2600
2796
2804

—0.05<F <0.05

logNs

1357+0.01
1414+ 0.02
1317+0.12
14334+0.02
1307+0.02

12940.01
1297+0.01
1308+-0.04
12784+0.02
1375+0.03
133940.03
1369+ 0.02
13124-0.02
1329+0.01
1381+0.01
1396+ 0.01
12154-0.03
1215+ 0.06
1291+ 0.06

1264-0.03

1283+0.05
1293+0.05

bt

200+ 8
250+ 16
150+ 54
370+ 20
240+ 16

210+8

230+9
360+ 44
270+ 14
280+ 21
230+ 21
240+ 13
210+ 11
270+11
200+ 10

220+ 6
280+ 25
300+ 53
380+ 67
270+ 26

220+30
200+32

005<F <0.15

logN¢

133640.02
1396+0.02
1302+0.22
1392+0.04

126+£0.05
12514-0.02
12634+0.01

1249+0.02
1349+0.06
1276+0.13
1329+0.02
1284+0.01
1292+0.03
1358+0.02
1371+0.01
1179+0.03
1166+0.09

1233+0.05

bt

220+ 14
230+ 12
400+ 207
230+ 21
320+58
260+ 20
220+4

190+ 32

015<F <0.25

logN¢
1309+ 0.02
1373+0.03

139+0.03

121+0.15
1239+0.02

1293+0.03
1259+0.02
1331+0.02
1344+0.02

bs
240+ 18
270+ 20

380+ 34

430+ 241
310+ 16

025<F <0.35

logN¢
1277+0.03
1358+ 0.05

1327+0.05

1199+ 0.05
12194+0.03

1219+0.02

131+0.02
1317+0.01

bt
250425
310+ 46

240+ 37

440+ 80
400+ 39

035<F <045

logN¢
1322+0.07

11444+0.12
1284+0.05

1201+0.08

127+0.02
1276+0.03

bt

270+54

410+ 145
450+ 82

480+126

340+ 28
260+ 34
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Table A3. Metal lines measured from the central bin in the median caitpoest-frame spectrum of bhyabsorbers. A fit td\N; was performed and values of
b. taken from Lyman series measurements. Values are giveritiafrtm 2 and kms?, respectively.

Species A (;Z\) —0.05<F <0.05 005<F <0.15 015<F <0.25 025<F <0.35 035<F <045

logNe be logN be logNe be log N be logNe be
Cin 977 1355+0.04 25 1323+0.04 15 1277+0.06 15 - - - -
Ovi 1032 1394+0.03 25 13744+0.03 15 13394+0.03 15 1317+004 15 12940.05 15
Cil 1036 - - - - - - - - - -
Ovi 1038 1393+0.03 25 1375+0.04 15 13440.05 15 - - - -
Sin 1190 129+005 25 - - - - - - - -
Sin 1193 1278+0.03 25 12134011 15 - - - - - -
Siln 1207 1273+002 25 1238+002 15 1197+0.03 15 11564+0.06 15 - -
Nv 1239 - - - - - - - - - -
Nv 1242 - - - - - - - - - -
Sin 1260 1249+0.05 25 1207+0.06 15 - - - - - -
Ol 1302 - - - - - - - - - -
Sin 1304 - - - - - - - - - -
Ci 1335 1318+004 25 1284+004 15 - - - - - -
Silv 1394 1276+0.02 25 124+0.03 15 12054+0.03 15 1162+0.1 15 - -
Sin 1527 1254+005 25 1178+0.14 15 - - - - - -
Civ 1548 1345+0.02 25 13224+0.01 15 1294+0.01 15 12584+0.02 15 11974008 15
Civ 1551 1356+002 25 1334+002 15 13+0.02 15 12714+0.03 15 1159+0.18 15
Al n 1671 1162+005 25 - - - - - - - -
Al 11l 1855 - - - - - - - - - -
Al 1 1863 - - - - - - - - - -
Fen 2344 - - - - - - - - - -
Fernl 2383 - - - - - - - - - -
Fen 2587 - - - - - - - - - -
Fernl 2600 - - - - - - - - - -
Mg 11 2796  1244+0.07 25 - - - - - - - -
Mg i 2804 - - - - - - - - - -

Table A4. Metal lines measured from the central bin in the arithmet&amrest-frame spectrum of &yabsorbers. A fit td\; was performed and values of
b, taken from Lyman series measurements. Values are giveritiafrtm 2 and kms?, respectively.

Species A(A) —0.05<F <0.05 005<F <0.15 015<F <025 025< F <0.35 035< F <045

logN¢ bt logN¢ b¢ logN¢ bt logN¢ b¢ logN¢ bt
(ea1]] 977 1337+£0.03 25 1311+0.03 15 12754004 15 1232+0.06 15 - -
Ovi 1032 1383+0.02 25 1367+0.02 15 1335+0.03 15 1313+0.03 15 1286+0.04 15
Cil 1036 - - - - - - - - - -
Ovi 1038 1386+0.03 25 1361+0.04 15 1341+0.04 15 - - - -
Sin 1190 1276+0.05 25 - - - - - - - -
Sill 1193 1267+0.03 25 1206+0.08 15 - - - - - -
Si 1207 1265+0.02 25 123+0.02 15 11914+0.03 15 115+0.04 15 - -
Nv 1239 - - - - - - - - - -
Nv 1242 - - - - - - - - - -
Sill 1260 1243+0.04 25 1196+0.05 15 - - - - - -
(o] 1302 1338+0.07 25 - - - - - - - -
Sill 1304 1283+0.06 25 - - - - - - - -
Cu 1335 1332+0.02 25 1293+0.03 15 1241+0.07 15 - - - -
Siv 1394 12854+0.02 25 1251+0.02 15 1216+0.02 15 1173+0.05 15 - -
Sill 1527 1265+0.04 25 1197+0.12 15 - - - - - -
Civ 1548 13554+0.01 25 1332+0.01 15 1301+0.01 15 1267+0.01 15 12194+0.05 15
Civ 1551 1365+0.02 25 1342+0.01 15 1311+0.01 15 128+0.02 15 1224+0.11 15
Al 11 1671 11734+£0.03 25 1105+0.12 15 - - - - - -
Al 1 1855 1179+0.08 25 - - - - - - - -
Al 1 1863 - - - - - - - - - -
Fen 2344 - - - - - - - - - -
Fell 2383 1222+0.09 25 - - - - - - - -
Fen 2587 - - - - - - - - - -
Fell 2600 12474+0.09 25 - - - - - - - -
Mg 11 2796 1258+0.05 25 - - - - - - - -
Mgl 2804 1265+0.07 25 - - - - - - - -
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