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Abstract

Fantastic Lanthanides and Methods to Model their Photodetachment
by

Hassan Harb
Doctor of Philosophy

in
Chemistry

University of California, Merced
Professor Christine Isborn, Chair

Modeling the photoelectron spectra of lanthanide-based clusters provides unprecedent insight on
the complex electronic structures of these clusters. To provide a compact orbital representation
of the ionization process, the natural ionization orbitals (NIO) model, developed by our group, al-
lows the di↵erentiation between pure one-electron detachments and detachments that involve shake-
up/shake-o↵ transitions. From that, we also established a direct relationship between �-SCF Dyson
orbitals and NIOs. We formulated pole strength calculations from the NIO model. These pole
strengths are directly related to experimental cross-sections observed in photoelectron spectroscopy.
Results from photoelectron spectroscopy allows us to further investigate the structure, bonding, and
reactivity of these clusters, these include non-trivial bonding motifs, insights into the reactivity of
these clusters, and probing photoelectron – neutral interactions. Studying lanthanide-based clusters
provide useful insight to the electronic structure of bulk materials with unique magnetic, electronic,
and optical properties.
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Chapter 1

Introduction

“In describing the e↵ect of the electric spark in chemical decomposition and synthesis,
Wiedemann declares that this is more the concern of chemistry. In the same case the
chemists declare that it is rather a matter which concerns physics. Thus at the point of
contact of molecular and atomic science, both declare themselves incompetent, while
it is precisely at this point that the greatest results are to be expected”

— Dialectics of Nature, Friedrich Engels (1883).

The discovery of quantum mechanics marked a turning point when the classical laws of
physics catastrophically failed at interpreting molecular and atomic level experimental observa-
tions (e.g. Blackbody Radiation, Double-Slit experiments, Photoelectric E↵ect). Richard Feynman
defines quantum mechanics as the “behavior of matter and light in all its details and, in particular,
of the happenings on an atomic scale.” [1] In his lectures on physics, Feynmann added that “Things
on a very small scale behave like nothing that you have any direct experience about. They do not
behave like waves, they do not behave like particles, they do not behave like clouds, or billiard
balls, or weights on springs, or like anything that you have ever seen.” [1] Rather than a continuous
description of position and momentum, quantum mechanics restricts those values to discrete pack-
ets, or quanta. In addition, quantum mechanics presents a description of objects in the framework
involving both particle and wave natures. Quantum mechanics also sets a fundamental limit to the
precision of measurements of the position and momentum of particles, a principle that is known as
the Uncertainity Principle. [2]

1.1 The Birth of Quantum Chemistry

Inspired by the work of Max Planck, Albert Einstein, Neils Bohr, Louis de Broglie and many
others, Erwin Schrodinger proposed a linear partial di↵erential equation that describes a quantum
mechanical system. [3, 4]

–
h̄

i

@ (x , t)

@t
= –

h̄2

2m

@2 (x , t)

@2x
+ V (x ) (x , t) (1.1)
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The wavefunction  (x , t) can be separated into a time-dependent and a position dependent part:

 (x , t) = f (t) (x ) (1.2)

where x denotes the spatial coordinates of the electrons and t represents time. Plugging eq. 1.2 into
eq. 1.1, one can derive the time-dependent component of the wavefunction:

f (t) = e
–iEt

h̄ (1.3)

Separating the time component of the Schrodinger Equation, we can derive the time-independent
Schrodinger Equation:

Ĥ | i = E| i (1.4)

where Ĥ is the Hamiltonian operator, E is the total energy of the system and | i is the wave function
that contains all information about the system under interest. Solving the Schrodinger Equation is
the key to obtain the total energy and all properties of a molecule. The Hamiltonian operator in
atomic units1 for a many-body (molecular) system is given by

Ĥ = –
NX

i=1

1

2
r2i –

MX

A=1

1

2MA
r2A –

NX

i=1

MX

A=1

ZA
riA

+
NX

i=1

NX

j>i

1

rij
+

MX

A=1

MX

B>A

ZAZB
RAB

(1.5)

where the first two terms describe the kinetic energies of the electrons and the nucleus, respec-
tively. The third, fourth, and fifth terms represent the potential energies of the system: Coulombic
electron-nuclear attraction, Coulombic electron-electron repulsion, and Coulombic nuclear-nuclear
repulsion, respectively. The Laplacian operators r2i and r2A are constituted of terms that involve
second-order di↵erentiation with respect to the coordinates of electron i and nucleus A. ZA is the
atomic number of nucleus A and MA is the relative mass of nucleus A with respect to the mass of
one electron. RAB , riA, and rij represent the relative positions of nuclei A and B , electron i and
nucleus A, and electrons i and j , respectively.

In order to simplify the Schrodinger equation, the Born-Oppenheimer approximation is com-
monly used to separate the electronic and the nuclear components of the Hamiltonian. [5] Since
nuclei are much heavier than electrons, the Born-Oppenheimer approximation assumes that the mo-
tions of electrons are much faster than those of the nuclei. Hence, electronic and nuclear motions are
separable. The Born-Oppenheimer approximation can be invoked to obtain an electronic solution
to the Schrodinger equation at fixed nuclear coordinates. In the Born-Oppenheimer approximation,
the electronic Hamiltonian can be written as:

Ĥe = –
NX

i=1

1

2
r2i –

NX

i=1

MX

A=1

ZA
riA

+
NX

i=1

NX

j>i

1

rij
+

MX

A=1

MX

B>A

ZAZB
RAB

(1.6)

Since the nuclear coordinates are fixed, the fourth term in the above equation reduces into
a parameter that solely depends on the fixed inter-nuclear distances RAB . Thus, we can rewrite

1In atomic units, electron rest-mass (me ), elementary charge (e), and reduced plank’s constant (̄h) are set to 1.
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equation 1.6 as follows:

Ĥe = –
NX

i=1

1

2
r2i –

NX

i=1

MX

A=1

ZA
riA

+
NX

i=1

NX

j>i

1

rij
+ V̂NN (R). (1.7)

Equation 1.7 can be separated into one-electron components (first and second terms in the
equation) and two-electron components (third term in the equation). Solutions to the one-electron
term have been analytically obtained as solutions of the Hydrogen atom wavefunction. However,
when the number of electrons in a system is larger than one, the partial di↵erential equation (1.4)
has no analytic solution. This “failure” to solve the multi-electronic Schrodinger equation arises
from the inability to separate the variables in the third term of equation 1.7. Hence, various methods
have been implemented in order to obtain an approximate solution to the Schrodinger Equation of a
many-body system.

1.2 The Hartree-Fock Approximation

One method to solve the Schrodinger equation for molecular systems is the Hartree-Fock
method. [6–12]. This method assumes that the many-body problem can be reduced into a system
of e↵ective one-body problems. In other words, the molecular wavefunction is approximated as an
anti-symmetrized Slater determinant of one-particle molecular orbital (MO) wavefunctions:

| 0i = | 1 2 . . . N | (1.8)

where each  i can be written as a linear combination of atomic orbitals (basis functions) �µ:

 i =
NbasisX

µ=1

Cµi�µ (1.9)

The Fock operator, f is defined as

f (1) = h(1) +

N /2X

j

2(Jj (1) – Kj (1)) (1.10)

where h(1) is the one electron term that provides information about the electron kinetic energy and
the electron-nuclear attraction

h(1) = –
1

2
r21 –

MX

A=1

ZA
r1A

(1.11)

Jj (1) and Kj (1) are the coulomb and exchange components of the Fock-operator:

Jj (1) =
X

j

Z
 ⇤j (2)

1

r12
 j (2)dr2 (1.12)
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Kj (1) =
X

j

Z
 ⇤j (2)

1

r12
 i (2)dr2 (1.13)

The variational principle is used to minimize the total energy with respect to the MO coef-
ficients, (shown in eq. 1.9) which provide an upper-bound to the true energy of the system. This
transforms the Hartree-Fock equations into a pseudo-eigenvalue problem:

FC = SC ✏ (1.14)

C is the molecular orbitals coe�cients matrix. The elements of F (Fock-matrix) and S (overlap
matrix) are given by

Fµ⌫ = h µ|f̂ | ⌫i (1.15)

Sµ⌫ = h µ| ⌫i (1.16)

Equation 1.14 was developed by Roothan and is often referred to as the Hartree-Fock-Roothan
equation. The nonorthogonal nature of the basis sets in the Roothan equation gives rise to the over-
lap matrix. In order to transform the above equation into an eigenvalue equation, one needs to
consider a process to orthogonalize the basis functions. Lowdin’s symmetric orthogonalization is
used here to overcome the nonorthogonality problem. It involves using inverse square root of the
overlap matrix, S– 1

2 , as the orthogonalizing transformation matrix. We then define an auxiliary
coe�cient matrix, C 0 and its relationship to C as

C 0 = S
1
2C (1.17)

C = S– 1
2C 0 (1.18)

Substituting C in the Hartree-Fock-Roothan equation, we obtain

F 0C 0 = C 0✏ (1.19)

where F 0 = (S– 1
2 )†FS– 1

2 . The transformed coe�cients, C 0 can be solved by diagonalizing F 0 and
then C can be obtained from equation 1.18.

Hartree-Fock Energy

The restricted close-shell Hartree-Fock energy given by

EHF =
1

2

X

µ⌫

Pµ⌫(H
core
µ⌫ + Fµ⌫) (1.20)

Where Pµ⌫ is the density matrix defined in terms of the MO coe�cients (equation 1.9) as

Pµ⌫ = 2
X

i=1

C ⇤µiC⌫i (1.21)

In the unrestricted framework, and after employing the Pople-Nesbet equations [13], the unrestricted
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Hartree-Fock energy becomes

EUHF =
1

2

kX

µ⌫

(PT
µ⌫H

core
µ⌫ + P↵

µ⌫F
↵
µ⌫ + P�

µ⌫F
�
µ⌫) (1.22)

1.2.1 Correlation Energy

Hartree-Fock theory provides an independent particle model framework to solve the Schrodinger
equation. Hartree-Fock theory replaces the instantaneous electron-electron coulomb repulsion with
the individual interaction of one electron with an average of the remaining electrons. This approach
is usually referred to as the mean-field approach. This approximation introduces errors in the calcu-
lated energies and wavefunctions, which is referred to as Correlation Energy [14] The correlation
energy is defined as the di↵erence between the exact non-relativistic energy and the Hartree-Fock
energy:

Ecorr = Eexact – EHF (1.23)

While Hartree-Fock theory is able to retrieve up 99% of the total energy, the remaining 1%
(correlation energy) remains vital for proper description of chemical processes.

Correlation energy is of two types: dynamic and static. Dynamic correlation arises from the
instantaneous movement of electrons with respect to each other. On the other hand, static correla-
tion (sometimes referred to as non-dynamic correlation) occurs when the single Slater determinant
framework fails to describe the system under study, i.e. there exists one or more degenerate or
near-degenerate states.

In order to account for electron correlation, several approaches have been made. (CI, CC,
MBPT,...) These methods start with a reference Hartree-Fock determinant then “correct” its energy
and wavefunction to include higher order forms of the energy and/or the wavefunction. Theoret-
ically, implementation of these methods to infinite order gives rise to the “exact” solution of the
Schrodinger equation within the given basis. Yet, the major drawback of these methods is their high
computational cost relative to the Hartree-Fock calculations. For example, performing a Full Con-
figurational Interaction (Full-CI) calculation allows us to calculate the exact energy by employing
an N-electron basis. This is di↵erent than Hartree-Fock, where 1-electron basis is used. In Full-CI,
the N-electron basis is determined by using substituted determinants from Hartree-Fock reference
(equation 1.24. Yet Full-CI calculations scale as O(N !) (where N is the number of basis functions)
which makes it quite impractical for use within our current computational resources.

|�0i = | i+
X

ia

C a
i | a

i i+
X

ij ab

C ab
ij | ab

ij i+
X

ijkabc

C abc
ijk | 

abc
ijk i+ ... (1.24)

1.3 Density-Functional Theory

A di↵erent approach to solving the many-body problem was introduced first by Hoenberg
and Kohn and later by Kohn and Sham, known as Density Functional Theory (DFT). DFT states
that the ground-state energy of a particular system can be defined in terms of electron density, ⇢(r).
In addition, DFT proposes that the energy can be written as a function of density, which in turn is a
function of electron position. Hence, energy can be referred to as a functional of density, E [⇢(r)].
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The main challenge of DFT is to find the exact, universal, functional that can precisely determine the
energy and consequently calculate all molecular and electronic properties. [15] While, in principle,
DFT is exact, the true functional is yet to be discovered. The general form of a density functional is
given in eq. 1.25. The first term is the kinetic energy of the electrons, the second term is the external
potential, the third term is the coulombic repulsion energy, and the fourth term is the exchange-
correlation term. [16–18]

E [⇢(r)] = T0[⇢(r)] +
Z

dr⇢[r]⌫ext (r) + EH [⇢(r)] + Exc(r) (1.25)

Various approximations have been made to determine an approximate functional that can
better incorporate correlation e↵ects. Some of these functionals incorporated the density as well
as its gradients into the formulation of the functionals. In addition, di↵erent forms of approximate
DFT functionals have also introduced a number of empirical parameters. [18–21] Density functional
approximations can be classified into several families(figure 1.1) [22]:

• The Local Density Approximation (LDA) [23], which was initially formulated by Kohn and
Sham. This method depends solely on electron density. It also implements the exchange-
correlation energy term of a uniform electron gas.

• The Generalized Gradient Approximation (GGA). This approach aims at correcting the errors
in LDA approaches by including gradient corrections. [24, 25]

• The Meta-Generalized Gradient Approximation. These functionals make use of higher order
density gradients, namely Kohn-Sham kinetic energies. [26]

• Hybrid Density functionals, which combine the exchange-correlation from GGA and a per-
centage or all (exact) of Hartree-Fock exchange. [26, 27]

• Radom Phase Approximation (RPA), this method is described as a many-body approach that
is extended to involve the unoccupied Kohn-Sham orbitals. [28, 29]

1.4 Methods for Simulating Electron Detachment Processes

Theoretical simulations of electron detachment processes is widely used to interpret and un-
derstand experiment in a diverse range of chemistry and physics applications. [30–42] In order to
understand how the wavefunction changes upon ionization, two families of methods exist. The first
is based on Koopmans’ approach [43] in which the hole is described by an orbital in the N electron
calculation. The second is based on a delta self-consistent field (�SCF) between an N and N – 1
electron calculation. According to Koopmans’ theorem, the ionization energy is equal to the nega-
tive of the orbital energy of the ionized electron in both a restricted (open-shell) Hartree-Fock (HF)
and Density Functional Theory (DFT) calculations, [44] although in DFT calculations this value is
highly dependent on the functional used and is often significantly incorrect. [45] �SCF methods
typically calculate the ionization potential by removing the ionized electron excited into a contin-
uum state and explicitly calculating the N – 1 electron system. Such simulations usually employ
DFT, owing to the excellent balance of simplicity, cost, and accuracy. However, the generality of the
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Figure 1.1: Jacob’s Ladder of density functional approximations

approach enables any ground state (GS) method to be employed including post-self-consistent field
(SCF) methods. Analysis of the wavefunction response to ionization in the Koopmans method and
models derived from it is simple. Yet, in studies that employ �SCF inclusion of relaxation e↵ects
accompanying ionization mean that the resulting canonical orbitals are usually di�cult to interpret
as they are often spatially di↵use and may not easily map directly to the ionization event.

In order to better interpret and understand the nature of electronic transitions, unitary transfor-
mations of the orbital space to which the energy is invariant can be applied. Prior approaches based
on such transformations have been reported for analyzing simulations of electron transitions. In the
limiting case of electronic excitation to a non-continuum state, Martin’s Natural Transition Orbitals
(NTO) [46] and the attachment-detachment density analysis of Head-Gordon et al. [47] have been
proposed. Ziegler et al. have developed the natural orbitals for chemical valence (NOCV) scheme
for analysis of chemical bonding which, in a similar approach to this work, utilizes a natural or-
bital (NO) orbital transformation of a di↵erence density, �P. [48] The NOCV approach constructs
�P from the di↵erence of total and fragment (promolecular) densities while this study uses a �P
constructed from the density of initial and final states of an electronic transition.

Methodologies with specific application to ionization calculations in which the size of the
occupied-virtual (ov) orbital space changes include the �SCF method of Martin and Davidson. [49]
This approach, which is directly analogous to the NTO scheme, constructs an Nelec by Nelec––1
overlap matrix between molecular orbitals (MOs) in the ground and ionized states, where Nelec
is the number of electrons in the ground state. Singular value decomposition of this matrix ac-
complishes a corresponding orbital transformation [50] with eigenvalues identifying the overlap
between MOs in the ground and excited states. The ground state orbital without a corresponding
excited state occupied orbital can be labeled the orbital from which the ionized electron originated.

The study of excitations beyond single reference wavefunctions can be achieved through
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calculation of Dyson orbitals. [51–54] Dyson orbitals (eq. 1.26) are calculated from the overlap
between the N electron wavefunction and the N – 1 electron wavefunction of the ionized state and
generalize Koopmans’ theorem to correlated wavefunctions obtained through post-SCF methods.

�dIF =
p
N

Z
 N
I (1, 2, ...,n) N –1

F (2, ...,n)d2..dn (1.26)

While the Dyson orbital approaches are incredibly powerful, they exist within a wavefunction
framework and cannot be easily extended to DFT. Furthermore, the requirement for a correlated
wavefunction limits the size of system that can be tackled. Approaches for approximating Dyson
orbitals from DFT calculations to reduce computational scaling have been proposed by Dauth et
al. [52] However, beyond wavefunction analysis, Dyson orbitals have had particular application
in electron propagator theories (EPTs), the formally equivalent one-electron Green’s function, and
equation-of-motion (EOM) approaches to obtain accurate ionization energies. Most closely related
in scope to this work are the developments of EOM-coupled cluster (CC) by Krylov et al. on the
study of ionization processes [55–60] and the electron propagator theory (EPT) work of Ortiz et
al. [61–67]

Experimentally, electron momentum spectroscopy (EMS) provides the ability to probe the
electron density of individual orbitals during ionization events. [68–76] Although EMS can access
the complete valence shell, it does this with lower resolution than more widely used photoelectron
spectroscopy (PES). However, the EMS cross section is proportional to the square of the Dyson
orbital associated with the transition and in this regard has the potential to image the electron/hole
density of individual orbitals.

1.5 Motivation: Modeling the Photodetachments of Lanthanide-based
Clusters

The work discussed here has appeared as a part of a paper published in 2019 by Accounts of
Chemical Research. [77]

The lanthanide series, situated at the bottom end of the periodic table, is a family of “rare
earth” metals that are characterized by close-lying 6s, 5d, and 4f subshells. [77]. The lanthanides
start at Lanthanum (4f 05d16s2) and end at Lutetium (4f 145d16s2) and the general trend is an
increase in 4f subshell occupancy as atomic numbers increase. Electrons occupying the 4f orbitals
in lanthanides are considered core-like. This core-like feature of the 4f orbitals results in very
similar properties for near-neighbors in the series. [78] Yet it is noteworthy to mention that the
partially filled 4f subshells give rise to complex electronic and magnetic properties of lanthanide-
based materials. [79–83]

Developing new materials and enhancing the usage and activity of existing ones necessitates
the determination of how di↵erent types of surface defects enhance particular reactions alongside the
mechanism that a↵ects chemical activity. [84,85] In order to avoid direct experimental interrogations
of surfaces, which is complicated by low defect concentration and dynamic nature of the surface
[84–86], small gas-phase clusters are studied. This alternative approach has been verified by the
localized nature of the electronic structures of surface defects. [87–95]
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To set the starting point for our theoretical studies, we adapt a useful construct by Bob Field:
the term “superconfiguration”. This term, which was used by Field to provide details onto the lig-
and field theory treatment of LnO–, [96] is considered to be a general characterization of orbital
occupancy shared by the constellation of close-lying electronic states in these systems. To better il-
lustrate the term, consider Ce2+ center in the ground state of the CeO molecule. The CeO molecule
has been a subject of numerous experimental [97–100] and theoretical [101, 102] studies, and all
have shown that the Ce2+ center exhibits a singly occupied 4f orbital and a singly occupied di↵use
6s-like orbital, thus its superconfiguration is 4f 6s . Many other highly-oxidized lanthanides exhibit
4f and 6s subshells. [103–108]

Theoretical simulations of photodetachments of lanthanide-based clusters give rise to two main
complications:

a. The existence of a constellation of close-lying electronic states of anions and neutrals raises
the concern of the multireference nature of the target states. However, with increasing size
of the cluster, multireference methods tend to get more complicated, and, in many cases,
adopting these methods is impractical within the current computational resources. Thus, in
lieu of using a multireference approach, we have used DFT calculations. Although their
limitations must be recognized, DFT calculations provide useful qualitative insights into the
leading superconfiguration description of the electronic structures of small lanthanide-based
clusters. [77]

b. The high atomic number of lanthanides gives rise to increased and significant contributions
from relativistic e↵ects. Although various methods to treat relativistic e↵ects have been
implemented, our aim is to adapt a model chemistry that can provide a decent recovery of
relativistic contributions to energy and properties while maintaining a near mean-field cost.

In order to simulate the photoelectron spectra of lanthanide-based molecules and perform
spectral assignments, Franck-Condon [109–111] progressions were calculated between the vibronic
states of the anion and those of the corresponding neutral. While di↵erent approaches rely on calcu-
lating the adiabatic and vertical detachment energies, we point out that, in principle, this approach is
useful. Yet, in practice, complications arise due to unclear spectral signals which could be attributed
to several competing detachments or could be due to significant changes in geometries between the
anion and the neutral. [112]

1.6 Dissertation Overview

This dissertation provides a thorough and compact approach to ionization processes within
the �SCF approach. We use this approach to study the detachment processes of several lanthanide-
based clusters in order to determine the molecular and electronic structures of such clusters. More-
over, we utilize the results from the photodetachment studies to provide an enhanced description on
the structure, bonding, and reactivity of these clusters.

In chapter 2 we present a new and compact orbital representation of the ionization process and
its application in photodetachment calculating cross-sections. This new model enhances spectral as-
signments by providing orbital-based tools to determine the nature of the electronic detachments,
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in addition to provide metrics to distinguish between multiple competitive detachments. We have
shown that DFT calculations can provide adequate results that can provide a qualitative description
of the electronic and molecular properties of small lanthanide clusters. (Chapters 6 and 7) Further-
more, we use a comparable approach to extend our studies to cover similar clusters. Following up
on a similar approach, our calculations have resulted in more enhanced and detailed spectral as-
signments for the previously published LiB –

6 photoelectron spectrum. [113] (Chapter 3) The work
described in chapters 4 and 5 highlights significant outcomes of studying the photoelectron spectra
of these molecules. Motivated by the work done by Kafader and coworkers on EuOH [114], chapter
4 provides an in-depth description of the covalent triple bond that governs the structure and bond-
ing of not only EuOH, but also the complete LnOH (Ln = La – Lu) series. In a similar manner,
the mixed experimental and computational study on water reactivity with cerium clusters by Topol-
ski [115] and Felton [116], we provide a mechanistic study on the reactivity of the smallest identified
cluster, i.e. Ce2O–, with water, as an approach to fully understand the reactivity of these clusters
with water from the molecular perspective. The final chapter (chapter 2) presents new theory of cal-
culating photoelectron angular distributions and cross-sections using the natural ionization orbital
model presented earlier in this chapter. This new model will better enhance spectral assignments
by providing orbital-based tools to determine the angular momentum of the orbital from which the
electron was detached, in addition to provide metrics to distinguish between multiple competitive
detachments.
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Chapter 2

� SCF Dyson Orbitals and Pole
Strengths from Natural Ionization
Orbitals

“If you beat your head against the wall, it is your head that breaks and not the wall.”

— Antonio Gramsci.

The work described here has appeared in two papers published in 2016 and 2021 by the
Journal of Chemical Physics. [117, 118]

Abstract

The calculation of photoionization cross-sections can play a key role in spectral assignments using
modeling and simulation. In this work, we provide formal relationships between pole strengths,
which are proportional to the photoionization cross-section, and terms related to the Natural Ion-
ization Orbital model for �SCF calculations. A set of numerical calculations using the developed
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models is carried out. Pole strength values computed using the two approaches developed for �SCF
calculations demonstrate excellent agreement with an electron propagator theory model.

2.1 Introduction

The study of electron detachment provides a rich space for interrogating the structure of
atomic and molecular systems. [30–41] Indeed, modern applications of photodetachment methods
such as cryo-SEVI have been used to provide exceptional insight to structure, bonding, and reac-
tivity in an array of molecular systems. [119–124] Modeling electron detachment processes with
electronic structure theory is often essential to interpret experimental results and make definitive
spectral assignments. Work from our lab in collaboration with experimental colleagues considering
such experiments, for example, has led to detailed understanding of a number of transition metal
and inner-transition metal containing systems. [42, 77, 112, 125–128]

Particularly because electron number changes in electron detachment and electron attach-
ment, the quality of electronic structure theory studies of such processes can be quite sensitive to
electron correlation treatment. [129–131] Early approaches specifically designed to address this
concern implemented wave function models beyond the Hartree-Fock (HF) self–consistent field
(SCF) model. These included the Equations of Motion (EOM) approach of Simons [132–137]
and the electron propagator theory (EPT) scheme of Cederbaum. [138–141] Those pioneering
theory advances subsequently led to two families of modern post-SCF theories: The EOM ap-
proach developed ionization potential (IP) and electron a�nity (EA) EOM coupled cluster models
by Krylov, [55–60, 142, 143] Piecuch, [144–150] and Bartlett. [151–153] Recent advances in EPT
include the hierarchy of schemes by Ortiz and co-workers. [61–67, 154–158]

An alternative approach to computing electron detachment/attachment energies is to straight-
forwardly evaluate the di↵erence between two independent calculations – one for the initial state and
one for the final state. At the SCF level this gives the �-Self–Consistent–Field (�SCF) approach.
At times, the �SCF scheme has been used to specifically refer to energy di↵erences calculated at
the HF level of theory. In recognition of the common application of such schemes in the literature,
this work employs a broader definition that includes energy di↵erences from Kohn-Sham Density
Functional Theory (DFT), as well as HF, calculations. The �SCF approach is subject to the inherent
limitations of the underlying SCF model chemistries. Nevertheless, for systems with bound initial
and final detachment/attachment electronic structures, �SCF is the workhorse approach for studying
electron detachment/attachment. Owing to the inclusion of dynamic electron correlation in approx-
imate functionals, DFT calculations have been especially successfully used in a number of such
studies and often yield reasonably good agreement with experimental and high-level computational
results.

The �DFT scheme has a few key additional advantages over post-SCF models. First, the
a↵ordability and wide availability of analytic DFT gradient theory readily allows researchers to
include geometric relaxation e↵ects to evaluate both vertical and adiabatic detachment/attachment
energies. Furthermore, e�cient analytic DFT second-derivative codes provide a direct and simple
means for including vibrational structure in simulated spectra. As our own work has shown, access
to these additional handles is critical for discriminating between spectral candidates and making
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definitive spectral assignments. [42, 112, 125–128]
A particular advantage of EPT models in electron detachment/attachment studies has been

their direct relationship to the Dyson orbital framework. Dyson orbitals, also referred to as gen-
eralized overlap amplitudes, are defined as the overlap between nel and n0el = (nel – 1) wave
functions. [55, 58, 159–163] The Dyson orbital �d is defined by

�d =
p
N

Z
 i
nel (x1,x2, ...,xnel ) 

f
n0
el

(x2, ...,xnel )dx2...dxnel (2.1)

where the initial and final states are given by  i
nel and  f

n0
el

, respectively. (For the purposes of this
work, the wave functions are taken to be real.) The Dyson orbital provides a one-electron orbital
description of the source of electron loss/gain. The Dyson picture also provides a formal relationship
between theory and observed experimental cross-sections (vide infra). [154,164] Namely, the norm
of the resulting Dyson orbital of Eq. (2.1), the pole strength Pn , is proportional to the likelihood of
transition from a particular orbital and is given by [165]

Pn =

Z
|�d |2dx (2.2)

Evaluation of the Dyson orbital from a �SCF pair of calculations can be carried out using
a corresponding orbital based approach. [50, 161, 164, 166] However, in practice �SCF based in-
vestigations typically employ Koopmans’ theorem when interpreting the electron loss or gain being
simulated. [43, 167–169] Critically, the Koopmans’ approach ignores electron density relaxation in
response to ionization.

A few years ago, our lab proposed the natural ionization orbital (NIO) model to provide such
an interpretive tool for use with �SCF calculations. [117] The NIO model utilizes a natural orbital
transformation of the di↵erence density formed from the initial (with N electrons) and final (with
N ± 1 electrons) SCF solutions. The NIO model has been instrumental in making photodetachment
spectral assignments and developing an orbital description of the ionization process that would not
have been correct using the Koopmans’ theorem framework. Indeed, over the last few years we
have employed NIO analysis in studies of complicated photoelectron spectra of transition metal and
lanthanide containing clusters. [77, 112, 125, 127, 128, 170, 171]

In this report, we develop a formal relationship between the NIO model and the Dyson orbital
theory. Importantly, this work establishes a clear and concise connection between the non-zero NIO
singular-values – which we term relaxation NIOs – and the formal Dyson orbital pole strength. After
providing two di↵erent derivations of this relationship, the method is numerically demonstrated on
a set of seven small molecule electron detachment processes. Comparisons are made between EPT
and NIO based Dyson orbitals and pole strengths.

2.2 Methods

As mentioned, the evaluation of a Dyson orbital in the �SCF model can be readily determined
using the corresponding orbital approach between occupied one-electron molecular orbitals (MOs)
of nel electron and nel – 1 electron Slater determinants. That framework was used by Martin
and Davidson in 1977 to develop their corresponding ionization orbitals model. [46, 161] More
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recently, our lab proposed an orbital description for electron detachment processes studied with
�SCF approaches based on a natural orbital transformation of the di↵erence density from initial
and final states, which we named the NIO model. [117]

While it is a relatively straightforward exercise to show that the corresponding ionization
orbital and NIO models both yield a one-electron orbital that is proportional to the �SCF Dyson
orbital, evaluation of the Dyson orbital pole strength using the NIO model is less clear. With this
in mind, this section begins by briefly defining the NIO model. Then, we develop two di↵erent
derivations for evaluating pole strengths in terms of the NIO model. We note that the remainder of
this discussion focuses on electron detachment; analogous expressions can be derived for electron
attachment processes.

2.2.1 Natural Ionization Orbitals

The NIO model provides a compact orbital representation of ionization processes by using
the di↵erence of one-particle density matrices and provides a means for interpreting and charac-
terizing electronic detachment processes, including distinguishing between one-electron transitions
and shake-up/shake-o↵ transitions. [77, 112, 125, 127, 128] In the case of electron detachment, the
di↵erence density matrix, �P , can be calculated for a vertical detachment according to

�P = P
f – Pi (2.3)

where P
i and P

f are initial ground state and final ionized state density matrices (which are in the
atomic orbital (AO) basis in our implementation). The change in the number of electrons, �nel , can
be given in terms of the di↵erence density matrix and the AO overlap matrix, S, according to

�el = tr(�PS) (2.4)

where tr(X) denotes the trace of matrix X.
A set of orbitals, �P , can be constructed in the occupation number basis from the canonical

MO,
n
 p
o
, according to

(�1, �2, ..., �Nbasis
) = ( 1, 2, ..., Nbasis

)U (2.5)

where the rotation matrix U can be determined by solving the eigenvalue equation

U
T
S
1/2

�PS
1/2

U = �elec (2.6)

In Eq. (2.6), �elec is a diagonal matrix containing the occupation change number for each NIO. The
eigenvectors U can be back-transformed to the AO basis to give the NIO coe�cients V according to

V = S
–1/2

U (2.7)
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2.2.2 NIO Pole Strength Model A: Determinant Approach

Following King et al., [166] we define D to be the overlap matrix between occupied MOs of
the initial and final SCF solutions,

D =
✓
C

f
(occ)

◆T
SC

i
(occ) (2.8)

where C
i
(occ) and C

f
(occ) are the occupied MO coe�cients of initial and final states, respectively.

Singular-value decomposition of D yields

D = Q⌃R
T (2.9)

The eigenvectors and eigenvalues of the product DD
T are given by Q and ⌃

2,

DD
T =

✓
C

f
(occ)

◆T
SC

i
(occ)

✓
C

i
(occ)

◆T
SC

f
(occ)

= Q⌃R
T
R⌃

T
Q

T = Q⌃
2
Q

T
(2.10)

where ⌃2 is used to denote ⌃⌃
T . Whereas the diagonal matrix of singular values ⌃ is rectangular,

⌃
2 is a square diagonal matrix. In the case of electron detachment, the common application of the

NIO model used by our lab, the dimension of ⌃2 is n0el = (nel – 1).
We note that the initial and final state density matrices are given by

P
i = C

i
(occ)

✓
C

i
(occ)

◆T
(2.11)

P
f = C

f
(occ)

✓
C

f
(occ)

◆T
(2.12)

Eq. (2.10) can be rewritten as

DD
T =

✓
C

f
(occ)

◆T
SP

i
SC

f
(occ) = Q⌃

2
Q

T (2.13)

Using Eq. (2.3) gives ✓
C

f
(occ)

◆T
S

⇣
P
f – �P

⌘
SC

f
(occ) = Q⌃

2
Q

T (2.14)

and
✓
C

f
(occ)

◆T
SC

f
(occ)

✓
C

f
(occ)

◆T
SC

f
(occ) –

✓
C

f
(occ)

◆T
S�PSC

f
(occ) = Q⌃

2
Q

T
(2.15)

Given that the occupied canonical MOs form an orthonormal set, Eq. (2.15) becomes

In0
el

–
✓
C

f
(occ)

◆T
S�PSC

f
(occ) = Q⌃

2
Q

T (2.16)
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where In0
el

is the identity matrix with dimension (n0el ⇥ n
0
el ).

Given that U is unitary, Eq. (2.6) can be used to write Eq. (2.16) as

In0
el

–
✓
C

f
(occ)

◆T
S
1/2

U�elecU
T
S
1/2

C
f
(occ) = Q⌃

2
Q

T (2.17)

Using Eq. (2.7) gives

In0
el

–
✓
C

f
(occ)

◆T
SV�elecV

T
SC

f
(occ) = Q⌃

2
Q

T (2.18)

which we rewrite as
T(occ)�elecT

T
(occ) = In0

el

– Q⌃
2
Q

T (2.19)

Elements of T expand the NIOs in the final state MO basis,

Tp↵ =
X

µ⌫

C f
µpSµ⌫V⌫↵ (2.20)

where {µ, ⌫, · · · } denote atomic orbital basis functions, {p, q , · · · } denote molecular orbitals, and
{↵, �, · · · } denote NIOs. Note that the rectangular matrix T(occ) in Eq. (2.19) only includes expan-
sion coe�cients of Eq. (2.20) in the final state occupied MO sub-space.

Multiplying Eq. (2.19) on the left by Q
T and on the right by Q gives

Q
T
T(occ)�elecT

T
(occ)Q = Q

T
In0

el

Q – Q
T
Q⌃

2
Q

T
Q (2.21)

Given that Q is unitary, Eq. (2.21) simplifies to

⌃
2 = In0

el

– Q
T
T(occ)�elecT

T
(occ)Q (2.22)

Following King et al., [166] the square of the overlap of the initial and final state Slater determinants,
i.e. the pole strength, is given by det

⇣
⌃2
⌘
. Thus,

det
⇣
⌃

2
⌘
= det

✓
In0

el

– Q
T
T(occ)�elecT

T
(occ)Q

◆
(2.23)

Therefore, the right-hand side of Eq. (2.23) also gives the overlap of these two Slater determinants,
which will ultimately provide a means to calculate the pole strength associated with the Dyson
orbital. Using Sylvester’s determinant theorem, [172–175] Eq. (2.23) can be rewritten as

det
⇣
⌃

2
⌘
= det

✓
INbasis

– T
T
(occ)T(occ)�elec

◆
(2.24)

which provides a form for the pole strength that can be directly evaluated using terms formed in the
NIO model according to

Pn = det
✓
INbasis

– T
T
(occ)T(occ)�elec

◆
(2.25)
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2.2.3 NIO Pole Strength Model B: Trace Approach

The NIO model often yields only one non-zero eigenvalue corresponding to the one-electron
Dyson orbital. However, in many cases the SCF determinant undergoes relaxation upon ioniza-
tion relative to the converged initial state determinant. Under such conditions, the NIO analysis
yields one or more pairs of fractional occupation change eigenvalues. Most common are cases with
only one fractional NIO eigenvalue pair with appreciable magnitudes. Under such conditions, an
approximate second approach for computing pole strengths from the NIO model can be developed.

The development of this approximate second model begins by taking the trace of Eq. (2.19)
to give

tr
✓
T(occ)�elecT

T
(occ)

◆
= tr
✓
In0

el

–Q⌃
2
Q

T
◆

(2.26)

Applying the cyclic rule of traces tr(ABC) = tr(BCA) = tr(CAB), recalling that QQ
T = In0

el

,
and noting tr(In0

el

) = n0el = nel – 1 yield

tr
⇣
⌃

2
⌘
= nel – 1 – tr

✓
�elecT

T
(occ)T(occ)

◆
(2.27)

Assuming no more than one corresponding orbital pair has an overlap less than 1, the trace of ⌃2 is
given by

tr
⇣
⌃

2
⌘
= nel – 2 + �2 (2.28)

where �2 is the diagonal element of ⌃2 associated with the single fractional-overlap corresponding
orbital. Since ⌃

2 is diagonal and all other elements are equal to 1, the pole strength under this con-
dition is equal to �2. Using Eqs. (2.27) and (2.28) gives an alternative and approximate expression
for the �SCF pole strength using the NIO model as

Pn = �2 = 1 – tr
⇣
�elecT

T
(occ)T(occ)

⌘
(2.29)

2.3 Numerical Tests

Numerical tests of NIO based pole strengths have been carried out on a set of seven vertical
electron detachment processes. Electronic structure calculations were performed using a local de-
velopment version of the Gaussian suite of programs. [176] The unrestricted HF method was used
in all cases and the stability of all HF determinants was verified. [177, 178] All orbital surfaces
shown in this work were generated using an outermost contour value of 0.02 a.u. Initial state ge-
ometries were optimized using standard methods. [179] Ionization energies calculated from �SCF
and EPT methods are shown in the supporting information. While ionization potentials obtained
with �SCF are lower than those obtained using EPT, we highlight that the aim of this study focuses
on presenting the relationship between NIOs and Dyson orbitals rather than assessing the validities
of ionization energies obtained using �SCF and EPT.

NIO analyses were performed using an open source code. [180] For each studied detachment,
orbital occupation change numbers are reported (�elec). In the cases where reasonable orbital relax-
ation is observed, the projection of the orbitals onto the occupied manifold of the initial state (%occ)
is also reported. We note that % occ is calculated using an approach similar to Eq. 2.20. In lieu of
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Table 2.1: Pole strengths calculated using EPT, NIO trace, and NIO Determinant methods.
Molecule NIO (Determinant) NIO (Trace) EPT
Formaldehyde 0.907 0.906 0.925
Nitromethyl Radical 0.847 0.845 0.911
H2O 0.948 0.948 0.933
Chlorobenzene 0.897 0.895 0.901
CCl4 0.933 0.933 0.913
NH3 0.947 0.946 0.927
Ethanol 0.929 0.927 0.922

projecting the NIOs onto the final occupied state manifold, we project the NIO coe�cients onto the
initial state MOs followed by considering the subspace that maps onto the occupied manifold of the
initial state.

NIO based pole strengths from �SCF calculations were compared to results from EPT outer-
valence Green’s function (OVGF) calculations. [138, 140, 165] Table 2.1 provides a comparison of
pole strengths obtained from both the �SCF/NIO and EPT approaches. Tables S2 and S3 reportD
S2
E

and detachment energies for the HF and EPT calculations used in this work. Consistent
with previous reports, HF theory with a modest basis set yields only modest agreement between
vertical detachment energies evaluated using the �SCF approach and higher levels of theory. [181,
182] Nitromethyl radical exhibits a high degree of spin contamination and correspondingly poor
�SCF vertical detachment energy. Nevertheless, as shown below, the chosen model chemistries are
adequate for demonstrating the formal relationships for evaluating pole strengths developed above.

2.3.1 Formaldehyde

The first system considered is the valence electron detachment from the 1A1 ground state
of formaldehyde. The result is the 2B2 state. The NIO analysis was carried out using a �SCF
calculation performed at the UHF/6-311++G level of theory. Figure 2.1 shows the �SCF Dyson
orbtial (the NIO with eigenvalue –1.0, depicting the electron hole) on the left and the Dyson orbital
calculated using the EPT diagonal self-energy approximation on the right. In this case, it is clear
that the �SCF and EPT based Dyson orbitals are qualitatively the same.

This first numerical example shows very good agreement between the NIO and EPT ap-
proaches for calculating Dyson orbital pole strength. The NIO model suggests minimal electron
relaxation with small pairs of occupation change numbers (

����elec
��� < 0.2), which yields a large pole

strength. Using the NIO analysis yields �SCF pole strengths of 0.907 and 0.906 from the deter-
minant and trace approaches, respectively. The EPT pole strength, Pn , is 0.925. The di↵erence
between the �SCF and EPT based values is roughly 2%.

2.3.2 Nitromethyl Radical

Calculations on the nitromethyl radical were carried out using the UHF/6-31g(3d,3p) model
chemistry. Electron detachment from the ground state of the nitromethyl radical (1A0  � 2A00)
involves a meaningful degree of accompanying electron relaxation. As shown in the top panel of
Fig. 2.2, the �SCF and EPT Dyson orbitals are essentially the same. Unlike the previous example
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Figure 2.1: �SCF (left) and EPT (right) Dyson orbitals associated with electron detachment of 1A1
ground-state of formaldehyde.

case (formaldehyde), detachment from the nitromethyl radical results in meaningful orbital relax-
ation. As shown in in the boxed bottom panel of Fig. 2.2, there are two pairs of relaxation NIOs
(one ↵ pair and one � pair).

Projections onto the initial state occupied and virtual MO sub-spaces (or, equivalently, final
state virtual and occupied MO sub-spaces) of relaxation NIO pairs show complementarity in their
occupied/virtual decomposition. For example, the ↵ relaxation NIO pair has initial state occupied
MO projections of 62.3% and 37.8%. The � relaxation NIO pair has initial state occupied MO pro-
jections of 63.0% and 36.0%. The negative ↵ relaxation NIO is 62.25% occupied in the initial state
and the positive eigenvalue NIO constitutes of 37.75% of the initial occupied manifold. Similarly,
the � relaxation NIO pair is associated with eigenvalues of �elec = ±0.26. The positive eigenvalue
NIO has a 63.01% occupied character and the negative-eigenvalue NIO has a 36.00% occupied
character.

In previous work, we hypothesized that non-zero fractional change eigenvalues in the NIO
analysis correspond to decreased pole strengths. [112] This work quantifies that relationship though
Eqs. (2.25) and (2.29). Indeed, as shown in Table 2.1 the relaxation NIOs decrease the pole strength
to ⇠ 0.85 in the �SCF model and ⇠ 0.91 in the EPT diagonal self-energy approximation. No-
tably, the approximate trace method of Eq. (2.29) is quite close to the exact �SCF pole strength
result. The di↵erence between the two �SCF methods is less than 0.5%. This test case presents the
largest disagreement in calculated pole strengths between �SCF and EPT models. As noted previ-
ously, NIOs based on spin-unrestricted calculations do account for both orbital relaxation and some
electron correlation contributions, but the unrestricted framework does introduce spin contamina-
tion. [117] In this particular case, the values of

D
S2
E

are 1.17 and 0.92 for the doublet and singlet
states, respectively.
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2.3.3 Water

The third system included in the test set is the electron detachment from the 1A1 ground-
state of water using the UHF/6-311G** model chemistry. Figure 2.3 shows the �SCF (left) and EPT
(right) Dyson orbitals for 1A1 �! 2B1+e– detachment of water. As shown, these two approaches for
evaluating electron detachment result in similar Dyson orbitals. NIO analysis shows three pairs of
relaxation NIOs orbitals with very small electron change eigenvalues (

����elec
��� < 0.1). The calculated

�SCF pole strength using the NIO determinant and trace approaches is 0.948, which is only 1.68%
di↵erent from the EPT OVGF pole strength.

2.3.4 Chlorobenzene

A second case in the test set exhibiting significant orbital relaxation with electronic detach-
ment is the ionization of chlorobenzene. The �SCF and EPT calculations were run using the
UHF/6-311G(d,p) level of theory. Figure 2.4 shows the computed Dyson orbitals associated with
the 2B1  � 1A1 detachment of C6H5Cl. As with the previous examples, the �SCF and EPT Dyson
orbitals closely resemble each other, describing electron detachment from a delocalized ⇡⇤ orbital.

The NIO analysis shows a relaxation pair with electron occupation change eigenvalues of
±0.21, as shown in the bottom panel of Fig. 2.4. The orbital with a negative fractional occupation
change has a 60.75% contribution from the initial state occupied MOs, while its complimentary
relaxation NIO has a 39.25% contribution from the initial state occupied MOs. Two additional minor
relaxation NIO pairs (not shown in Fig. 2.4) were found with occupation change values of ±0.12.
As discussed above for the nitromethyl radical case, relaxation NIOs correspond to decreased pole
strengths. Using the determinant and trace approaches, the calculated �SCF pole strengths are 0.895
and 0.897, respectively. Both values agree well with the EPT pole strength of 0.901.

2.3.5 Tetrachloromethane

Calculations on the vertical electron detachment energy for tetrachloromethane were carried
out using the UHF/6-311G(d,p) level of theory. The �SCF and EPT Dyson orbitals corresponding
to detachment from the 1A ground state to the 2A cation are shown in Fig. 2.5. Unlike the previous
cases, there is a noticeable di↵erence between the �SCF an EPT Dyson orbitals. This di↵erence is
due to the lack of symmetry in the cation SCF wave function. Neutral tetrachloromethane features a
triply-degenerate highest-occupied molecular orbital (HOMO). The EPT method is able to correctly
predict a symmetric description of the Dyson orbtial due to symmetry adaptation, which the �SCF
model does not include. Notably, the degree of spin contamination in the cation – which one might
expect to be meaningful – is quite modest with

D
S2
E

= 0.76. As shown in Fig. 2.5, the �SCF
Dyson orbital does share key features with the EPT Dyson orbital. The Dyson orbitals for each
model are similarly delocalized and have the same general nodal structure. NIO analysis showed
minor electron relaxation with two non-trivial relaxation NIO pairs with �elec = ±0.11 and ±0.13.
The resulting �SCF pole strength is 0.933 using both determinant and trace NIO approaches. The
value is in very good agreement with the EPT pole strength of the detachment (0.913).
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2.3.6 Ammonia

The detachment from ground state of ammonia (1A1) shows a Koopmans-like behavior. Both
�SCF and EPT Dyson orbitals (Fig. 2.6) show that the detached electron originates from the 2a1
nitrogen lone pair orbital. In addition, NIO analysis showed only very slight orbital relaxation, with
the most meaningful relaxation NIO pairs given by �elec±0.11. Calculations of pole strengths using
the determinant and trace approaches yield values of 0.947 and 0.946, respectively. These values
are very close to the EPT pole strength (0.927), with a di↵erence of only 2%.

2.3.7 Ethanol

The final case considered in the test set electron detachment from the ground state of ethanol
to form the 2A radical cation. For this test, the UHF/6-311G** level of theory was employed. The
�SCF and EPT Dyson orbitals are shown in Fig. 2.7. Both orbitals indicate electron detachment
from a non-bonding MO. However, the �SCF Dyson orbital is more localized on the C–O bond,
while the EPT Dyson orbital is delocalized over the whole molecule. The �SCF pole strengths
calculated using determinant (0.929) and trace (0.927) approaches are in excellent agreement with
the EPT pole strength (0.922).

2.4 Summary

This work presented two formulations relating Dyson orbital pole strength in �SCF calcu-
lations using the NIO model. The relationships described in Eqs. (2.25) and (2.29) show that the
occupation change numbers obtained from an NIO analysis relate to the overlap of the initial and
final SCF states of electron detachment. Comparisons of Dyson orbitals and their pole strengths
calculated using �SCF and EPT approaches were also presented. It was shown that using the NIO
model, �SCF Dyson orbitals and pole strengths are often in excellent agreement with EPT results.

Interestingly, the use of relaxation NIO pairs to evaluate �SCF pole strengths and the demon-
strated agreement between �SCF and EPT pole strengths further suggests some connection with or-
bital relaxation and other correlation e↵ects included in models such as EPT. As shown in previous
work, one can attribute specific components of, for instance, the second-order diagonal self-energy
expression in EPT to orbital relaxation e↵ects. [183, 184] Indeed, relaxation NIO pairs correspond
to occupied-virtual rotations in a framework where the final SCF determinant is written in terms of
the initial SCF determinant molecular orbitals. Such relationships are currently being explored by
our group and will be reported in future work.
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Figure 2.2: �SCF (top left) and EPT (top right) Dyson orbitals associated with electron detachment
from ground state nitromethyl radical. Dashed boxes present the relaxation NIO pairs.
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Figure 2.3: �SCF (left) and EPT (right) Dyson orbitals associated with electron detachment of 1A1
ground state of water.

Figure 2.4: �SCF (top left) and EPT (top right) Dyson orbitals associated with electron detachment
from chlorobenzene. The dashed box presents the relaxation NIO pair.
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Figure 2.5: �SCF (left) and EPT (right) Dyson orbitals associated with electron detachment from
the ground state of tetrachloromethane.

Figure 2.6: �SCF (left) and EPT (right) Dyson orbitals associated with electron detachment from
the ground state of NH3.
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Figure 2.7: �SCF (left) and EPT (right) Dyson orbitals associated with electron detachment from
the ground state of ethanol.
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Chapter 3

A cluster of clusters: Ab initio
calculations indicate contributions from
multiple isomers in the photoelectron
spectrum of LiB–

6

“We don’t need no education
We don’t need no thought control
No dark sarcasm in the classroom
Teachers leave those kids alone”

— The Wall, Pink Floyd.

In this paper, we revisit the previously published experimental photoelectron spectrum of
LiB6

-. [J. Chem. Phys. 122, 054313 (2005)] Alexandrova and coworkers point out that “Com-
parisons of the calculated electronic transitions and experimental phtoelectron spectra showed dis-
tinctly the presence of the pyramidal species in the cluster beam”. Our results also predicted that
the pyramidal structure to be the ground-state anion conformation of LiB6

-, but computational data
also suggest that other low-lying isomers and higher-order spin states significantly contribute to
the experimental photoelectron spectrum. The ability to identify additional states is based on the
proper analysis of wavefunction stability and performance of Franck-Condon progressions between
the ground-state anion(s) and their corresponding neutral(s). However, we also note the necessity to
perform additional experimental results is needed to perform definite spectral assignments.
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3.1 Introduction

The unique and intriguing properties of boron and boron clusters and their chemical applica-
tions have been subject to various experimental and theoretical studies. [113, 185–193] With only
one fewer electron than carbon, the chemistry of boron has shown to be vastly di↵erent from that of
its neighboring element. This electron deficiency provokes boron to form aggregate structures and
create clusters with high electron delocalizations. [193–198] One interesting feature about boron
clusters is their unique bonding motifs. Studies on B –

n show that most structures exhibit a 2D pla-
nar or a quasi-planar conformation which are accompanied by several types of vacancies. [196–211]
. In various studies, Wang and co workers report those structures as joint B3 triangles that contain
several types of vacancies which the authors describe as tetragonal, pentagonal, and hexagonal va-
cancies. [113, 185–194, 196–210, 212–222] Those vacancies play a critical role in the stabilization
of the planar structure of B –

n and suggest broad scope for various current and potential applications.

Electronic structure calculations can be e�cient in predicting the ground-state configura-
tion(s) of molecules, along with various properties such as ionization energies and harmonic fre-
quencies, both of which are essential to modeling the photodetachments of molecules. [223–226]
However, the current widely-used electronic structure methods, including various hybrid density
functionals, should be handled with caution in order to avoid inaccuracies in computational re-
sults. [227, 228] Specifically, the stability of the reference Hartree-Fock (HF) or Kohn-Sham (KS)
determinant is crucial to all analyses that follow. Wavefunction stability analysis proceeds by re-
laxing various constrains, one of which a↵ects the final computational result is the reduction of
orbital spin and spatial symmetries. Various previous studies on wavefunction stability and its ef-
fect on molecular properties have been discussed [177, 178]. A key e↵ect of internal wavefunction
instability is the invalidity of analytic frequency calculations, which is critical to performing the
Franck-Condon progressions. [229] Thus, testing and validating the stability of the HF or KS deter-
minant is an essential step prior to performing vibrational analysis calculations.

Another challenge that arises when modeling photodetachments of molecules lies in pro-
viding an orbital description of the ionization process. This allows identifying the orbital from
which the electron was ejected and probe any electron rearrangements (wavefunction relaxations)
that accompany the ionization event. To do so, our group recently developed the natural ioniza-
tion orbital (NIO) model. [117, 118] The NIO model utilizes the di↵erence density matrices of the
ground-state and detached-state and allows for the representation of the ionization process from the
standppint of orbital occupation change numbers. We applied the NIO model onto various stud-
ies [77,112,125–128] and we were able to identify di↵erences between one-electron transitions and
shake up/shake-o↵ states and compare to experimental photoelectron spectra.

A recent study by Wang and co-workers reported the photoelectron spectrum of LiB –
6 along

with computational data followed by peak assignments. [113] The authors report several close-
lying structures identified using gradient embedded genetic algorithm. Further geometry optimiza-
tion was performed at the B3LYP/6-311G* and CCSD(T) levels of theory. Outer-Valence Green’s
Function (OVGF), time-dependent DFT, and CCSD(T) calculations were performed to calculate
vertical detachment energies. They conclude that a symmetric boat-like structure is the sole con-
tributor to the experimental photoelectron spectrum. Spectral assignments were based on calculated
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adiabatic and vertical detachment energies. This approach can be useful, yet the photoelectron
spectra, in practice, can exhibit unclear signals, especially if more than one transition contributes to
the experimental peak(s) or a significant change in the geometry is observed. [42] For this reason,
rather than just computing the detachment energies, a complete simulation of the experimental spec-
trum may provide further and more definite insight on the structure(s) responsible for the observed
peaks. [109–111] Moreover, further inspections of the published results, we find out that several
of the reported close-lying structures’ wavefunctions exhibit internal instabilities. This raises the
question on the accuracy of the molecular properties reported and analyzed which in turn lies as
a barrier in performing proper spectral assignments of low-energy spin states and corresponding
structures. The reported photoelectron spectrum (PES) by Alexandrova and coworkers exhibit two
di↵use bands (labeled as X and A) at 2.60 and 2.97 eV, respectively. Reproducing the (PES) with
higher photon energy gave rise to four more bands: B, C, D, and E, at 3.76, 4.00, 4.56, and 4.79 eV,
respectively. While the authors conclude that the sole contributor to the experimental PES is a pyra-
midal C2v structure with a 1A1 electronic state, we show that, once we use proper computational
tools with focus on reoptimizing the SCF determinant and verifying that we land at a stable wave-
function, we suggest that multiple isomers and electronic states contribute to the peaks observed in
the experiment.

3.2 Computational Methods

All calculations were done using a local development version of the Gaussian suite of elec-
tronic structure programs. [176] Calculations were done using the B3LYP hybrid density func-
tional [26, 27, 230, 231] with the 6-311+G* basis set. [232] The unrestricted spin formalism was
used for all open-shell calculations. Geometry optimizations were carried out using standard meth-
ods and vibrational frequencies were calculated to ensure that minimum energy structures corre-
spond to stationary points on the potential energy surface. [179, 233, 234] All relative energies of
anions and neutrals reported include zero-point energy corrections. In all cases, the stability of the
Kohn-Sham determinants was verified. [177,178,229] Franck-Condon progressions were generated
for all possible transitions and their profiles were compared to the previously published experimen-
tal photoelectron spectrum. [109–111, 235] The natural ionization orbital (NIO) analysis has been
used to provide an orbital description of the electron detachment process. [117, 118] Calculations
of the excited states were performed using the linear response form of the time dependent density
functional theory (TD-DFT). [236, 237] The nature of each of the identified electronic state transi-
tions were characterized using the natural transition orbitals (NTO) model. [46] In all what follows,
we use uppercase letters (A, B, C..) to represent the di↵erent identified anions and lowercase letters
(a, b, c ...) to represent neutrals.

3.3 Results

In order to determine the proper electronic and molecular states that contribute to the photo-
electron spectrum of lithium hexaborinde, we re-optimize the previously-reported close-lying struc-
tures of LiB –

6 . Additionally, we probe the presence of higher-order spin states and investigate their
contribution to the experimental photoelectron spectrum through performing vibrational analysis
and comparing the simulated peaks with experimental results.
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Figure 3.1: Relative energies of various close-lying states of LiB –
6

Figure 3.1 and tables 3.1 and 3.2 show the various low-lying anions and neutrals of lithium
hexaborides. While geometries of the ten structures shown have conformations similar to the pre-
viously reported structures, the electronic states are further explored here. Higher-order spin-states
were explored and singlets, triplets, and quintet states of each of the structures are reported here.
All of the structures lie within 1.7 eV higher than the ground-state anion. It is also noteworthy
that all the structures presented in fig. 3.1 exhibit a planar or near-planar B6 structure, which has
been previously reported as a common feature for Bn clusters [113, 185–194, 196–210, 212–222].
The ground-state anion structure is a symmetric boat-like B6 structure with lithium lying outside
the hexaboride moiety. Five other structures were identified that lie 0.36 - 0.50 eV higher in en-
ergy than the ground state structures. Despite the small di↵erences in their relative energies, these
isomers can be grouped into three families of structures, the first is a pyramidal structure with a rel-
ative energy of 0.36 eV. Two structures identified at 0.44 eV (singlet) and 0.50 eV (triplet) exhibit
a planar B6 conformation that is composed of two B3 triangles fused together. The third family of
structures resemble the planar CeB –

6 teardrop structures we described in a previous study [128].
Two electronic states were identified at the teardrop structure, a triplet at 0.37 eV and a singlet at
0.43 eV, both of which exhibit a planar conformation. Higher spin-states for the described structures
were also identified and are shown in fig. 3.1. It is important to highlight that in several cases, the
idetified higher-spin electronic state is of comparable energy relative to its respective lower-spin
state, which serves as a key feature in identifying additional contributors to the experimental photo-
electron spectrum. Comparing structures E and F serves as a good example to the discussed point.
We identified the triplet state F that is 0.06 eV higher in energy than its corresponding singlet (E).
In addition, structure I, described as a triplet teardrop structure, was found to be 0.06 eV lower in
energy than its analogous singlet state, H. A summary of all the structure labels, electronic states,
point groups, relative energies and <S2> expectation values are given in table 3.1 (anions) and table
3.2 (neutrals).

Figure 3.2 shows the convolution of the various simulated Franck-Condon progressions (col-
ored) with the previously published photoelectron spectrum [113] (black). From the alignments of
the several simulated peaks, we can clearly say that several of the reported isomers of lithium hexa-
boride contribute to the experimental photoelectron spectrum. The shown A! a simulation corre-
sponds to the detachment of a beta electron from the ground state anion. While the Franck-Condon
simulation aligns with the experiment, our calculations also show that F ! e also contributes to
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Label Electronic State Nuclear Symmetry Relative Energy (eV) <S2>

A 1A C1 0.00 0.1247
B 3A C1 0.90 2.0284
C 5A C1 1.71 6.0094
D 3B C2 0.36 2.0209
E 1A C1 0.44 0.4893
F 3A C1 0.50 2.0217
G 5A” Cs 1.56 6.0255
H 1A C2 0.43 1.0250
I 3A C2 0.37 2.0250
J 5A C2 1.57 6.0237

Table 3.1: Electronic states, nuclear symmetries, relative energies, and <S2> values of low-lying
LiB –

6 anions.

Label Electronic State Nuclear Symmetry Anionic Structure Relative Energy (eV) <S2>
Resemblance

a 2A C1 A 2.21 0.8021
b 4A C1 A 3.15 3.8240
c 6A C1 A 5.22 8.7646
d 2A C1 E 2.27 1.1363
e 4A C1 E 2.54 3.7756
f 6A” Cs E 5.17 8.7795
g 2A C1 H 2.37 1.3935
h 4B C2 H 2.62 3.7741
i 6B C2 H 4.83 8.7694
j 4A C2 D 3.91 3.7743

Table 3.2: Electronic states, nuclear symmetries, relative energies, and <S2> values of low-lying
LiB6 neutrals. Relative energies are given in eV and are calculated relative to the ground state anion
A
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Figure 3.2: Franck-Condon simulations of the electronic detachments of low-lying LiB –
6 anions.
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the spectrum. This progression is best described as a detachment of a beta electron from 3A LiB6
-

into a 4A neutral that bears a structure similar to its relative anion. It is noteworthy to mention that
structure A exhibits a B6 moeity that lies in a boat-like conformation and lithium lies on top of the
conformation. On the other hand, structure F has a planar B6 structure with lithium bounded to one
side of the B6 structure and lies outside the boride plane.

While our calculations showed that two detachments contribute to peak X, we have found
one transition corresponding to peak A, namely B! b detachment (fig. 3.2). This peak is associ-
ated with a detachment of a beta electron from 3A anion. The anion’s geometry is analogous to the
boat-like ground state anion (Structure A). However, identification of only one transition associated
with peak A does not rule out the possible contributions from other states (isomers, electronic states,
excited states...). Yet the limited availability of current experimental results prevents the accurate
spectral peak assignments. As shown in figure 3.2, peaks B and C potentially correspond to mul-
tiple detachment processes. Our calculations show that detachments from several molecular and
electronic states contribute to the broad peak that appears at in the range of 3.5 - 4 eV. Although
their detachments originated from di↵erent structural isomers, C ! c, G ! f, and J ! i exhibit
one common feature concerning the detachment process: In all three cases, the initial anion bears a
quintet state and,upon the detachment of a � electron, the resulting neutrals bear a sextet state.

In order to better understand the electron detachment process, we inspect the NIOs of the three
transitions. Figure 3.3 shows the NIOs for each of the three detachments, along with the occupation
change numbers of the orbitals. Three di↵erent behaviors are shown in fig. 3.3: (1) C! c exhibits
one B –

6 -delocalized NIO of with a -1 eigenvalue, indicating the site of electron detachment. (2) G
! f also shows that the detached electron originates from B –

6 -delocalized orbital. However, in this
case, the detachment of the � electron is accompanied by a promotion of an ↵ electron from lithium’s
s orbital onto the di↵use B –

6 -based orbital. (�electron = ±0.95). Due to the two-electron process
nature of this detachment, its contribution to the experimental photoelectron spectrum can be ruled
out. (3) Electron detachment from J! i occurs at the B6 moiety. This detachment is followed by a
slight rearrangement of two sets of partial electron densities (�electron = ±0.19 and ± 0.17).

The broad tail appearing to the left of peak X shows contributions from low-lying isomers
of LiB –

6 . In particular, our calculations have shown that the experimental photoelectron spectrum
exhibits minor contributions from a teardrop-like structure. H ! g, I ! g, and I ! h transitions
(shown in fig. 3.2) all refer to detachments from triplet and singlet teardrop anions to doublet and
quartet neutrals. The anionic structures H and I both represent the singlet and triplet teardrop struc-
ture, with energies of 0.43 and 0.37 eV relative to the ground-state anion. The adiabatic detachment
energies, along with the Franck-Condon progressions shown in fig. 3.2, suggest that detachments
from H and I contribute to the broad, relatively lower intensity peak that appears at around 1.5 eV.
By inspecting the NIOs of these two detachment, we can see that accessing the doublet neutral by
either an alpha electron detachment from the triplet or a beta electron detachment from the singlet
is accompanied by a significant occupation change number of the remaining electrons. NIOs for
both detachment show a relaxation of around 0.5 electron into the virtual space, which makes the
detachment an e↵ective 1.5 electron process. In addition, a fourth detachment has been identified,
D! j, that corresponds to a detachment from the boat-like triplet into an excited state doublet. TD-
DFT calculations identified an excited state triplet that lies at around 3.55 eV higher in energy than
its corresponding triplet anion. The presence and the accessibility of this state via a one-electron
process has been confirmed by both NIO and NTO analyses. A summary of all the detachments is

34



Figure 3.3: Natural ionization orbitals that correspond to the C! c, G! f, and J! i detachments

Figure 3.4: Natural ionization orbitals that correspond to the H! g, and I! g detachments
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presented in table 3.3.

3.4 Discussion

The goals of this study can be summarized in two points: determination of the anionic LiB6
structures that contribute to the previously-published photoelectron spectrum, and address the issue
regarding proper treatment of results from electronic-structure calculations. Previous studies by our
group [42, 77, 112, 125–128] have shown that clusters involving transition or heavy metals might
exhibit photoelectron spectra that arise from contributions from several electronic states and molec-
ular structures. This phoenomena is observed due to the existence of a constellation of close-lying
anionic states, in addition to one-electron, close-lying accessible neutral excited states. It is note-
worthy to mention that in the cases of lanthanides and transition metal based clusters, the existence
of a manifold of close-lying states is attributed to the partially filled 3d, 4s orbitals in transition
metals and 4f, 5d, and 6s in lanthanides. While this is not the case for lithium in LiB –

6 , yet the
expected existence of a manifold of close-lying anionic and neutral states in LiB –

6 is due to the
nature of the boron moiety, which has been shown by various studies to exhibit significant delocal-
ization over the entire ring. Such delocalization drives the borons to form diverse forms of planar
or near-planar structures. In such cases, the self-consistent field (SCF) energy surface exhibits mul-
tiple stable electronic structures that can be accessible with the SCF approaches. Particularly, we
are interested in states that ensure anion/neutral pairing that corresponds to allowed one-electron
transitions. In addition to manually inspect each SCF solution, Franck-Condon simulations, the
NIO model [117,118] and the NTO model [46] were helpful in determining the desired and allowed
one-electron transitions.

In three studied MB –
6 clusters (M= Li, Sm, Ce), the boron moeity has shown intriguing elec-

tronic and molecular structures. The electron deficiency of each individual boron atom, alongside
the electron delocalization provided a structural motif for the formation of planar or quasi-planar
structures. The the chemical bonding between the B 2 –

6 entity and the metal center is shown to be
also driven by the nature of the metal, which in turn dictates the nature of the detached electrons
in experimental photoelectron spectroscopy. In both studies on SmB –

6 [238] and CeB –
6 [128],

two energetically competitive structures were determined: a C2v teardrop planar structure and a
Cs puckered boat structure, with energy gaps between them as low as 0.1 eV for SmB –

6 and 0.01
eV for CeB –

6 . While the two studies argue that the teardrop structures are more consistent with
experimental results, the main di↵erence lies in the site of electron detachment. SmB –

6 photo-
electron spectroscopy shows that photoelectrons originated from 2p-based orbitals localized on the
B6 entity, while detachments from CeB –

6 clusters occurred at 6s-like molecular orbitals that are
cerium-centered. This di↵erence can be attributed to the di↵erence in 4f, 5d, and 6s occupations be-
tween both cerium and samarium. However, in the case of neutral lithium atom, the only occupied
orbitals at the metal are the 1s and 2s orbitals. This yields a di↵erent type of interaction between the
B6 cluster and the lithium center, and therefore one would expect an electron detachment behavior
to be di↵erent from that observed in CeB –

6 or SmB –
6 .

A particular interesting experimental observable that has been widely used to obtain addi-
tional information on the photodetachment process is utilizing angle-resolved photoelectron spec-
troscopy, which provides information regarding photoelectron angular distribution (PAD). PADs
that result from one-photon ionization provide a useful picture about the properties of the orbital
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Transition Anion Geometry Anion Spin Neutral Spin Tentative Assignment NIO Notes NIO angular momentum

A! a 1A 2A Peak X rearrangement �elec = ±0.27 0.73

F! e 3A 4A Peak X rearrangement�elec = ±0.21 0.32

B! b 3A 4A Peak A no rearrangement 1.02

C! c 5A 6A Peaks B & C no rearrangement 0.74

G! f 5A” 6A” Peaks B & C rearrangement �elec = ±0.95 0.88

D! j 3B 4A Peaks B & C NTO show one-electron process 0.80

J! i 5A 6B Peaks B & C Two rearrangements �elec = ±0.19,±0.17 1.21

H! g 1A 2A Tail to right of X rearrangement �elec = ±0.48 0.67

I! g 3A 2A Tail to right of X rearrangement �elec = ±0.51 0.66

I! h 3A 4B Tail to right of X rearrangement �elec = ±0.18 0.47

Table 3.3: Summary of all reported detachments alongside relevant data from their respective NIO
analyses.
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Detachment Pole Strength
A! a 0.877
F! e 0.907
B! b 0.929
C! c 0.936
G! f 0.087
D! j —1

J! i 0.899
H! g 0.728
I! g 0.703
I! h 0.920

Table 3.4: Pole strengths of the studied candidate detachments. 1 Detachment into an excited state.

in which the electron was detached from. PADs are characterized by the anisotropy parameter, �,
which is an experimental observable that ranges from -1 to +2 and is dependent on the angular
momentum of the detached electron. While our NIO model presents a compact orbital picture of
the detachment process rather than providing a quantitative value for the anisotropy parameter, we
report the angular momentum of the NIO of each detachment in table 3.3. The values of the angular
momenta range from 0.47 to 1.21 and NIOs of di↵erent calculated detachments show significant
di↵erence in s and p characters, indicating the di↵erence in nature of the angular momenta of the
studied detachments. This indicates that the detached electrons originate from molecular orbitals
that are formed from atomic orbitals with di↵erent flavors of angular momenta. Such di↵erences in
angular momenta further supports the requirements for additional experimental parameters in order
to distinctly perform spectral assignments. This is also shown in figures 3.3 and 3.4

In order to precisely perform spectral analysis and determine the structures and electronic
states that contribute to the experimental photoelectron spectrum, our future work focuses on using
the NIO model to calculate experimental cross-sections and photoelectron angular distributions.
This approach is based on utilizing the angular momentum of the NIOs and their respective partial
occupation change numbers in order to estimate the experimental photodetachment cross-sections
and the photoelectron angular distributions.

PIF = det(�elecT
†
occTocc + IN ) (3.1)

To partially address this issue, our recent work focused on deriving a formal relationship
between pole strengths and terms arising from NIO analysis. [117, 118] Calculated pole strengths
are related to the experimental cross sections, i.e. the likely-hood of the occurrence of a particular
electronic detachment. Equation 3.1 shows the relationship between the pole strength (PIF ), the
occupation change numbers of the NIOs (�elec) and their projections onto the initial occupied man-
ifold (Tocc). As we have shown [118], equation 3.1 enables us to calculate the overlap between the
initial and final states using data from the NIO analysis.

Table 3.4 shows the pole strengths of the di↵erent explored detachments. While the val-
ues given lack the angular dependence contribution, they would still serve as qualitative metrics to
describe experimental cross sections. The calculated pole strengths vary from 0.087 to 0.936, indi-
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cating that the studied detachments exhibit di↵erent cross sections. Six of the detachments reported
in this study show pole strengths that are close to 1, with values that are between 0.877 and 0.936.
These detachments are predicted to be the major contributors to the observed experimental peaks.
Another set of pole strength values, namely H ! g and I ! g, have pole strengths of 0.728 and
0.703. These pole strengths contribute to the detachments of the triplet and singlet tear-drop LiB –

6
into the doublet structure. Their detachment energies and their Franck-Condon profiles fit with the
tail observed at the right of peak X, and their calculated pole strengths predict peaks with lower
relative intensities. While a third detachment corresponding to the tear-drop structure (I! h) was
also identified, its calculated pole strength shows a higher cross-section, which makes it unlikely
to contribute to the tail observed to the right of peak X. Additionally, while the Franck-Condon
progressions corresponding to G ! f shows good agreement with peaks B and C in the experi-
mental spectrum, the calculated pole strength of this detachment is 0.087, indicating a very low
cross-section, which also allows us to eliminate its contribution to the experimental photoelectron
spectrum.

Revisiting the photoelectron spectrum presented by Lai-Sheng Wang and coworkers [113],
we observe a manifold of peaks that appear in the range of 2-5 eV. The authors distinctively at-
tribute the six observed peaks to detachments from a pyramidal C2v structure. Our calculations
confirm the previously reported structure as the ground-state structure of LiB –

6 (structure A in
figure 3.1). However, upon employing stability analysis tests on the resulting Kohn-Sham deter-
minants, followed by performing Franck-Condon simulations between anions and their respective,
symmetry-allowed, one-electron accessible neutrals, our calculations provide evidence of the pres-
ence of multiple close-lying anions and neutrals that pose as potential contributors to the photo-
electron spectrum. NIO analysis and pole strength calculations gave further insight onto the nature
of each of the studied detachments and allowed the inspection of the orbital(s) that is(are) directly
involved in the ionization processes. Our calculations identified ten low-lying states of LiB –

6 that
lie within an energy window of 1.6 eV. The calculated energy gap between the three lowest-lying
structures of LiB –

6 (Structures A, D, and I) is only 0.37 eV. Franck-Condon simulations of detach-
ments from several structures have shown good agreement with the higher energy peaks present in
the photoelectron spectrum. These include structural isomers that are significantly di↵erent from
the ground-state singlet LiB –

6 as well as a manifold of higher spin-states (Figure 3.2).
Vibrational analysis calculations have identified the potential contributions from several iso-

mers to the experimental photoelectron spectrum. However, in order to distinctively determine
the appropriate isomers contributing to the experimental photoelectron spectrum collected. One
experimental technique that has been discussed by Trommsdorf, Corval, and Von Laue, [239] is
spectral hole-burning. This technique’s main aspect is performing frequency-selective bleaching of
the spectrum, which in turn leads to an increased transmission at the selected frequency and allows
to distinctively characterize any present isomers.

3.5 Conclusion

In this paper, we have performed density-functional theory calculations on several low-lying
electronic and molecular states of LiB6

- in order to determine the species contributing to the experi-
mental photoelectron spectrum. Our results rea�rm the existence of structure A as the ground-state
anion (pyramidal structure with 1A electronic state). Yet, we have shown that in order to defini-
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tively assign spectral peaks, calculations of detachment energies is necessary but not su�cient.
Franck-Condon progressions, which serve as the theoretical equivalent of photoelectron spectra,
were performed and the profiles of the simulated progressions were then compared to experiment.
In addition, the natural ionization orbital analysis and the pole strength calculations further helps
in identifying the nature of each detachment and its interpretation of electronic detachments allows
us to distinguish between one- and two-electron processes. Moreover, an additional key point in
this study is to shed light on the importance of achieving wavefunction stability. In order to do
so, we have confirmed the stability of all the calculated structures by searching for a lower-energy
wavefunction that could exhibit reduced orbital and spin-symmetry.
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Chapter 4

On the Linear Geometry of Lanthanide
Hydroxides (LnOH, Ln = La–Lu)

“What in this context do we mean by “laws”? What exactly is the materialist concep-
tion of “laws”, whether it be laws of nature or of social processes?”

— Historical Materialism, Maurice Cornforth (1954).

The work described here has appeared in a paper published in 2019 in Physical Chemistry
Chemical Physics. [240]

Figure 4.1: A simplified diagram explaining the nature of the Ln–OH bond.

Abstract

Lanthanide hydroxides are key species in a variety of catalytic processes and in the preparation of
corresponding oxides. This work explores the fundamental structure and bonding of the simplest
lanthanide hydroxide, LnOH (Ln = La–Lu), using density functional theory calculations. Interest-
ingly, the calculations predict that all structures of this series will be linear. Furthermore, these
results indicate a valence electron configuration of �2⇡4 for all LnOH compounds, suggesting that
the lanthanide-hydroxide bond is best characterized as a covalent triple bond.
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4.1 Introduction

Lanthanide compounds exhibit unique electronic and magnetic properties yielding a wide
diversity of high-impact applications. [114, 241–244] Lanthanides and, in particular, their corre-
sponding hydrides, oxides, and hydroxides are known to e�ciently facilitate important fundamental
chemical transformations. Specific reactions catalyzed by such lanthanide species include oxidative
dehydrogenation of alkenes, exchange of deuterium, and oxygen exchange. [114–116, 241–251]

While the unique magnetic and optical properties of lanthanides have been attributed to par-
tially filled 4f shells, it has been shown that these metal orbitals are essentially una↵ected in ligand
bonding and are, at most, weakly involved in chemical bonding. Indeed, their poor overlap with
ligand orbitals results in very little energy stabilization. [252–254] Instead, bonding in such species
is driven by 6s and 5d orbitals. [255] The question of covalent bonding in f element complexes has
been an active research area for some time. [256–261] Work by B. Roos and P. Pyykkö suggested
lanthanide carbene (LnCH +2 ) compounds exhibit double bond character. [262] Bonding was found
to involve 5d lanthanide orbitals while the 4f orbitals serve as spin counterweights and as an electron
reservoir. Interestingly, studies on small actinide molecules have shown di↵erent bonding behavior,
where, unlike lanthanides, 5f orbitals can significantly contribute to bonding. For instance, Kovacs
has shown that AnO3 exhibits actinide–oxygen bonds include contributions from actinide 5f or-
bitals. [263] Similar studies performed on AnC2 and AnCl3 have also implicated actinide 5f orbitals
in bond formation. [263–269]

Motivated by our lab’s previous work on metal oxide clusters, [42, 112, 125–128] we were
intrigued by an apparent dearth of literature exploring the structure and bonding of lanthanide hy-
droxides. With the goal of exploring the full series, we note the inclusion of PmOH; while included
here for completeness, Pm is unstable and thus PmOH is not likely to be experimentally studied.
Hydroxide complexes play an important role in catalysis, biological systems, and in materials sci-
ence. [243, 244, 250] Thus, knowledge of bonding in such complexes will provide a more complete
understanding of reaction mechanisms and enhance the development of new catalysts and new ma-
terials. [270] Of particular interest here is the series of LnOH complexes, which allows for the study
of the fundamental aspects of hydroxide bonding with lanthanide metals. Furthermore, such clus-
ter species serve as models for electronically strained defect sites on surfaces. [271] In support of
this use of small molecules and clusters as models for such sites, Baker and coworkers recently
demonstrated the highly localized nature of the electronic structure of metal oxides. [87]

In this chapter, density functional theory (DFT) is used to examine the electronic structure of
lanthanide hydroxides. In particular, this study examines the ground state of each Ln-OH (Ln = La–
Lu) followed by an in-depth investigation of the nature of the lanthanide-hydroxide bond. Relating
this result to the well-studied structure and bonding of transition metal hydroxides, [272–280] we
observe a similarity with early transition metal hydroxide bonding. Specifically, we show that the
nature of the lanthanide hydroxide bond involves important ⇡-bonding.

4.2 Computational Details

Calculations were carried out using a local development version of the Gaussian suite of elec-
tronic structure programs. [176] The B3PW91 functional was employed [24, 26, 27, 230, 231, 281]
using the unrestricted spin formalism for open shell cases. The segmented all-electron relativis-
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tically contracted zeroth-order regular approximation (SARC-ZORA) basis set was used for all
lanthanide centers. [282] This basis set provides an e�cient alternative to e↵ective core potentials
in many routine DFT studies of similar species. Moreover, the SARC-ZORA basis set provides a
balanced treatment of di↵erent electronic configurations of lanthanides. [282–284] The Dunning-
style correlation consistent basis set, aug-cc-pVTZ, was used for both hydrogen and oxygen cen-
ters. [285,286] To account for relativistic e↵ects, the second-order Douglass–Kroll–Hess scalar rel-
ativistic correction was employed during geometry optimizations and frequency calculations. [287]
Geometry optimizations were carried out using standard methods and all nature of all potential en-
ergy surface stationary points was confirmed by second-derivative calculations. [179] In all cases,
the stability of converged Kohn–Sham determinants was verified. [177, 178] Fragment-based or-
bital perturbation theory analysis was performed on all molecules using the Natural Bond Orbital
program (NBO6). [288]

4.3 Results and Discussion

To explore the structure and bonding of LnOH, we began by calculating minimum energy
structures for each member of the series. Table 4.1 presents the geometric parameters of optimized
LnOH structures. The lanthanide–oxygen bond lengths range from 1.90 to 2.09 Å and the O–H bond
is consistently around 0.95 Å through the series. For all species, the Ln–O–H bond angle is linear,
suggesting two possible bonding descriptions. Either the compounds are covalently bound with the
oxygen center adopting a sp hybridization and the Ln-OH bond featuring ⇡-bonding character, or
the system is best described as ionic and bound by a charge/dipole interaction. In an e↵ort to fully
characterize the Ln-hydroxide bond and understand the observed linear structure, three analyses
have been carried out. Specifically, this study examines the canonical molecular orbitals (MOs) pre-
dicted by DFT, considers an analysis of ionic bond character, and employs a perturbational fragment
MO analysis. [289, 290]

Figure 4.2 shows the MO diagram of europium hydroxide, which is shown as a representative
case for the LnOH series. The MO diagrams for the 14 other members of this series are substantially
the same, with changes in the number of valence electrons resulting in a change of electron count in
4f, 5d, and 6s based non-bonding orbitals. In addition to the di↵erences in 4f occupations, GdOH
and LuOH exhibit doubly-occupied 6s based non-bonding MOs. LaOH also has a doubly occupied
6s metal-based MO and an empty 4f manifold unlike the other LnOH species. The MO diagrams
of CeOH, PrOH, NdOH, and PmOH share the common feature of a singly-occupied 5d orbital as
the highest occupied MO (HOMO). Importantly, the relative energetic ordering of bonding and
antibonding orbitals is unchanged across the full Ln series and, consequently, the Ln-(OH) bond
order remains constant. Noteworthy are additional nearby low-energy states located for CeOH,
NdOH, and PmOH. Indeed, multiple states for these species lie within a window of roughly 0.1 eV,
which underscores how close-lying the 4f, 5d and 6s orbitals are in these molecules. In all cases,
though, the minimum energy structure remains linear and the Ln–(OH) bond order is unchanged
(vide infra). Full details regarding such states are provided in appendix C. [240]

Examination of the bonding orbitals supports assignment of the Ln-OH bond order as 3.
Specifically, the MO diagram includes an occupied � bonding orbital and two degenerate doubly-
occupied ⇡. The metal-based 4f and 6s orbitals are predominantly non-bonding. The 6s orbital is
singly-occupied across the lanthanide hydroxide series except for LaOH, GdOH, and LuOH where
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Species Ln—OH bond length (Å) LnOH angle (degree) O–H bond length (Å)
LaOH 2.04 180.0 0.96
CeOH 2.05 180.0 0.96
PrOH 2.05 180.0 0.95
NdOH 2.01 180.0 0.95
PmOH 2.03 180.0 0.95
SmOH 2.09 180.0 0.95
EuOH 2.08 180.0 0.95
GdOH 1.96 180.0 0.95
TbOH 2.01 180.0 0.95
DyOH 2.06 180.0 0.95
HoOH 2.05 180.0 0.95
ErOH 2.04 180.0 0.95
TmOH 2.03 180.0 0.95
YbOH 2.02 180.0 0.95
LuOH 1.90 180.0 0.95

Table 4.1: Optimized geometries of lanthanide hydroxides.

Figure 4.2: Orbital energies of the fragment Eu+, OH–, and the molecular orbital diagram of EuOH
Orbital energies are given in eV
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Species Ln—OH Ln—OH Ln—OH %Di↵erence %Di↵erence
Bond Length Bond Length Bond Length from 109° from 120°

at 109° at 120° 180°
CeOH 2.138 2.132 2.055 3.88 3.61
EuOH 2.153 2.143 2.084 3.20 2.75
YbOH 2.0746 2.0646 2.019 2.68 2.21

Table 4.2: Variation in the bond length of some lanthanides at di↵erent Ln–O–H angles. Bond
lengths are given in units of Angstroms.

the 6s based MO is doubly occupied as stated earlier, while 4f occupation changes with the atomic
number of the lanthanide. A Mulliken population analysis (appendix C) shows, as might be ex-
pected, that the bonding orbitals are mostly ligand based. Indeed, in both � and ⇡ bonds the con-
tribution from Ln centered atomic orbital basis functions can be as small as 3%. The Mulliken
analysis further shows that metal participation in bonding primarily involves p and d Ln atomic
orbitals, though the bonding in some members of the series includes some metal f-orbital character.

In order to explore the strength of the LnOH ⇡ MOs (Fig. 1), we investigated the dependence
of the Ln-OH bond length with respect to changes in the Ln–O–H angle. Three specific LnOH
cases were chosen: CeOH, EuOH, and YbOH. The bond lengths were relaxed while constraining
the Ln–O–H angle to 109.5° and 120°. Table 4.2 shows the results of these calculations. For
these three specific lanthanide hydroxides, the bond length decreases as the angle increases from
109° to the equilibrium value of 180°. This indicates that as the bond angle relaxes towards the
linear minimum energy geometry, the sum of the covalent radii of the atoms decrease. Following
Pyykko, [291–293] we interpret a decrease in the additive covalent radii as an indirect measure of
an increase in bond order. Thus, the results of Table 4.2 indicate the bond order in the optimized
linear structures is higher than in the bent structures.

As mentioned above, the lanthanide-hydroxide linear geometry also could be due to electro-
static charge-dipole interactions. To explore this possibility, we compared optimized Ln–OH bond
lengths with sums of Ln+ and OH– ionic radii. [294] An ideal ionic bond length is the sum of ionic
radii of the two ions, and this value is expected to be appreciably larger than the associated cova-
lent bond length. For the lanthanide ionic radii, where multiple radii are reported, we consider the
smallest ionic radii for each lanthanide given by Shannon. [295] The reported ionic radii by Shan-
non correspond to higher oxidation states (+2, +3, and +4) of the studied lanthanides. While the
required Ln+ and OH– are missing, we can estimate their values by considering changes in ionic
radii of ions as their oxidation states and coordination numbers change. A detailed description of
the determination of the proper values of ionic radii for Ln+ and OH– is provided in appendix C.
Table 4.3 gives e↵ective ionic radii and optimized bond lengths given by our DFT calculations for
the LnOH series. In all cases, the optimized bond lengths are much shorter than the corresponding
(ideal) LnOH ionic bond length. These results suggest Ln-OH bonding is not predominantly ionic
in nature.

To more fully quantify the ionic character of the Ln-OH bond, we calculated the percent ionic
character of the bond for each member in the series. [294] Specifically, dipole moments evaluated
as part of our DFT calculations have been compared with dipoles evaluated classically between Ln
cations and the hydroxide anion. For purely ionic systems, one would expect the ions to be Ln+ and
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Species R(Ln+) R(OH–) R(Ln+) +R(OH–) Bond Length %Di↵erence
LaOH 0.88 1.31 2.19 2.04 7.13
CeOH 0.86 1.31 2.17 2.05 5.78
PrOH 0.84 1.31 2.15 2.05 4.95
NdOH 0.84 1.31 2.15 2.01 6.74
PmOH 0.82 1.31 2.13 2.03 5.15
SmOH 0.81 1.31 2.12 2.09 1.64
EuOH 0.80 1.31 2.11 2.08 1.68
GdOH 0.79 1.31 2.10 1.96 7.39
TbOH 0.78 1.31 2.09 2.01 4.21
DyOH 0.78 1.31 2.09 2.06 1.22
HoOH 0.77 1.31 2.08 2.05 1.26
ErOH 0.76 1.31 2.07 2.04 1.30
TmOH 0.75 1.31 2.06 2.03 1.38
YbOH 0.74 1.31 2.05 2.02 1.38
LuOH 0.73 1.31 2.04 1.90 7.47

Table 4.3: Comparison of the ionic radii with the optimized bond lengths for Ln—OH. Distances
are given in units of Angstroms.

OH–.
As shown in Table 4.4, the ionic character of the Ln–(OH) bond varies with the lanthanide.

For LaOH, which has zero f orbital population, the ionic character of the metal–hydroxide bond
is essentially zero, suggesting the metal–hydroxide bond is purely covalent. The metal–hydroxide
ionic bond character for the rest of the series varies from 5% at LuOH to 17% at YbOH. Stepping
across the period from Ce to Eu, with a half-filled f shell, the ionic character of this bond increases.
Another periodic trend of increasing ionic character is also observed as one moves across the series
from Gd to Yb. These trends may be understood by considering the occupation of f-based non-
bonding MOs. In addition, the classical idealized dipole moment was calculated at two other cases
(shown in table 4.4). Specifically, in one case the center of the OH dipole fragment was taken to be
at the midpoint of the O–H bond and in the other case the charge center was placed at the hydrogen
nucleus. In both cases, the calculated dipole moment was larger than the dipole moment obtained
from DFT calculations. The dipole moments resulting from these additional cases also resulted in a
small percent ionic character (see appendix C).

To consider the extent of Ln–(OH) bond covalency, we performed a fragment based orbital
perturbation study based on the Natural Bonding Orbital (NBO) model. [296] Specifically, the metal
center (in the +1 oxidation state) and hydroxide ligand (1 charge) were defined as separate frag-
ments for the NBO fragment orbital second-order perturbation model. Table 4.5 reports NBO based
second-order perturbation stabilization energies arising from inter-fragment occupied-unoccupied
interactions. [288–290, 296] As seen in the MO diagram discussed above (Fig. 4.2), the LnOH se-
ries shows both � and ⇡ bonding interactions. The NBO analysis (Fig. 4.3 and Table 4.5) supports
this characterization. Indeed, the NBO study indicates that the � bond is formed from hydroxide
lone pair donation into the empty lanthanide 5dz2 . In the second-order treatment of the model
the stabilization energies from this bonding interaction are 11.2–25.4 kcal/mol. The NBO analysis
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Species Calculated Bond Calculated Dipole Idealized Dipole Percent Ionic
Length Moment (DFT) Moment (Placed at O) Character

LaOH 2.04 0.04 9.76 0.4
CeOH 2.05 0.74 9.81 7.5
PrOH 2.05 0.87 9.77 8.9
NdOH 2.01 1.05 9.62 10.9
PmOH 2.03 1.15 9.68 11.9
SmOH 2.09 1.24 9.97 12.4
EuOH 2.08 1.42 9.95 14.3
GdOH 1.96 0.51 9.39 5.4
TbOH 2.01 0.60 9.61 6.2
DyOH 2.06 1.39 9.82 14.1
HoOH 2.05 1.52 9.79 15.5
ErOH 2.04 1.51 9.73 15.5
TmOH 2.03 1.60 9.69 16.5
YbOH 2.02 1.66 9.64 17.2
LuOH 1.9 0.47 9.05 5.2

Table 4.4: Comparison of the dipole moments of ideal ionic LnOH and optimized species. Dipoles
are given in units of Debye

also shows two significant interactions corresponding to ⇡ bonding between the lanthanides and
hydroxide ligand. Such interactions result from lanthanide 5dxz and 5dyz orbitals interacting with
hydroxide 2px and 2py orbitals. The calculated stabilization energies due to these ⇡ interactions
range from 6.0 to 11.0 kcal/mol.

The � and ⇡ stabilization energies increase with deceasing Ln–OH bond lengths (Table 4.1).
However, rather than a single periodic trend being observed as one moves across the Ln series,
our results show bimodal behavior. Moving across the series from Ce to Eu, results in decreasing
stabilization energies. A second decreasing trend begins at Gd and continues to Yb. Both La and Lu,
the two extremes of the lanthanide series, are outliers. Similar to the discussion above regarding the
ionic character of Ln-(OH) bonds, Ce–Eu/Gd–Yb trends can be understood by considering 6s5d4f
occupations. Table 4.5 includes the known electron configurations for the lanthanide metals (in
oxidation state I). The increase in f orbital occupation from Ce to Eu corresponds to the observed
decrease in NBO stabilization energies for both � and ⇡ bonds. Going from Eu to Gd, the increase
in stabilization energies is due to occupation of the Gd 5d orbital, which is not common among the
series (except for La and Ce). Stabilization energy decreases again to around 11 kcal/mol for the
series Dy–Yb.

Linear metal–hydroxide compounds are not unique to the lanthanide species described in
this work. Early first row transition metal hydroxides, ScOH, TiOH, and VOH, are also known to
exhibit a linear conformation. Those systems feature � bond donation from an oxygen lone pair to
the empty metal 3dz2 orbital, as well as donation of two additional oxygen lone pairs to metal 3dxz
and 3dyz orbitals. Thus, the bond order in those systems is 3, [272–274] just as our results suggest
for LnOH.

Interestingly, the bonding changes as one moves from early to late transition metals. Various
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Species � (Ln–OH) ⇡ (Ln–OH) Molecular Orbital Ln(I) electron
NBO NBO Term Symbol Occupation configuration

stabilization stabilization
energy energies

(kcal/mol) (kcal/mol)
LaOH 23.8 10.4, 10.4 1⌃+ 4f 06s2 [Xe] 5d2

CeOH 18.3 9.3, 9.3 4H 4f 16s15d1 [Xe] 4f 15d2

PrOH 17.0 9.2, 9.2 5K 4f 26s15d1 [Xe] 4f 36s1

NdOH 18.2 10.2, 8.7 6L 4f 36s15d1 [Xe] 4f 46s1

PmOH 17.0 8.8, 7.9 7L 4f 46s15d1 [Xe] 4f 56s1

SmOH 14.6 6.6, 6.6 8� 4f 66s1 [Xe] 4f 66s1

EuOH 12.5 6.9, 6.9 9⌃– 4f 76s1 [Xe] 4f 76s1

GdOH 14.1 7.2, 7.2 8⌃– 4f 76s2 [Xe] 4f 75d16s1

TbOH 14.2 7.6, 7.3 7K 4f 96s1 [Xe] 4f 96s1

DyOH 11.7 6.4, 6.3 6I 4f 106s1 [Xe] 4f 106s1

HoOH 11.6 6.2, 6.2 5I 4f 116s1 [Xe] 4f 116s1

ErOH 11.2 6.0, 6.0 4H 4f 126s1 [Xe] 4f 126s1

TmOH 11.2 6.1, 5.8 3� 4f 136s1 [Xe] 4f 136s1

YbOH 11.2 6.0, 6.0 2⌃– 4f 146s1 [Xe] 4f 146s1

LuOH 25.4 11.0, 11.0 1⌃– 4f 146s2 [Xe] 4f 146s2

Table 4.5: Stabilization energies from Natural Bond Orbital analysis (NBO) along with the molec-
ular term symbols and the orbital occupation of each species.
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Figure 4.3: Natural Bond Orbitals of EuOH showing the donor and acceptor Natural Bond Orbitals
(left and center columns) from metal(I) and OH– fragments and corresponding resultant canonical
molecular orbitals (right).

49



studies on CuOH report weaker Cu–OH bonding than for the early transition metals. [275–278] Pre-
vious studies, supported by both experimental and DFT calculations, have also shown that CuOH
exhibits a bent geometry, unlike ScOH, TiOH or VOH. [276, 277] For example, Karzhavyi et al.
reported a bent CuOH structure with a Cu–O–H angle of 107–110° in both a solid and a molecular
calculation of CuOH. [278] Other previous work also suggest that zinc hydroxide exhibits a bent
structure. [279, 280] This di↵erence in bonding trends between early and late transition metal hy-
droxides is due to di↵erences in 5d occupation. As the d-orbital occupation increases, ⇡-donation
from the hydroxide lone pair orbitals becomes less favorable.

As mentioned, the LnOH species considered in this work have been motivated by recent fun-
damental bonding studies on gas phase lanthanide molecules and clusters. The analysis presented
above suggests that in the case of multiple hydroxyl and oxo ligands coordination, one would expect
a distortion of the Ln–O–H bond from its linear structure due to the inaccessibility of the lanthanide
5d orbitals. In recent studies, Chick Jarrold and coworkers presented the structure and bonding
of various lanthanide oxides and hydroxides, some of which involve multiple lanthanide–oxygen
bonds. [103,114,115,297] In agreement with our results, their experimental photoelectron spectro-
scopic studies and supporting DFT calculations have shown that Ln(I) complexes (e.g. EuOH [114])
favor a linear geometry, while lanthanide complexes with a higher coordination number (two or
more hydroxide ligands coordinated to the lanthanide center) and corresponding higher lanthanide
oxidation state (+2, +3, etc.) yield bent Ln–O–H angles between 140° and 160°. [103, 115]

4.4 Summary

In this chapter, DFT calculations have been used to explore the fundamental structure and
bonding of lanthanide hydroxide complexes. For all members of this series, the minimum energy
structure is a linear. An analysis of the canonical MOs establishes a metal–hydroxide bond order
of 3, involving one �- and two ⇡-bonding MOs. Additional analysis suggests that the percent ionic
character of the bond varies with the lanthanide metal. Interestingly, the degree of ionic character
is relatively small in all cases (ranging from < 1% to 17%). A fragment based orbital perturbation
study using the NBO model was employed to examine the strength of covalent bonding in the LnOH
series. In agreement with the qualitative features of the canonical MOs, the NBO fragment orbital
analysis identifies meaningful �- and ⇡-bonding interactions. Taken together, this work supports
the assignment of the lanthanide-hydroxide bond as a triple bond.
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Chapter 5

A Density Functional Theory
Investigation of the Reaction of Water
with Ce2O –

“Radical simply means ‘grasping things at the root’.”

— Angela Davis
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Abstract

Cerium suboxide clusters have been shown to react with water to yield H2. Since reactions of metal
oxides with water are of great fundamental and practical importance in energy science, detailed
study of this reaction can provide new key knowledge for future catalyst design. Using density
function theory calculations, we identified and report complete reaction pathways for two spin-states
of Ce2O– reacting with H2O. Additionally, examining the molecular orbitals of initial and final
cerium oxide clusters, we found that metal d electrons facilitate the reduction of water. The work in
this chapter provides new understanding of this reaction and insights to the reactivity enhancements
for cerium-doped surfaces.

5.1 Introduction

Water, being one of the most abundant substances in nature, has been the subject of intense
interest for scientists to study its physical and chemical properties. [298–308] In addition to the
various roles water plays in di↵erent families of chemical reactions and biological systems, H2O
has been a key focus in energy related research. Of particular interest are catalysts facilitating the
four-electron 2H2O ���! 2H2 + O2 reaction. [116,309–313] Cerium oxides attracted special inter-
est recently due to their ability to e�ciently catalyze a wide range of oxidation and reduction reac-
tions, including water-gas shifting reactions. [314–318] Several studies have also shown that cerium
oxide-supported metal surfaces exhibit increased catalytic activity relative to their non-cerium oxide
supported analogues. [80–82, 319–328]

Surface defects due to metal or oxide deficiencies possess unique electronic properties and
facilitate increased reactivity. As with other metal oxides, the catalytic activity of lanthanide oxide
surfaces is most active at surface defect sites. However, studying extended surfaces is complicated
by the low concentration of surface defects and the continuous structural changes along the surfaces.
Defect sites exhibit incomplete valencies and localized electronic structures, [87] thus they pose as
model systems to study reactivity on surface defects on catalytic surfaces.

While the partially filled f-manifold in most lanthanide complexes lies close to the 5d and
6s orbitals of the lanthanide centers, it is non-bonding in nature and exhibits core-like behavior.
Several studies have shown that the orbitals involved in chemical processes on lanthanides and
lanthanide-based clusters involve 6s and 5p orbitals, while the occupation number of 4f orbitals
remains intact. [77, 240, 255, 262, 329–331].

Several experimental and computational studies have been performed on cerium oxide clus-
ters in order to better understand the electronic structure features that pave the way to a thorough
understanding of their reactivity and catalytic activity. In addition, various experimental and theoret-
ical studies have explored the reactivity of classes of cerium-based clusters with various gas-phase
small molecules. [103, 114–116, 126, 315, 329, 331–340] Of particular interest here are computa-
tional studies conducted by Zhou and co-workers on the reactivity of Cen (n=1-3) with up to six
water molecules. [332, 333] Their results indicate high reactivity of these cerium clusters and their
e�ciency in decomposing multiple water molecules. Recently, Jarrold and co-workers reported
mass spectra of CexO –

y systems (x= 2,3 ,y= 1-4 ) and their respective products of the clusters and
water. [116] Their results indicate that cerium oxide clusters undergo three types of reactions: hy-
drogen gas production, water abstraction, and hydroxide abstraction. The relative selectivity of one
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reaction type over the others is highly dependent on the stoichiometry of the cluster. For example,
Ce2O– , Ce –

3 , Ce3O –
2 , and Ce3O –

2 preferentially produce H2 gas, while clusters with equal sto-
ichiometric ratios of Ce and O undergo –OH abstraction, and clusters bearing more oxygens than
ceriums undergo water abstraction.

In order to investigate the mechanism of water reactivity with cerium oxide clusters, we con-
sider the simplest stoichiometric cluster that is capable of e�ciently producing H2 gas, namely
Ce2O– . We first examine the geometric and electronic structure of di↵erent gas-phase clusters po-
tentially involved in the reaction. Obtained experimental results include data from mass-spectrometry
and photoelectron spectroscopy which supply us with valuable information on the geometric and
electronic structures of the studied molecules. To this extent, we map the potential energy surface
of the studied reaction by altering the relative positions of cerium, oxygen, and, when necessary,
hydrogen atoms as well. In addition, for each conformation, we optimize the geometry under sev-
eral spin-states and investigate the relative stabilities of these states. In this paper we present an
exploration of the reaction of Ce2O– with water to provide a clear mechanistic explanation of the
overall chemical process.

5.2 Computational Methods

Calculations were performed using a development version of the Gaussian suite of electronic
structure programs. [176] The B3PW91 density functional was employed. [24, 26, 27, 230, 281]
The unrestricted formalism was used for all calculations. [13] The Stuttgart relativistic small core
atomic natural orbital basis set and corresponding e↵ective core potential (ANO/ECP) basis set
with 28 core electrons and a contracted valence basis set (14s13p10d8f6g)[6s6p5d4f3g] for cerium
center. [341] The Dunning style correlation-consistent basis set aug-cc-pVTZ was used for oxygen
and hydrogen centers. [285, 286] Geometry optimizations were carried out using standard methods
and the nature of all located potential energy surface stationary points were confirmed by vibrational
frequency analysis. [179] Intrinsic reaction coordinate (IRC) calculations were performed to ensure
that optimized transition structures connect appropriate potential energy surface minima. [233,234]
For all stationary points along the reaction pathways, all reasonable spin-states were calculated. The
stability of all calculated Kohn-Sham determinants was verified. [177,178,227] Reported enthalpies
of reactions were calculated at 298 K. Relative energies including zero-point corrections at 0 K are
reported in the supporting information appendix.

5.3 Results and Discussion

In what follows, structures are labeled as X-n, where X=A,B,C... represents a particular
molecular structure, and the value of n indicates the multiplicity of the cluster. Transition struc-
tures are labeled as TS1-n and TS2-n, where n also represents the spin multiplicity of the transition
structure. As shown in figure 5.1, the reaction proceeds via the addition of water to a cerium center
(A ���! G), followed by formation of a hydride bridge between cerium atoms (G ���! H). This
is followed by formation of complex I, which features a bridging hydroxide ligand. The last step
yields evolution of H2 and formation of Ce2O –

2 .
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Figure 5.1: Overview of the proposed mechanism

5.3.1 Reactant and Product Cerium Oxide Clusters

The first step of exploring the mechanism of Ce2O– + H2O ���! Ce2O –
2 + H2 is to deter-

mine the initial structure of Ce2O– . In order to do so, various molecular structures and electronic
configurations were studied. For a Ce2O– molecule, two general structures can be considered: (1)
the oxygen atom can bridge the two cerium atoms; or (2) the oxygen can be a terminal and bound to
one cerium only. In addition to the molecular structure, we accounted for the possible existence of
several spin-states. We performed our calculations on the ground-state quartet in addition to doublet
and the sextet multiplicities.

Our calculations showed that several di↵erent structures of Ce2O– species exist. Figure 5.2
shows all competitive Ce2O– species. The ground state of Ce2O– , shown in Fig. 5.2 as A-4, is a
quartet state featuring a bridging oxide. In this structure, the two Ce–O bonds are equivalent with a
bond length of 2.06 Åand a Ce–O–Ce angle of 120.8�. Two other closely lying states, both having
bridging oxides were located. The first is the sextet (A-4), lying 3.92 kcal/mol higher than A-4
and the doublet state (A-2) which is 9.88 kcal/mol higher in energy than the ground state. These
results are in agreement with the anion photoelectron spectroscopy results published by Kafader et
al. [329]. Another located structure, B-6, features a terminal oxide rather than bridging and has a
sextet spin ground state. This structure is much higher in energy than the others; it is 48.40 kcal/mol
higher than A-4. Quartet and doublet states were not found for this structure. Despite the fact that
B-6 is much higher in energy than the other three structures, we still considered the possibility of
its role in the reaction with water and consequent H2 production. Yet, calculations that considered
B-6 to be the structure for the initial Ce2O– reactant did not yield any conclusive results.

Figure 5.2: Optimized structures of Ce2O– and their relative energies given in kcal/mol.
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In order to determine the various geometric structures of the product cluster species C,
Ce2O –

2 , we consider di↵erent variations in the positions of oxygens relative to the cerium cen-
ters. As for A and B above, each oxide can either be at terminal positions relative to a cerium
atom or bridging the two cerium centers. We have calculated various combinations of terminal and
bridging geometric configurations.

Figure 5.3 shows the various identified Ce2O –
2 structures and their relative energies. The

ground-state structure, C-4, is a quartet planar structure where both oxygens are bridging the two
cerium atoms. Another closely lying state is doublet C-2, which has a geometry similar to the
ground-state. C-2 lies only 0.63 kcal/mol higher than C-4, and the geometries of the two structures
are quite similar.

Compounds C-6 and F-2 lie approximately 25 kcal/mol higher in energy than C-2 and C-4.
C-6 is a sextet and is 24.94 kcal/mol higher in energy than C-4. Although the structure of C-6 is
similar to C-4 and C-2, C-6 is not a planar structure. In fact, the Ce–O–Ce–O torsion angle is 20.3�,
unlike C-4 and C-2, which have Ce–O–Ce–O torsion angles of 0�.

An additional set of higher energy Ce2O –
2 isomers have also been found and are labeled

D-n, E-n, and F-n. The geometry of F-2, which is only 2.2 kcal/mol higher in energy than C-6,
is quite di↵erent. Specifically. one oxide is terminal while the other one is bridging. Given that
D-2, D-4, D-6, E-2, E-4, E-6, and F-6 are all much higher in energy (58.73 - 162.47 kcal/mol)
we presume that they do not contribute to the mechanistic study presented in this paper and do not
consider them further.

Figure 5.3: Optimized structures of Ce2O –
2 and their relative energies given in kcal/mol.

In their study, Kafader et al. reported the anion photoelectron spectra of Ce2O– and Ce2O –
2

is reported alongside a computational analysis to fully characterize the observed structures. [329]
DFT calculations and Franck-Condon simulations were used to determine that the ground-state con-
figuration of Ce2O– is a 4A2 state with the Ce–O–Ce bridge bonding being the favored structural
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motif, resulting in C2v symmetry. Another close-lying state was found, a 2A2 with a bonding mo-
tif resembling the ground-state quartet. These two structures correspond to A-2 and A-4 structures
reported in Fig. 5.2. Using the same approach, Kafader et al. determined the ground-state configura-
tion for Ce2O –

2 to be a 4Ag state with the 2Ag state being slightly higher in energy. Both structures
exhibit D2h symmetry and Franck-condon simulations confirmed their contributions to the photo-
electron spectrum. These two structures resemble C-4 and C-2 shown in Fig. 5.3, respectively. As
far as the starting materials and the final products are concerned, our computational results are in
good agreement with the results reported by Kafader and coworkers. Thus, the two potential energy
surfaces to be explored are the 4A2 and 2A2 routes leading to 4Ag and 2Ag, respectively. Following
up on this, we aim to explore the mechanistic studies of the reactions of A-2 and A-4 with water to
produce C-2 and C-4 alongside H2.

5.3.2 Water Addition

We have identified one unique mode for water addition to A-2 and A-4 clusters. This mode
is best described as an interaction between the water oxygen and a terminal cerium atom, while the
second cerium atom does not directly engage in this step. Water addition to the Ce2O– clusters
forms structures G-2 and G-4. A distinctive feature about both adduct structures is that a water
hydrogen is oriented towards the distant cerium, suggesting the feasibility of proton transfer to the
remote cerium center.

Figure 5.4: Quartet G-4 (left) and doublet G-2 (right) with intermolecular distances given in
Angstroms and relative energies given in kcal/mol.

The relative heats of reactions of the water adducts are also shown in Fig. 5.4. Formations of
both adducts resulting from water addition to Ce2O– are exothermic, with �H values of -23.3 and
-12.2 kcal/mol for the doublet and quartet states, respectively. For the two formed intermediates
the distance between the water oxygen center and the cerium atom is 2.56 Å (G-4) and 2.49 Å (G-
2). Moreover, as the oxygen approaches Ce2O– , one of the hydrogens from the water molecule
orients towards the position of the cerium atoms, indicating the first step towards breaking the O–H
bond and consequent formation of a new Ce–H bond. An interesting aspect of water addition to
the cerium oxide cluster is the activation of the aqua-oxygen by the Ce center, which precedes
O–H bond cleavage. Instead, the interaction of the lone pairs on the oxygen of the water with
the electron-deficient cerium center provides an incentive to proceed with an energetically-favored
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water addition to Ce2O– through direct addition via the water oxygen onto the cluster. Unlike the
behavior of transition metal oxides and their reactions with water [342], the mode of water addition
in Ce2O– does not involve initial interaction between the water hydrogens and a cluster oxide site.
Instead, the interaction of the water lone pairs with the electron deficient cerium center initiates an
energetically favorable water addition to Ce2O– through direct addition via the water oxygen to the
cluster.

5.3.3 Hydride Bridge Formation

Following water addition, the reaction undergoes Ce oxidation as a water O–H bond is
cleaved and leads to formation of a bridging hydride. Structures H-2 and H-4 correspond to these
intermediates, Ce2HO(OH)– that form from O–H bond cleavage in G-2 and G-4, respectively.
Figure 5.5 shows the structure and relative energies of two identified spin states that correspond
structure H. Both doublet and quartet states of structure H bear the same geometry. The oxygen
and hydrogen centers in the ring are both in bridging positions relative to the two cerium atoms.
The bridging hydride binds to the Ce centers with bond lengths of 2.29 Å and 2.30 Å for both the
doublet and quartet species. The structure of H-2 and H-4 is best described as a four-membered
planar ring consisting of two cerium atoms, an oxygen, and a hydrogen, with a bound hydroxide
ligand. The O–H bond cleavage in both the quartet and doublet states is exothermic with heats of
reaction of -73.0 kcal/mol (quartet state) and -81.6 kcal/mol (doublet) relative to their respective
starting materials. Such exothermicity suggests the formation of each of H-2 and H-4 is highly
favorable.

Figure 5.5: Structures of quartet H-4 and doublet H-2, Ce–O distances are shown in units of
Angstroms and relative energies are shown in kcal/mol.

Transition structures connecting G-2 to H-2 and G-4 to H-4 have been identified and verified
by calculating analytic frequencies and intrinsic reaction coordinates. These transition structures are
shown in Fig. 5.6. The identified transition structures are geometrically similar to their respective
precursors, G-4 and G-2, with the water hydrogen oriented towards the two cerium centers. The
Ce–H bond distances are 2.34 and 2.80 Å (quartet) and 2.38 Å and 2.79 Å (doublet), respectively.
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Figure 5.6: Structure TS1-4 that connects G-4 and H-4 (left) and TS1-2 that connects G-2 and H-2
(right) with relative energies given in units of kcal/mol.

The transition state between structures G-2 and G-4 on one side and H-2 and H-4 on the other side
is essentially barrierless, with a calculated activation energy of only 0.6 kcal/mol (quartet) and 1.3
kcal/mol (doublet) and relative enthalpies of reaction of -11.6 kcal/mol (quartet) and -21.0 kcal/mol
(doublet).

5.3.4 H2 Production

The relative positions of the two hydrogen centers is critical for the final H2 formation step.
For this reason, we explored a series of possible rearrangement steps. Of the identified structures,
I-2 and I-4 feature molecular orientations that act as reasonable precursors to the formation of
H2 (Fig. 5.7). Structures I-2 and I-4 include a new hydroxide bridge between the cerium centers,
resulting in the two hydrogens being in close proximity to one another (H–H distance is ⇠ 3 Å).
These structures directly lead to subsequent release of H2 and formation of product clusters C-2
and C-4. By comparing the Ce–H bond lengths of structures H-2 and H-4 with I-2 and I-4, we
observe a decrease in bond distance as the hydroxide binds to the second cerium atom. Thus the
bond formation between the hydroxide and cerium plays a role in decreasing the bond distance
between one of the cerium atoms and the other hydrogen center.

Our calculations identified transition structures connecting H-2 and H-4 to I-2 and I-4, shown
in Fig. 5.8. These transition structures lead to bond formation between the hydroxide and a cerium
center. Both doublet and quartet transition structures were confirmed as first-order saddle points
by identifying one imaginary frequency. Further confirmation of the nature of the potential energy
surface was done using IRC calculations (see appendix C for more details). In both cases, the
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Figure 5.7: Front and side view of the geometry of structures quartet I-4 (left) and doublet I-2 (right)
with relative energies given in kcal/mol.

transition structures present small reaction barriers (7.6 kcal/mol for the quartet and 6.5 kcal/mol
for the doublet). In support of experimental interpretations, [115, 329] these transition structures
feature an electron rich hydroxide attracted by the electron-poor cerium center resulting in di↵use
multi-centered bonds involving the hydroxide and both cerium atoms.

Figure 5.9 shows structures of the last step of the mechanism, which involves H2 production
and formation of C-2 and C-4. The relative energies of the separated products (shown in Fig. 5.9)
indicate the exothermic nature of the last step as well as the overall reaction. The enthalpy of reac-
tion for hydrogen gas evolution via a quartet starting material is -91.3 kcal/mol, while �H calculated
for the doublet is -100.5 kcal/mol. Moreover, the relative energies of the separated products with re-
spect to their precursors, structures I-4 and I-2, are -24.7 kcal/mol and -25.0 kcal/mol, respectively.

5.3.5 Reaction Profiles

Figure 5.10 shows the full energy profile of the doublet and quartet mechanistic routes. In
both cases the overall reactions are barrierless, in agreement with the experimental data provided by
Jarrold and coworkers. [115,329] Again, the reaction can be summarized by four steps: (1) addition
of water onto a cerium center of Ce2O– ; (2) hydride transfer from water into a bridging position
between the two cerium atoms; (3) bond formation between hydroxide and the far cerium atom; and
(4) evolution of H2.
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Figure 5.8: Structures of TS2-2 and TS2-4 that connect H-2 and H-4 to I-2 and I-4, respectively and
their relative energies (in kcal/mol).

Figure 5.9: Structures and relative energies (in kcal/mol) of I-4 and C-4 (left) and I-2 and C-2
(right).
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Figure 5.10: Energy profile for the proposed Ce2O– + H2O ���! Ce2O –
2 + H2 quartet (orange)

and doublet (green) mechanisms
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Figure 5.11: Valence molecular orbitals of quartet (left) and doublet (right) Ce2O–

There are features of the Ce2O– catalyzed reaction that are di↵erent from reports published
for transition metal oxide cluster analogues. Three such examples include tungsten oxide, molybde-
num oxide, and mixed manganese-molybdenum oxides. [32,342–344] The overall reaction barriers
for those cases is similar to the case reported in this work, but a key di↵erence lies in the mode
of addition of water to the clusters. Indeed, previous reports found that the initial steps of water
addition occur via a concerted step involving simultaneous addition of hydroxide (from water) to
the metal center and O–H formation at an oxo site. As discussed above, our calculations identified
a di↵erent pathway for the reaction with cerium oxide that occurs via a two-step process: water
adds to the cerium center to form structures G-2 and G-4 (Fig. 5.4), then the hydrogen transfers to
a bridging position between the two cerium centers.

In the reaction of MnxMoOy anions with water, both Mn and Mo are involved in the ini-
tial cluster-water formation. [344] However, only the Mo center undergoes oxidation. In fact, the
reactivity of the MnxMoOy anion clusters with water depends on the oxidation state only of the
molybdenum center. Once the Mo center reaches its highest oxidation state (VI), reaction with
additional water molecules ends.

5.3.6 Electronic Structures of Cerium Oxide Clusters

Figure 5.11 shows the frontier molecular orbitals (MOs) of A-2 and A-4. The MO diagram of
A-4 is comprised of three general manifolds: 4f orbitals, � and �⇤, and 5d orbitals. The first frontier
orbital group includes two singly occupied 4f orbitals localized on the cerium centers. The � and �⇤

orbitals are doubly occupied and are predominantly Ce 6s-based. Finally, the (↵) highest occupied
MO (HOMO) of quartet Ce2O– , is a 5d-based singly occupied orbital with the electron delocalized
over the space spanning the two cerium centers. The shown doublet Ce2O– MOs include occupied
4f orbitals localized on the cerium centers and the doubly occupied � orbital. The main di↵erence
between A-2 and A-4 MOs lies in the manifold of singly occupied orbitals. Unlike its quartet
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analogue, the doublet Ce2O– exhibits three singly occupied orbitals: one 5d⇡ ↵ orbital; one �⇤ �
orbital; and one 5d� � orbital.

MO diagrams for C-2 and C-4 (shown in Fig. 5.12) exhibit more similarity to each other than
A-2 and A-4. Both spin states of structure C include the two singly occupied 4f orbitals present in
their respective starting A clusters. In addition, both doublet and quartet spin states have a doubly
occupied 6s-based � orbital and a singly occupied �⇤ orbital. The only di↵erence is the spin of the
electron occupying the �⇤ orbital. The quartet has an ↵ electron in the �⇤ orbital, while that same
orbital is occupied by a � electron in the doublet C-2.

Figure 5.12: Valence molecular orbitals of quartet (left) and doublet (right) Ce2O –
2

The combined oxidation state of the two cerium centers is (+I) in Ce2O– and (+III) in
Ce2O –

2 . Figures 5.11 and 5.12 show that the frontier molecular orbitals of both Ce2O– and
Ce2O –

2 exhibit delocalization of electrons over the two cerium metals. In addition, as discussed in
the previous sections, all Ce–O bonds are equivalent within the same molecule in both the Ce2O–

and Ce2O –
2 . For these reasons, the oxidation states of the cerium centers should also be equal.

In addition, given the delocalized nature of the frontier orbitals over the two cerium centers, these
species can be described by two resonance structures that have cerium centers with unequal oxi-
dation states. For Ce2O– , the studied structure can be described by two resonance structures of
Ce2O– , with each resonance form featuring one Ce(0) and one Ce(I) center. In a similar manner,
the final Ce2O –

2 structures are described by two Ce(I)/Ce(II) resonance structures.
While the cerium-based 6s orbitals have been previously determined to be the sites of electron

detachments in various cerium and cerium suboxide clusters (including Ce2O– and Ce2O –
2 ), we

notice here that both � and �⇤ orbitals retain all or most of their electron occupations as the reaction
proceeds. This shows that � and �⇤ electrons are not the source of metal facilitated reduction of
water. Instead, the electron source in the studied reaction is the set of singly occupied 5d orbitals.
This observation is consistent with the reported experimental result that reaction of Ce2O –

2 with
water yields H-radical rather than H2. The reaction of water with Ce2O– depletes the metal centers
of their d electrons and prevents further H2 production. [116]
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5.4 Summary

The work in this chapter studied the reaction of water with Ce2O– clusters to produce
Ce2O –

2 and H2. Density functional theory calculations have been used to map out the full reaction
pathway for hydrogen production. A thorough search for candidate intermediates and transition
structures has shown that a key point in the progression of the reaction is the formation of succes-
sive bridging bonds that place the two hydrogen atoms in close proximity and eventually facilitates
the production of H2. We have also shown that it is energetically possible for both experimentally
identified electronic states of Ce2O– to react with water and eliminate molecular hydrogen with
low energy barriers relative to the starting materials. Finally, while the valence molecular orbitals of
the studied cerium oxide clusters consist of 4f, 5d, and 6s metal-centered orbitals, an examination
of the molecular orbitals of initial and final cerium oxide clusters clearly indicates that the metal 5d
electrons provide the means for water reduction. This work provides new insight to the reactivity of
small lanthanide-based clusters with water.
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Chapter 6

Modeling the Photoelectron Spectra of
CeO2B–

x (x = 2, 3) and CeB–
6 Clusters

“Our scribblings are usually not lyrics but whirrings, without colour or resonance,
like the tone of an engine-wheel. I believe that the cause lies in the fact that when
people write, they forget for the most part to dig deeply into themselves and to feel the
whole import and truth of what they are writing.”

— Rosa Luxemburg (1898).

The work described here has appeared in two papers published in Journal of Physical Chem-
istry A. [127,128] This work is part of a collaboration between the Hratchian group at UC Merced
and Chick-Jarrold group at Indiana University. All reported experimental procedures and re-
sults were performed by our collaborators. Further experimental details can be found in refer-
ences [127, 128].

Abstract

Density functional theory calculations were employed to model the anion photoelectron spectra of
small CeO2B –

x (x = 2, 3) and CeB –
6 complexes. A comparison of the results of the CeO2B –

x (x =
2, 3) clusters, we observe that their spectra reveal markedly di↵erent bonding upon incorporation
of an additional B atom. Most interestingly, CeO2B –

2 was found to have a Ce(I) center coordinated
to two monoanionic boronyl ligands in a bent geometry. This result was unexpected as previous
studies suggest electron-rich metals are most suitable for stabilizing such ligands; furthermore, it
is one of the first examples of an experimental metal-polyboronyl complex. Introducing another
boron atom, however, favors a much di↵erent geometry in which Ce(II) coordinates an O2B 3–

3 unit
through both the O and B atoms, which was evident in the markedly di↵erent photoelectron spectra.
As for CeB –

6 , two competitive molecular structures were identified for the anion and neutral species,
which include a boat-like structure and a planar or near-planar teardrop structure. Ce adopts di↵erent
orbital occupancies in the two isomers; the boat-like structure has a 4f superconfiguration while the
teardrop favors a 4f 6s occupancy. The B6 ligand in these structures carries a charge of -4 and -3,
respectively. The teardrop structure, which was calculated to be isoenergetic with the boat structure,
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was most consistent with the experimental spectrum. B6-local orbitals crowd the energy window
between the Ce 4f and 6s (HOMO) orbitals. A low-lying transition from the B-based orbitals is
observed slightly less than 1 eV above the ground state. The results suggest that edge and corner
conductivity involves stabilized, highly di↵use 6s orbitals or bands rather than the bulk-favored 5d
band. High-spin and open-shell low-spin states were calculated to be very close in energy for both
the anion and neutral, a characteristic that reflects how decoupled the 4f electron is from the B6 2p-
and Ce 6s-based molecular orbitals.

6.1 Introduction

Lanthanide borides possess a range of interesting electronic and magnetic properties, [345]
beyond the common usage of LaB6 as an emitter used in electron guns. CeB6 in particular, which
is also used as an emitter, is a heavy fermion material and has temperature-dependent and “hidden”
magnetic phases. Structurally, these materials are cluster compounds, in which boron units assume
the form of B 3–

6 octahedral with the Ln3+ cations arranging in CsCl-like packing (figure 6.1). [346,
347] In tetraboride crystals, the octahedra are connected by boron dimers and form channels filled
by Ce atoms.

Figure 6.1: Structure of Bulk LnB6

With the ubiquity of carbon monoxide in organometallic compounds, integral in both catal-
ysis and synthesis, there have been significant e↵orts to expand the breadth and specificity of
their chemical reaches using isolobal and isoelectronic CO analogues. [348–351] Boronyl (BO–)
is one such example, [349, 352, 353] yet metal (BO)n complexes have been largely elusive in non-
gas-phase experiments, unlike other main group elements multiply bound to boron, for example,
BN. [352, 353] The highly polarized BO ligand acts as a strong nucleophile due to the electron
density localized on the O atom, with a tendency for cyclo-oligomerization with any nearby BO
units. [354–356] Transition metals do stabilize small reactive functionalities like carbenes through
electronic and steric e↵ects, [357] but only recently did Braunschweig and co-workers [358] synthe-
size the first metal-BO complex, trans [(Cy3P)2BrPtBO], in which the boronyl moiety is stabilized
by a Pt(II) center. This work inspired both experimentalists and theorists to explore several deriva-
tives of trans [(Cy3P)2BrPtBO] [359–361] as well as the potential stabilization of boronyls by
other metals. [351,362–368] While some unexpected observations resulted, such as the synthesis of
a trinuclear ruthenium complex capped with a BO unit, [369] the general theme that has emerged
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is that an electron-rich metal center is necessary to stabilize the polar B O bond. And while B-
centered polyboronyls have been previously observed and characterized in the gas phase, [370]
metal-boronyl complexes have yet to be observed with more than one boronyl ligand.

Fundamentally, the complex electronic and magnetic properties of lanthanide-based materials
arise from partially filled but contracted core-like 4f orbitals. While the 4f orbitals are generally con-
sidered to be core-like and nonbonding, they lie close in energy to the 5d and 6s valence electrons,
giving rise to a constellation of very close-lying electronic states resulting from a single general
subshell occupancy, or “superconfiguration”, to borrow a term from seminal work on the lanthanide
oxide diatomics. [97, 100, 114, 297, 331, 371–380] As an example, the two singly occupied orbitals
in CeO can be largely described as Ce-local 4f and 6s orbitals, the latter being very delocalized and
therefore modestly antibonding. These contain 16 very close-lying electronic states arising from
this 4f 6s superconfiguration. [96] From a molecular standpoint, there have been very few electronic
spectroscopic studies on lanthanide oxides larger [381] than diatomic molecules (a sampling is in-
cluded in the references cited) [97,100,114,297,331,371–380] let alone borides, aside from several
recent anion photoelectron spectroscopic studies, including new and interesting “inverse-sandwich”
complexes consisting of planar boride rings sandwiched by lanthanide cations. [127, 238, 382–385]
In particular, the studies by Wang and co-workers on Pr-doped Bx clusters (x = 3, 4, 7) provide a
story of structural evolution with increasing B coordination. [382, 386]

Since bonding in ionic systems is localized, and, in the case of lanthanide borides, the mate-
rial itself is cluster-like, small cluster models provide a particularly powerful platform for probing
the electronic and molecular structures, both from an electronic structure theory standpoint and
from experiment owing to the accessibility of mass selected clusters of these systems and their
spectroscopic characterization. The molecular and electronic structures of clusters are governed by
the same attributes that govern bulk properties, as supported by numerous studies on elemental and
ionic cluster systems across the periodic table. [32, 387–392]

In the first section of this study, two cerium-based oxoboride complexes CeO2B –
x (x = 2,

3) were interrogated with density functional theory calculations. The results indicate that the two
species assume very di↵erent bonding motifs. CeO2B –

2 can be described as a diboronyl, Ce(BO) –
2 ,

with the Ce center in a +1 oxidation state in the anion and a +2 oxidation state in the associated neu-
tral. The BO ligands in this particular complex are singlet anions with the same orbital occupancy
described by Zhai et al. [393] In contrast, while di↵ering by one B atom, the CeO2B –

3 complex fea-
tures the Ce center binding side-on to an O2B 3–

3 unit, structurally similar to the B(BO) –
2 molecule

previously characterized by Zhai et al., [370] in a fanlike structure. In this case, Ce is in the +2
oxidation state in the anion and +3 in the neutral.

Detachment transitions observed for both Ce(BO) –
2 and CeB3O –

2 involve nominal one-electron
detachment of electrons from Ce 6s-like molecular orbitals. Calculations on both anions and asso-
ciated neutrals, which predict spectroscopic parameters in very good agreement with observed PE
spectra, reveal interesting electronic structures that may advance understanding of oxidized cerium
boride surfaces. Ce(BO) –

2 and Ce(BO)2 present particularly challenging systems for study because
of the exceptionally flat (OB) Ce (BO) bend potential and the low-lying open-shell singlet neutral
state that is accessed by one-electron detachment of the anion. In addition, the near degeneracy of
states featuring single occupancy of di↵erent Ce-local 4f orbitals, the degeneracy of which is broken
in the ligand field, often results in challenging SCF convergence cases and requires particular care
to ensure meaningful analysis of the computational results.
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Recently, Bowen and co-workers reported the anion PE spectrum of SmB –
6 . Electron de-

tachment energies were calculated using the CASPT2 method, and Kohn-Sham orbitals were used
to model the detachment process.(21) While they were unable to definitively assign the structure
based on the calculations, a near planar C2v structure was consistent with their spectrum. The
spectrum appeared to be congested with numerous, overlapping electronic transitions, making as-
signments particularly challenging. The Sm center in bulk SmB6 has a 4f 5 subshell occupancy, and
nominally the same was found in calculations on the molecular unit, though there was some delocal-
ization of the 4f electrons into the 2p molecular orbitals predicted, which is contrary to the general
viewpoint of the core-like character of the 4f subshell. The near-half-filled subshell does result in
exceptionally complex electronic structure. However, a similar study on the LiB –

6 photoelectron
spectrum with attending theoretical treatment by Wang and co-workers was similarly complex, with
an anion PE spectrum as congested as the SmB –

6 spectrum. Calculations on LiB –
6 suggested a

B 2–
6 ring complexed to the Li+ cation, with all the detachment transitions being associated with

B 2–
6 orbitals. [113]

CeB –
6 o↵ers a molecule with interactions between the metal center and the boron cluster

that is comparable to SmB –
6 but should be simpler from a computational standpoint, since the 4f

subshell would at most be singly occupied. On the basis of the comparison of a large number of
calculated structures with vibrationally resolved anion photoelectron spectra, the molecular unit
assumes a planar C2v or near-planar Cs structure that can be described as Ce2+(B6)3– for the anion
and Ce3+(B6)3– for the neutral. We compare the relative energy of more bulk-like unit structures
to the energey of the planar structure determined from the spectrum and relate the findings to what
would likely be structural changes in the bulk (B6)3– octahedral units located on edges or corners,
and we compare the impacts on the electronic structure and emission properties.

6.2 Computational Methods

Release and local development versions of the GAUSSIAN 16 quantum chemistry package
were used to test the viability of a plethora of molecular and electronic structures the studied anions
and neutrals. [176, 394] The unrestricted B3LYP hybrid density functional method was used. The
Stuttgart relativistic small core atomic natural orbital basis set and corresponding e↵ective core po-
tential (ANO/ECP) basis set with 28 core electrons and a contracted Gaussian basis for the valence
electrons (14s 13p 10d 8f 6g)/[6s 6p 5d 4f 3g] was used for Ce, [341] and a Dunning-style corre-
lation consistent basis set was used for both B and O. [285, 286, 395] A wide range of isomers in
numerous spin states was calculated, and vibrational analyses were performed to ensure structures
were at local minima. The relative energies of the plethora of anion and neutral structures and spin
states reported are zero-point energy corrected values. The natural ionization orbital (NIO) model
has been used to provide an orbital picture of the electron detachment process. [117]

In all cases, the stability of KS determinants has been verified. [177, 178] The electronic
structures of all converged Kohn-Sham DFT determinants have been fully characterized as part of
our standard analysis. For the systems studied in this work, such a process requires special atten-
tion as multiple stable electronic configurations can be optimized with standard SCF optimization
approaches. Of particular concern was ensuring that located electronic configurations resulted in
anion/neutral electronic structure pairings corresponding to allowed one-electron transitions. In ad-
dition to manual inspection of each SCF solution obtained in our calculations, NIO analysis assisted
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with such concerns and, in some cases, was used to identify improved sets of orbitals for the SCF
engine’s initial guess.

The calculation of electronic excited states was carried out using the linear response form of
time-dependent DFT. [236,237] Such calculations were carried out using optimized ground state ge-
ometries. The nature of each excitation was characterized using the natural transition orbital (NTO)
model of Martin. [46] To ensure convergence of the Davidson diagonalization process, TDDFT re-
sults reported below requested 30 states. To compare computational and experimental results, the
adiabatic and vertical detachment energies (ADE and VDE) of each anion were computed. The ADE
is the di↵erence between the zero-point corrected energies of the anion and one-electron accessible
neutral with the common structure, and the VDE is the di↵erence between the ground state energy of
anion and single-point energy of neutral confined at anion geometry. Franck-Condon progressions
were generated for all detachments and their profiles were compared to experimental photoelectron
spectra and subsequent spectral assignments were performed. [109–111, 235, 396–398]

6.3 Results and Analysis

6.3.1 CeO2B –
2 Computational Results

The photoelectron spectrum obtained by the Chick-Jarrold group shows an intense band, X,
originating at 1.87(5) eV, which is taken to be the electron a�nity (EA) of CeO2B2, with lower
intensity transition, A, appearing approximately 0.7 eV higher in binding energy. The vibrational
structure in band X is congested and only partially resolved. The asymmetry parameter, � ' 0.9(5),
reflects a parallel transition characteristic of detachment from a Ce-local 6s-like orbital. In order
to simulate the experimental photoelectron spectra of the studied clusters, we have invstigated the
structures and relative energies of various close-lying isomers and electronic states of both anions
and neutrals. Computationally, the lowest energy structure for CeO2B –

2 was found to be a Ce(I)
center bound to two monoanionic boronyl units with C2v symmetry, Ce(BO) –

2 shown in Figure 6.2.
Structures in which Ce coordinated the O atoms of the BO units did not converge, and the lowest-
lying structure incorporating mixed Ce O and Ce B bonding was approximately 0.5 eV higher
in energy. The Ce B O bond angles in the lowest energy Ce(BO) –

2 geometry are 175°. Notably,
the harmonic frequency corresponding to symmetric Ce B O bending is only 40 cm–1. Indeed,
geometry optimization with constrained linear Ce B O angles results in a species lying only 0.1
kcal/mol higher in energy than the lowest energy structure.

Electronic hS2 i Electronic rCe–B , \B – Ce – B , Totally symmetric
Etate Energy rB–O \Ce – B – O vibrational

(eV) (Å) frequencies
(cm–1)

Ce(BO)2
1B1 1.003 1.84 2.657, 1.212 116, 175 40, 204, 257, 1903
3B2 2.002 1.68 2.688, 1.213 114, 175 39, 193, 259, 1897

Ce(BO) –
2

2B1 1.1950 0.00 2.760, 1.221 132, 178 39, 186, 243, 1841

Table 6.1: DFT-Calculated Energies, Structural Parameters, and Symmetric Vibrational Frequencies
of the CeO2B –

2
2B1 State and CeO2B2

3B2 and 1B1 States.
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Figure 6.2: Structures of Ce(BO)2 anion and neutrals

Ce(BO) –
2 has a 2B1 ground state, with nominally a 4f 6s2 Ce superconfiguration (the HOMO

is a 6s-5d hybrid). The molecular orbital occupancy is summarized in Figure 6.3. The Ce-local
orbital occupancy is similar to that of CeO–, and detachment of an electron from the HOMO can
access both the triplet neutral and open-shell singlet neutral state. [297] In neutral CeO, these states
are separated by less than 100 cm–1. [98,100] The lowest energy neutral identified computationally
has a 3B2 electronic term, and has the same structure as the 2B1 anion, though with a slightly
smaller B Ce B angle and slightly shortened Ce B and B O bonds lengths. The calculated
electron a�nity is 1.68 eV, which is in fair agreement with the observed onset of electron signal in
the spectrum. The relative energies and several structural parameters are summarized in Table 6.1.

NIO analyses of detachment to both neutral states occurs via the Ce 6s-like molecular orbital,
shown in Figure 6.4. NIO analysis [117] of these ionization processes also shows modest orbital
rearrangement after electron detachment. This orbital relaxation involves about one-third of an
electron and results in modified spin polarization. The open-shell 1B1 state is calculated to be 1.84
eV higher in energy than the anion, which yields a triplet-singlet splitting of 0.16 eV (1300 cm–1),
somewhat higher than the analogous splitting in neutral CeO. However, the HOMO of the triplet
and singlet neutrals has significantly more 5d character, so the two unpaired electrons are more
strongly coupled than the two unpaired electrons in CeO, in which the HOMO is a very di↵use
6s-like orbital.

Clearly, the change in term symbol between anion (3B2) and neutral (2B1) is not allowed
in a one-electron transition after detachment from the 6s-like HOMO with a1 symmetry. This dis-
crepancy is the result of di↵erences in the calculated 4f orbital occupation for the lone 4f electron
between anion and neutral. Attempts to edit the occupancies to ensure common 4f orbital occupan-
cies in the states for the anion and neutral are identical were unsuccessful. However, on the basis
of the current and previous studies, the e↵ect of changing which of the seven nearly degenerate 4f
orbitals is occupied has a minor impact on energy and structure.

Despite the minor disparity in the occupied 4f orbital, simulations based on the 3B2 – 2B1
and 1B1 –

2B1 transition parameters (normal coordinate displacements, vibrational frequencies) are
shown in Figure 6.3 as blue and red traces, respectively. The individual transitions do not account
for the full energy span of band X on the experimental photoelectron spectrum. However, setting the
origin of the 3B2 –

2B1 transition to 1.84 eV and the 1B1 –
2B1 to 1.99 eV (in fair agreement with

the calculated values of 1.68 and 1.84 eV, respectively) and summing the two simulations (purple
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Figure 6.3: Summary of the lowest energy structures that converged for CeO2B –
2 and CeO2B2 as

well as the relative orbital occupations of the anion. A simulation of the 3B2 – 2B1 transition is
shown above in blue and the 1B1 –

2B1 transition in red with the corresponding detached electrons
labeled in blue and red, respectively.

Figure 6.4: Natural ionization orbitals (NIOs) for CeO2B –
2 / CeO2B2 electron detachment. The left

panels display NIOs for electron detachment from the 2B1 anion state to a 3B2 neutral state. The
right panels display NIOs for electron detachment from the 2B1 anion state to an open-shell 1B1
neutral state.
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trace) does result in a band profile that is similar to the observed spectrum (black dotted trace). The
simulation matches the position of the vibrational fine structure on the low and high binding energy
side of band X. The agreement supports the assignment of CeB2O –

2 to the diboronyl structure. The
primary active modes are the Ce B symmetric stretch (259/257 cm–1) and symmetric bending
(39/40 cm–1, 193/204 cm–1) modes.

6.3.2 CeO2B –
3 Computational Results

The photoelectron spectrum, also obtained by our collaborators, shows an intense, nearly
vertical transition, X, is observed at 1.15(2) eV e-BE, which is taken to be the EA. The aniostropy,
� = 0.9(2), is nearly identical to that of Ce(BO)–, again consistent with detachment from a Ce-local
6s-like orbital. Two lower-intensity transitions, A and B, emerge around 1.0 and 1.5 eV higher in
binding energy. The PE spectrum of CeO2B –

3 obtained using 2.33 eV photon energy (green trace)
exhibits a well-resolved vibrational progression with a 330 cm–1 spacing. Furthermore, in the 3.49
eV spectrum, there are regularly spaced low-intensity peaks at energies between X and A, which
may be indicative of vibronic coupling between states. The EA of CeO2B3 is similar to cerium
oxide clusters that have been studied previously. [329, 399] Indeed, the lowest energy structure of
CeO2B –

3 found computationally, shown in Figure 6.6, at first glance appears to be a borated cerium
dioxide molecule. However, compared to CeO –

2 , [103] the Ce O bond is substantially longer for
the oxoboryl complex, approximately 2.4 Å compared to 1.9 Å. Numerous additional structures and
spin states were explored computationally but were not included in the discussion here. They can
be found in the supporting information of reference [127].

Figure 6.5: Structures of CeO2B3 anions and neutral.

CeO2B –
3 is predicted to have a 3B2 ground electronic state with Ce in the 6s 4f supercon-

figuration (+2 oxidation state) (figure 6.5). The 6s-like HOMO is more di↵use than the HOMO
of Ce(BO) –

2 ; Figure 6.6 includes a summary of the orbital occupancy. The lowest-energy neutral
structure found computationally is structurally very similar, in agreement with the narrow Franck-
Condon manifold observed for band X. The Ce O and Ce B bond lengths are modestly shorter
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in the neutral, and the O Ce O bond angle is marginally larger. The neutral is predicted to have
a 2B2 ground state, accessed via detachment of the single 6s-like electron, resulting in a Ce(III)
center. The calculated EA, 1.25 eV, is in very good agreement with the observed EA, 1.15 eV. Table
6.2 lists the structural parameters and relative energies calculated for the ground states of the lowest
energy structures found for the anion and neutral.

Electronic hS2 i Electronic rCe–B1,3 , rCe–B2 \ Totally symmetric
State Energy rCe–O , rB–O O-Ce-O vibrational

(eV) rB–B frequencies
(Å) (cm–1)

CeO2B3
2B2 0.756 1.25 2.476, 2.487, 2.349, 133 268, 334, 597,

1.294, 1.521 786, 1549
CeO2B –

3
1B2 1.006 0.04 2.509, 2.509, 2.406, 130 229, 301, 584,

1.295, 1.517 778, 1558
3B2 2.007 0.00 2.509, 2.589, 2.408, 130 229, 301, 584,

1.294, 1.517 777, 1559

Table 6.2: DFT-Calculated Energies, Structural Parameters, and Symmetric Vibrational Frequencies
of the CeO2B –

3
3B2 and 1B2 states and CeO2B3

2B2 States

The simulation of the 2B2 –
3B2 transition based on the calculated spectroscopic parameters,

also shown in Figure 6.6, is in excellent agreement with the experimental spectrum. The calculated
origin is 1.25 eV; the origin of the simulation shown was set to 1.15 eV to highlight the excel-
lent agreement between the calculated vibrational progression and the experimental spectrum. The
primary active vibrational mode is the symmetric breathing of Ce and the O2B3 unit (334 cm–1),
consistent with the overall contraction of bond lengths in the transition (Table 6.2). NIO analysis on
both detachments show detachment from Ce-based 6s-like molecular orbital. (Figure 6.7)

The experimental spectrum obtained using 2.330 eV photon energy also exhibits lower-
intensity peaks between the peaks in the main vibrational progression which could be attributed
to transitions originating from the open-shell singlet state of CeO2B –

3 in which the electrons singly
occupying the Ce 6s and 4f orbitals are antiparallel. An open-shell singlet state was found compu-
tationally to be 326 cm–1 higher in energy than the triplet, which is certainly within the ballpark
of ca. 150 cm–1 suggested by the features lying between members of the 334 cm–1 vibrational
progression not accounted for in the simulation of the 2B2 –

3B2 transition.
On the basis of the orbital occupancy of the anion (Figure 6.6), bands A and B, which are

less intense than band X, very likely involved the detachment of electrons for the MOs that can be
described as B 2p ⇡-like orbitals, which would be degenerate in free B3O –

2 , but bound to the Ce
center, they have a1 and b1 species. These delocalized orbitals lie above the singly occupied 4f
orbital energetically, while O 2p-based bonding orbitals in cerium oxide lie energetically below the
singly occupied 4f orbital.

6.3.3 CeB –
6 Computational Results

The photoelectron spectrum collected by our collaborators shows an intense band exhibiting
partially resolved vibrational structure with irregular spacing in both spectra, with an onset at ap-
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Figure 6.6: Summary of the lowest energy structures that converged for CeO2B –
3 and CeO2B3 as

well as the relative orbital occupations of the anion. A simulation of the 2B2 – 3B2 transition is
shown above with the corresponding detached electron labeled in blue.

proximately 1.36 eV. The feature is tentatively labeled to indicate two transitions, x and X, with x
being much narrower than other features in the 1.3-1.7 eV e-BE range. Both bands X and x are
parallel transitions with � = 1.1(1), consistent with detachment from a Ce-local 6s-like molecular
orbital. [114, 127, 297, 331] An additional broad feature, labeled A, with isotropic photoelectron
angular distribution is observed with a vertical detachment energy (VDE) of 2.28 eV. The origin
of band A is di�cult to identify because of the continuum signal observed from band X to higher
e-BE. This band is assigned to detachment of an electron nominally from the hexaboride unit, since
detachment of a 4f electron is expected to have a very small cross section. [107]

Computationally, two general structural isomers were found to be energetically competitive:
A planar or near-planar teardrop structure, and a boat-like structures in which the B6 cluster assumes
a structure comparable to the boat conformation of cyclohexane, with the Ce center serving as a
mast. Figure 6.8 shows these structures and relative energies of several spin states of anions (bottom
half) and neutrals (top half). Table 6.3 summarizes the relative energies, a general description of the
electronic structures, and the hS2i values.

The lowest energy CeB –
6 structure features a distorted boat-like B6 unit coordinated to a Ce

center, in a pure doublet spin state. The geometry of this molecule is trivially distorted from C2
symmetry. A similar structure with C2v symmetry lies 0.57 eV higher in energy. Within the ac-
cepted error of the computational model chemistry, a planar C2v teardrop structure in a quartet spin
state was found to be only 0.01 eV above the lowest lying boat structure. Several open-shell anion
doublet spin states were also identified within 0.1 eV of the quartet state (vide infra). The lowest
energy detachment transition associated with the boat structure is 1.74 eV. In better agreement with
experimental observation, the lowest energy detachment for the teardrop structure is calculated at
1.52 eV. We note that an anion structure most similar to the bulk, which is a Ce center coordinated to
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Figure 6.7: Natural ionization orbitals (NIOs) for CeO2B –
3 /CeO2B3 electron detachment. The left

panel displays the NIO for electron detachment from the 3B2 anion state to the 2B2 neutral state.
The right panel displays the NIO for electron detachment from the open-shell 1B2 anion state to the
2B2 neutral state

the face of a B6 octahedron, converged over 1.7 eV higher in energy. Isolated B6 in neutral, anionic,
and dianionic charge states are predicted to be planar, with anion PE spectra of B –

6 supporting the
computational results for the neutral and anion. [400]

On the basis of the orbital occupancies of the asymmetric boat structure, the anion can be
described as Ce3+(B6)4–, with the hexaboride cluster being closed shell and the Ce center having a
4f occupancy. A higher lying quartet state with this structure can be described as Ce2+(B 3–

6 , with
the Ce center having 4f 6s occupancy, and the hexaboride cluster in a doublet state. The lowest
energy electronic states of the neutral boat structure are accessed from the ground electronic state of
the anion by detaching an electron from the hexaboride ligand Ce3+(B6)3–, which can yield open-
shell singlet or triplet states, associated with antiparallel and parallel alignment of the two unpaired
electrons. The calculations predict the open-shell singlet energy to be only slightly lower than the
triplet energy. The proximity of these two states suggests that the unpaired electrons in the Ce-
local 4f orbital and the B6-local orbital are weakly (spin) coupled. Simulations of the 1A  2A
and 3A  2A transitions generated from the computational results are shown in Figure 6.9. Both
transitions are fairly vertical, with the short 264 cm–1 vibrational progressions associated with the
Ce B6 metal-ligand stretch.

The teardrop structure of the anion has a di↵erent occupancy, which can be described as
Ce2+(B6)3–, with the Ce center having a 4f 6s orbital occupancy and the hexaboride unit in a 2A2
state. Again, the 4f electron generally is decoupled from the other unpaired electrons, and the an-
ion can assume pure quartet spin and open-shell doublet spin states featuring antiparallel electrons
occupying Ce 4f- and 6s-like orbitals. Furthermore, with five nearly degenerate 4f orbitals, calcula-
tions on states with the single electron occupying di↵erent 4f orbitals (symmetry broken by the B6
ligand) are very close in energy. Two examples of open-shell doublet states that di↵er only by the
symmetry of the singly occupied 4f orbital are included in table 6.3.
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Figure 6.8: Calculated relative energies of anion and neutral CeB6 structures and spin states. Open-
shell low-spin states are indicated with dashed lines
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Figure 6.9: (a) Spectral simulations based on the asymmetric boat structure, (b) planar teardrop
structure, and (c) buckled (relaxed) teardrop structure. (d) and (e) show the simulated spectra from
(b) and (c), respectively, shifted to lower e-BE to overlap with the observed spectra.
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Symmetry General electronic hS2i Relative ADE/eV
description energy/eV

CeB6
sym boat 3B1 C2v Ce3+(4f )[B6(2A)]3– 2.01 2.18 1.61
asym boat 3A C1 Ce3+(4f )[B6(2A)]3– 2.04 1.76 1.76
asym boat 1A C1 Ce3+(4f )[B6(2A)]3– 1.03 1.74 1.74
planar teardropa 3A1 C2v Ce3+(4f )[B6(2A2)]3– 2.01 1.57 1.56 (1.53)b

planar teardropa 1A1 C2v Ce3+(4f )[B6(1A2)]3– 0.99 1.56 1.52
buckled teardrop 1A00 Cs Ce3+(4f )[B6(1A2)]3– 1.02 1.53 1.49
buckled teardrop 3A00 Cs Ce3+(4f )[B6(2A00)]3– 2.01 1.53 1.52 (1.48)b

CeB –
6

bulk monomer 4A C1 Ce2+(4f 6s)[B6(2A)]3– 3.88 1.96
sym boat 2A1 C2v Ce2+(4fb15db1)[B6(2A1)]3– 1.77 0.73
sym boat 4B1 C2v Ce2+(4fa15db1)[B6(2A1)]3– 3.77 0.57
asym boat 4A C1 Ce2+(4f 6s)[B6(2A)]3– 3.78 0.51
teardrop 2B2 C2v Ce2+(4f 6s)[B6(2A2)]3– 1.76 0.05
teardrop 2A1 C2v Ce2+(4f 6s)[B6(2A2)]3– 1.74 0.04
teardrop 4A2 C2v Ce2+(4f 6s)[B6(2A2)]3– 3.76 0.01
asym boat 2A C1 Ce3+(4f )[B6(1A)]4– 0.76 0.0

a One imaginary frequency, b ADE for transition from the 2A1 excited state.

Table 6.3: Summary of Lowest Energy Structures and Electronic States for CeB –
6 and CeB6 Pre-

sented in Order of Decreasing Energy.

The lowest energy state of the neutral can be described as Ce3+(B6)3–, with the Ce center hav-
ing 4f orbital occupancy and the hexaboride unit having a singly occupied p⇡ orbital. Calculations
identified both high-spin triplet and low-spin open-shell singlet configurations of the neutral. In both
cases, the planar C2v neutral teardrop structures have one imaginary frequency, with the minimum
energy puckered teardrop structure with Cs symmetry, similar to the structure of AlB –

7 cluster, [401]
lying around 370 cm–1 lower in energy. This di↵erence is su�ciently low to raise the possibility
that, on average, the neutral geometry could be considered planar.

Notably the spin-squared expectation values for the open-shell singlets were all roughly 1.0,
suggesting that the spin contaminated determinants can be characterized as equal admixtures of
pure singlet and triplet determinants. [402] Previous work on metal oxides by our laboratories has
demonstrated that in some cases spin contaminated results pose significant challenges for spectral
analyses and that such cases can be improved using spin-projection methods. [30, 42] With this in
mind, geometry optimizations and analytic frequency calculations using the approximate projection
(AP) model were carried out on these species. [403–407] The result of these calculations indicated
that spin contamination has a small e↵ect on the spectral analysis of the CeB6 teardrop. AP energy
corrections are less than 0.01 eV, and AP calculations provide negligible changes to geometries
force constants relative to the open-shell results.

Figure 6.9 includes simulations based on transitions from the quartet (X) and open-shell dou-
blet anions (x) to the (b) triplet neutral and open-shell singlet confined to the planar structure and (c)
the triplet neutral and open-shell singlet allowed to relax. Note that the transition energies in both
panels are very similar because of the very small relaxation energy of the neutral. Their profiles
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Figure 6.10: NIOs for the one-electron allowed transitions associated with the (a) boat and (b)
teardrop structures of CeB –

6

are slightly di↵erent, with the progression in the Ce B6 stretch (305 cm–1 for the planar structure,
309 cm–1 for the relaxed structure) being more extended for the planar teardrop structure, and the
activation of the 73 cm–1 pucker mode adding congestion to the profile for the simulation for the
relaxed neutral structure. Parts d and e of Figure 3 show the simulations with all origins shifted
to modestly lower electron binding energy (e-BE) to overlay the simulated spectra with the exper-
imental spectrum (0.12 eV for the planar structure simulations, 0.07 eV for the relaxed structure
simulations).

While we are unable to definitively assert whether the structure is puckered or, on average,
planar, the simulations based on the teardrop structures are in better agreement with the observed
spectrum than the boat structure. Recall that the anionic boat and teardrop structures have a fun-
damentally di↵erent orbital occupancy, with the boat structure having more negative charge carried
by the (B6)4– unit compared to the (B6)3– planar unit of the teardrop. Figure 6.10 shows the NIOs
associated with the lowest energy one-electron transitions from the ground states of the boat and
teardrop structures. The NIO analysis clearly shows that detachment from the doublet anion state of
the boat structure involves an orbital that is highly delocalized through the B6 boat; detachment from
the quartet anion involves a di↵use Ce 6s-like orbital that also includes very modest bonding char-
acter with the adjacent B atoms. In all cases, the photoelectron in the teardrop structures involves
the Ce 6s-like orbital. The fact that the boat and teardrop structures are predicted to be isoenergetic
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suggests competition between Coulombic stabilization and the particular stability of planar boron
cluster structures. [408] In the boat structure, the negative charge spread over the (B6)4– unit is more
wrapped around the Ce3+ center, maximizing the Coulombic stabilization of this ionic compound.
The HOMO of the teardrop structure of the anion is a di↵use Ce 6s-like orbital, which allows for a
more stable planar structure of the B6 unit. [400]

Finally, we note that band A, which lies under 1 eV above bands X and x, exhibits an isotropic
photoelectron angular distribution (PAD) and is less intense than band X, suggesting that this de-
tachment transition is likely associated with the hexaboride unit, resulting in a Ce2+ (4f 6s) (B6)2–

neutral. In addition, this band is embedded in a rising continuum, suggesting strong vibronic cou-
pling between the ground state and the low-lying Ce2+ (4f 6s) (B6)2– states. TDDFT calculations
were carried out to explore this possibility. As shown in figure 6.12, excited electronic states were
characterized using the NTO model. A neutral excited state corresponding to a transition from a Ce
6s-like orbital to a hexaboride-based orbital was located roughly 1.4 eV above the neutral ground
state. Detachment from the anion to this neutral excited state would correspond to detachment of a
photoelectron from the singly occupied B6 localized p orbital.

Figure 6.11 shows a schematic of the orbital energies and occupancies of CeB –
6 , with green

boxes indicating Ce 6s-like MOs, the orange lines indicating B 2p-based MOs, the blue indicating
O 2p-based orbitals, and red lines indicating Ce 4f orbitals. To indicate single occupation of orbitals
in the schematic, the widths of lines representing singly occupied orbitals are half that of doubly
occupied orbitals. Unlike cerium oxide molecules in which there is a pronounced energy interval
between the 4f and 6s orbitals similar to that in the bulk cerium oxide band structure, there are four
B 2p orbitals crowded between the 4f orbital and the 6s orbital in CeB –

6 . To further underscore
the relative high energy of the B 2p orbitals, schematics of the orbital energies and occupancies of
CeB3O –

2 , Ce(BO) –
2 , and CeO– are included for comparison. The low-lying excitations in neutral

CeB6 are expected to involve promotion from the pool of electrons in close-lying B 2p orbitals into
the Ce 6s orbital. As will be discussed below, this is evocative of the thermal conductivity of the
bulk material.

6.4 Discussion

6.4.1 Structure and Bonding of CeO2B –
2 vs. CeO2B –

3

The anion PE spectra along with DFT calculations unveil unique bonding between Ce and
both boronyl and oxoboryl ligands. Ce(BO) –

2 , in particular, dominated the mass spectrum, regard-
less of source conditions, suggesting that it is a particularly stable anion; therefore, Ce+ readily
stabilizes two BO– ligands. This result was surprising, not only as Ce is electron-poor compared
to the transition metals in previously realized metal-boronyl complexes like Pt and Ru but also be-
cause it is a novel example of a metal-diboronyl. Bonding in both Ce(BO) –

2 and Ce(BO)2 can be
characterized as largely ionic, which is further stabilized by polarization of the Ce-local HOMO
away from the negatively charged boronyl units which occurs via mixing of the 6s and 5d orbitals,
allowing electron density to be moved o↵ the B Ce B axis. The neutral has a very large calcu-
lated dipole moment, 7.7 D. In the anion, the distance between the Ce center and the boronyl groups
is considerable, and calculations on structures confined to linear Ce B O bond angles converged
with nearly the same energy (0.1 kcal/mol di↵erence) as those found in unconstrained geometry
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Figure 6.11: Schematic showing the relative orbital energies of CeB –
6 , Ce(B3O2)– [ref [127]],

Ce(BO) –
2 [127]], and CeO– [ref [297]]. Orange lines indicate B 2p-based MOs, the blue lines

indicate O 2p-based orbitals, and red lines indicate Ce 4f orbitals. Orbitals that are singly occupied
are indicated with lines that are half the width of those representing doubly occupied orbitals.
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Figure 6.12: Natural transition orbitals for the excited state calculated from 1A00. The hole is shown
on the left and the particle is shown on the right.

optimizations that exhibit modestly bent Ce B O bond angles (175°).
An intriguing outcome of this study is the profoundly di↵erent structure assumed by the

CeO2B –
3 anion, with the trianionic oxoboryl ligand bound to the Ce(II) center in a side-on fanlike

structure, confirmed by the excellent agreement between the calculations-based spectral simulation
and the ground-state electronic band (X) in the experimental spectrum. The electronic structure of
this molecule is interesting in the context of lanthanide hexaborides, which are used as emitters in
commercial electron guns. This structure features two nearly degenerate, delocalized MOs that lie
energetically just below the singly occupied HOMO of the anion, and they are energetically above
the singly occupied Ce 4f orbital. Further computational studies on neutral ionization energies and
vibronic excitation may lend insight into the role of surface oxidation of LnB6 emitters. [409] As
noted above, the appearance of regular, sharp peaks spanning the gap between bands X and A sug-
gests vibronic coupling between states connected by promotion of an electron from the delocalized
B 2p orbitals and the Ce 6s-like di↵use orbital.

The striking di↵erence in bonding schemes for the two complexes in this study likely arises
from boron’s one-electron deficiency compared to that of its neighbor carbon. The electron-poor
Ce center accepts electronically dense ligands, shown by its propensity to bind two boronyls. While
the monoanionic boronyls are stable as closed-shell, strong � donors, direct coordination of a bare
B atom beyond the (BO)2 stoichiometry is highly unfavorable. In this case, the electron-deficiency
of B outcompetes Ce. Alternatively, the three B atoms form highly delocalized multicenter two-
electron bonds to stabilize this deficiency, seen in the di↵use molecular orbitals about the -system
of the O2B 3–

3 unit, has previously been observed in other metal-boride clusters. [238, 382, 384]
Considering the implications of this gas-phase spectroscopic and computational study in

organometallic chemistry, boronyls have been demonstrated to be very robust ligands and, as CO
and CN– analogues, are useful and interesting synthetic targets. We have demonstrated that Ce
can bind two boronyls, joining the short list of experimentally observed metal-(BO)x compounds;
moreover, it is a unique example of a metal-polyboronyl complex. From an electronic structure
and computational spectroscopy standpoint, these molecules represent an opportunity to evaluate
the e↵ectiveness of tractable single-reference DFT calculations in modeling the complex electronic
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structures that arise in partially filled 4f subshells in lanthanide complexes. The fair agreement
between the calculated triplet-singlet splitting for this open-shell system suggests current models
may be successful in such studies. This work also underscores the critical importance of corrobo-
rating computational results with high-quality experimental data when investigating systems with
complex electronic structure. Moreover, the current work clearly highlights the potential for ex-
perimental collaboration in e↵orts aimed at developing more e↵ective and accessible methods for
treating complex systems.

6.4.2 CeB –
6 Cluster vs. Bulk CeB6

The goal of this study was to determine how the electronic and molecular structure of the
ionic CeB6 cluster di↵ered from the bulk material, as a way of gaining insight into structural and
electronic relaxation on edge and corner sites. Our results suggest that the general charge separation
between the Ce centers and the hexaboride clusters are similar in molecular units and the bulk,
though the structures of the hexaborides are profoundly impacted when removed from the lattice,
and the di↵use Ce 6s-like orbital is stabilized in the cluster relative to the bulk. While the molecular
structures determined in this study deviate significantly from bulk CeB6, particularly in the structure
of the hexaboride unit, there are several notable similarities. Bulk CeB6, as with most other LnB6
compounds, is a trivalent material with each Ce center having a singly occupied 4f subshell, [410]
a feature that is shown prominently in its electronic and magnetic properties. With its highly ionic
character, the overall electronic structure of the material has been described as Ce3+(B6)3–, [?] as
the neutral molecular units probed in this study. However, with increasing temperature, conductivity
increases [411] as electrons are promoted from the B 2p orbitals to partially occupy the Ce 5d
conduction band. In the case of small molecular units, the di↵use Ce 6s-based molecular orbital
is stabilized relative to the Ce 5d orbitals, suggesting that the bulk lattice confines and therefore
destabilizes the Ce 6s band. This study therefore suggests that on the surface, edges, and corners,
the lower energy excitations associated with promoting an electron to the 6s state, which can readily
couple to the detachment continuum because it is di↵use, play a role in the electronic emission
properties of this material. The bulk lattice constant is 4.14 Å, placing theCe B6 center separation
at 3.58 Å. [412] In the neutral relaxed teardrop, along the Cs plane, the average Ce B internuclear
distance is 3.33 Å.

Finally, we compare these results to recently reported studies on similar species. The planar,
or near-planar, structure giving rise to the experimental spectrum in this study is nearly identical to
the structure tentatively assigned to the spectrum of SmB –

6 by Bowen and co-workers. [238] While
the molecular structures of SmB –

6 and CeB –
6 in the present work are predicted to be similar, a few

key di↵erences emerge in the electronic structure. The B6 unit carries a di↵erent charge between
complexes, adopting a B 2–

6 electron configuration in SmB –
6 and B 3–

6 in CeB –
6 . Following this,

the lanthanoid centers, too, must adopt di↵erent oxidation states of Sm1+ and Ce2+. One of the
most striking di↵erences between the PE spectra is the origins of the photoelectrons. In SmB –

6 ,
all of the photoelectrons originate from 2p-based molecular orbitals, leaving Sm in an oxidation
state of +1 in both the anion and neutral. For CeB –

6 , the transition to the ground state neutral very
clearly results from detachment of an electron in a Ce-based 6s-like molecular orbital, confirmed
by the polarization dependence of bands X and x. Thus, in the neutral monomer, CeB6 takes on
the same ionic character of the bulk material. The Sm center distinctly lacks occupation of its
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6s-like molecular orbital; though surprising, it has been shown previously that Sm can assume a
superconfiguration that favors 4f occupancy over 6s. [126] The polarization dependence of band
A in the 3.49 eV PE spectrum of CeB –

6 does, however, suggest detachment from B-based 2p-like
orbitals as is seen with SmB –

6 .
As a point of comparison, the PE spectrum of the incrementally more boron rich PrB –

7 molecule
is consistent with a 4f 26s electron configuration for the Pr center, which is analogous to the Ce cen-
ter configuration in CeB –

6 . [382] And, as with CeB –
6 , the first transition observed corresponds to

detachment from the 6s-like orbital. In the ground state neutral, both Ce and Pr assume oxidation
states of +3, while the Bn unit maintains its trianionic charge. Subsequent excited neutral states in
PrB7 also correspond to detachment of orbitals with mostly B 2p character. The B-based orbitals,
however, are significantly more stabilized compared to CeB –

6 . Two of the 2p orbitals in CeB –
6 are

only about 1 eV lower in energy than the Ce 6s, with two additional orbitals lying just above the
occupied 4f orbital (fig. 6.11). In PrB –

7 , the first occupied 2p orbitals are energetically below the
singly occupied 4f orbitals, about 2 eV lower in energy than the 6s. These energetic di↵erences may
simply be the result of the di↵erent structure favored by PrB –

7 , in which the B 3–
7 ligand adopts a

highly symmetric six-membered ring with a central boron atom buckled out-of-plane.
The distorted geometry is reminiscent of the puckered teardrop of CeB –

6 , but in the case of
PrB –

7 , Pr is located over the center of the ring and directly coordinates every B atom, which may
result in better charge stabilization on the B 3–

7 ligand. The puckering of the teardrop structure is
also interesting when compared with the B-poorer clusters, PrB –

3 and PrB –
4 , which are planar. [386]

This structural change demonstrates how the stabilization provided by the planarity of anionic boride
clusters only begins to be outcompeted by Coulombic stabilization when the clusters approach the
stoichiometry of the bulk hexaborides.

6.5 Conclusion

Two small Ce-based oxoboryl complexes generated from laser ablation of a pressed Ce and
B mixed powder target were identified and characterized with anion PE spectroscopy and DFT cal-
culations. While the two complexes, CeO2B –

x (x = 2, 3), di↵er only by one B atom, they possess
fundamentally di↵erent bonding motifs. For x = 2, the anion can be described as Ce(BO) –

2 , with
a Ce(I) center in the anion and Ce(II) in the neutral. In contrast to other previously studied Pt and
Ru boronyl complexes, the Ce center is comparatively electron-poor. Furthermore, it is a novel
example of a metal-diboronyl complex. On the other hand, the stabilization of boron’s one-electron
deficiency by di↵use multicenter two-electron bonds outcompetes the stability of close-shelled an-
ionic BO– groups for CeO2B –

3 . This fan-shaped molecule features a Ce(II) center in the anion and
a Ce(III) center in the neutral. This change in ligation was clearly reflected in the considerable
di↵erences between PE spectra and is supported by computational results.

In addition, the electronic and molecular structure of CeB6 has been probed by anion PE spec-
troscopy and DFT calculations to gain insight into structural and electronic relaxation on edge and
corner sites of ionic material. Two competitive molecular structures were identified: an asymmetric
boat-like structure and a planar or near-planar teardrop structure. Ce adopted di↵erent supercon-
figurations between isomers; the boat-like structure had a 4f superconfiguration while the teardrop
favored a 4f 6s occupancy. The B6 ligand in these structures carries a charge of -4 and -3, respec-
tively. The teardrop structure, which was calculated to be 0.01 eV higher in energy than the boat
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structure, was most consistent with the experimental spectrum. The conclusion is that the unique
stability of planar B6 structure [400, 408] compensates for the reduced Coulombic stabilization be-
tween the Ce cation and B6 anion in the teardrop structure relative to the boat structure.

From an electronic structure standpoint, B6-local orbitals crowd the energy window between
the Ce 4f and 6s orbitals. A low-lying transition from the B-based orbitals is observed slightly
less than 1 eV above the ground state. The transition is embedded in a continuum of detachment
signal, which is evocative of the thermal conductivity that is characteristic of the bulk material.
However, unlike the bulk, our results suggest that edge and corner conductivity involves stabilized,
highly di↵use 6s orbitals or bands rather than the bulk-favored 5d band. Finally, high-spin and
open-shell low-spin states were calculated to be very close in energy for both the anion and neutral,
a characteristic that reflects how decoupled the 4f electron is from the B6 2p- and Ce 6s-based
molecular orbitals.
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Chapter 7

Resolving the EuO– Photoelectron
Spectrum

“Science is more than a body of knowledge. It is a way of thinking; a way of skeptically
interrogating the universe with a fine understanding of human fallibility.
If we are not able to ask skeptical questions, to interrogate those who tell us that
something is true, to be skeptical of those in authority, then, we are up for grabs for
the next charlatan (political or religious) who comes rambling along.”

— Carl Sagan.
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Abstract

Modeling the photodetachment of small lanthanide molecules has given rise to questions regard-
ing the validity of DFT calculations in addition to the proper treatment of scalar-relativistic e↵ects.
Likewise, the inability to experimentally mass-select EuO and EuOH gives rise to a complicated and
mixed photoelectron spectrum. In this chapter, we address both of these interconnected questions.
The results of this work show that performing DFT calculations using an all-electron basis set and
treating the relativistic e↵ects using second-order Douglass-Kroll-Hess relativistic integrals yields
simulated photoelectron spectra that show excellent agreement with experimental results. Notably,
this agreement includes Franck-Condon progressions for the mixed EuO/EuOH photoelectron spec-
trum.

7.1 Introduction

Lanthanides exhibit unique electronic properties due to the partial occupation of the 4f or-
bitals resulting in high degrees of freedom in their electronic states. Such electronic flexibility
enables their use in diverse applications. [79–83] The sequence ranging from La to Lu is usually
accompanied with an increase in 4f occupancy. [126] Unlike trends observed in the transition met-
alseries, in which the increase in the nd occupation alters the chemistry of the corresponding metal,
the increase in 4f occupancy has little e↵ect on the structure and bonding of lanthanides. This result
is attributed to the low orbital overlap associated with 4f orbitals which makes them more core-like
than chemically active. [126, 399]

Europium has seven half-filled 4f orbitals in its typical oxidation states. The hydrides, ox-
ides, and hydroxides of europium have been reported to e�ciently catalyze various organic syn-
thesis reactions, including oxidative dehydrogenation of alkenes and exchange of deuterium and
oxygen [114,241–251]. Such catalytic activity of the lanthanide hydrides, oxides and hydroxides is
localized along extended defects and surface point defects. [87]

In order to develop new materials and improve catalysts, it is necessary to determine how
specific types of surface defects a↵ect catalytic activity. [84, 85] Direct experimental interrogation
of surfaces is complicated by low defect concentration and the dynamic nature of the surfaces (e.g.
defect formation, surface restructuring, subsurface oxygen di↵usion, adsorption and desorption of
reagents). [84–86] An alternative strategy is to study small gas-phase clusters that model the elec-
tronic structure of surface defects. Such a strategy allows for detailed exploration of the di↵erent
electronic properties of these small molecules, and in turn site defects, with reasonable computa-
tional cost. [413–415]

Simulations of such clusters are complicated by the presence of several close-lying electronic
states, in addition to a manifold of partially filled core-like 4f electrons, both of which give rise to
highly-correlated systems. Another complication that arises in computational studies of lanthanide
compounds is the treatment of relativistic e↵ects, which directly a↵ect energies and other proper-
ties. [416–418] For these two reasons, it is crucial to determine an appropriate model chemistry that
can provide accurate results and scales in a way that permits thorough computational investigations.
Following our previous work, [42,112,117,125,127,128,240] it is necessary to determine an appro-
priate method that (1) gives a adequate physical representation of the system’s electron correlation
and relativistic e↵ects, and (2) e�ciently allows us to perform the calculations required to simulate
photodetachment spectra. [115, 126, 329, 340, 399]
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Recently, Kafader and co workers reported the experimental photoelectron spectra of EuO,
EuH, and EuOH anions. In order to further inspect the di↵erent species and their detachments, the
authors supported their experimental results with DFT calculations on various anions and neutrals.
Their results identify high-spin, ionically-bound species. In addition, the study reports the com-
plications arising from the presence of multiple competing species and the inability to mass-select
EuO and EuOH. Starting from the results of that study, we aim to assess the performance of various
theoretical models in simulating the photodetachment spectra of EuH–, EuO– and EuOH–. A partic-
ular interest is to compare the behavior and validity of density-functional theory calculations using
both all-electron basis sets and ECP approaches in comparison with di↵erent correlated methods in
reproducing experimental results. We then use DFT to resolve the peaks arising from EuO– in the
previously reported mixed EuO/EuOH photoelectron spectrum.

7.2 Methods

In order to examine the e↵ect of model chemistry on the electronic structure and molecu-
lar properties of lanthanides, the optimized geometries of EuH, EuO, and EuOH were obtained
using Hartree-Fock (HF), Density Functional Theory (DFT), second-order Moller-Plesset Pertur-
bation Theory (MP2), Coupled-Cluster singles and doubles (CCSD), and CCSD with the inclusion
of perturbative triplets method (CCSD(T)). For DFT calculations, the B3PW91 functional was em-
ployed. [24,26,27,230,231,281] The unrestricted spin formalism was used in all cases. The stabili-
ties of HF and Kohn-Sham determinants have been verified. [177,178] Stable HF determinants were
then used as reference wavefunctions for all post-SCF calculations. The Dunning-style correlation
consistent basis set, aug-cc-pVTZ, was used for both hydrogen and oxygen centers. [285, 286] All
calculations were carried out using a local development version of the Gaussian suite of electronic
structure programs. [176] Geometry optimization was carried out using standard methods and all
nature of all potential energy surface stationary points was confirmed by second-derivative calcula-
tions. [179]

Accounting for relativistic e↵ects in electronic structure theory calculations face several ob-
stacles, including adding more complications and demanding more computational cost to the many
body problem. [416] Among the most common approaches is the e↵ective core potential (ECP)
method, where the core electrons are implicitly accounted for by a specific adjustment to the
Hamiltonian. [416, 419–421] By doing so, ECPs implicitly account for relativistic e↵ects through
parametrization to decrease the computational cost. However, the partial occupation of the 4f elec-
trons and their core-like behavior make it harder to reliably separate the core and valence electrons,
thus the choice of a proper set of ECPs can be challenging. [282] In addition, deficiencies in ECP
calculations have been previously pointed out in various cases. [422–425] Swart and co-workers
showed that, regardless of the extension of the core used in ECPs, the use of an e↵ective core poten-
tial results in spin-state splitting that did not converge to the common limit attainable by all-electron
basis sets. [426] Other pitfalls were also pointed out, including2 association of ECPs with artifacts
in the topological analysis of electron density distributions, [427] and incorrect qualitative results in
molecular magnetism calculations. [428] For this study, the Stuttgart RSC ANO/ECP basis set with
28 core electrons and contraction of 14s13p10d8f3g/[6s6p5d4f3g] type, as developed by Cao and
Dolg, was employed. [341]

A di↵erent approach to account for relativistic e↵ects is implementing the Douglass-Kroll
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transformation of the Hamiltonian. For the geometry optimizations and frequency calculations in-
cluded in this study, the second-order Douglass-Kroll-Hess (DKH) scalar relativistic correction was
used. [287] DKH is a good approximation to the relativistic e↵ects on heavy elements mainly be-
cause it is accurate enough to give results that are close to the one and many electron four-component
approaches. [287] Segmented all-electron relativistically contracted basis set (SARC), developed
by Pantazis and Neese, is used in our study. This basis set was optimized using the second-order
Douglass-Kroll-Hess relativistic Hamiltonian. [282–284] Such basis sets, despite their compact size,
provide a balanced treatment of di↵erent electronic configurations of lanthanides, thus they can be
used with confidence.

To further study the electron detachment process and describe the nature of the detached
electron, we used the natural ionization orbital (NIO) model. [117] The NIO model allows us to dis-
tinguish between one-electron transitions and transitions where ionization is accompanied electron
rearrangement which is often associated with shake-up/shake-down states. [112, 125] The calcula-
tion of excited states was carried out using the linear response form of time-dependent density func-
tional theory (TD-DFT). [236, 237] The calculations were performed starting from the optimized
DFT ground-states. The nature of each excitation was characterized using the natural transition
orbital model (NTO). [46]

7.3 Benchmarking Results

Experimental results obtained by Chick-Jarrold group reported the establishment of ioniza-
tion potentials (IPs) of EuH- and EuOH- to be 0.771 eV and 0.700 eV, respectively. Backed by
both photoelectron spectroscopy and quantum chemical calculations, they were able to determine
the ground-state anion spin-states to be octets. In addition, they reported that the lowest-energy ion-
ization occurs via a detachment of a 6s Eu-based � electron into the ground-state neutral. Starting
from the provided experimental results, we first compare IP values obtained from various theoretical
models. A summarized comparison of the deviations of calculated IPs from the experimental value
is given in figure 7.1.
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Figure 7.1: Bar graphs representing the deviation of the calculated electron a�nities of EuH (Top)
and EuOH (Bottom) anions from the experimental values (0.700 eV for EuOH and 0.771 eV for
EuH). Values in blue represent detachment from the septet anion and values in orange represent
detachments from the nonet anion. All calculations represent detachments into ground-state octet
EuH and EuOH, respectively.
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The lack of proper treatment of both static and dynamic correlation in Hartree-Fock model
gives rise to unreasonable calculations of ionization potentials. Due to the presence of 4f7 manuifold
and its near-degeneracy with the di↵use 6s orbital, e↵ects of electron correlation on IP values is ex-
pected. For both ↵ and � electron detachments from EuOH- and EuH-, HF calculations predict
energy gaps that are either too small (near-zero values) or too large. An example on the latter
would be the 7⌃–  8⌃– EuOH detachment calculated with HF using ECPs on Eu center (1.31
eV). Another inconsistency can be identified from fig. 7.1 with MP2 calculations. While MP2
calculations on open-shell species, including electron xdetachments, has been a matter of question-
ing, [429–435] we show here two extreme cases of inconsistency in MP2 results. Calculating the
7⌃–  8⌃– EuOH- detachment energy using ECPs on Eu gives an IP value of 1.61 eV, which is
0.91 eV higher than the experimental value. On the other hand, performing the same detachment
calculations using MP2 but replacing the ECPs with the SARC all-electron basis set (in addition to
incorporating the DKH integrals), we were able to calculate an accurate IP value of 0.69 eV, which
is in perfect agreement with the experimental value (0.700 eV). However, di↵erent results were ob-
tained when we calculated 7⌃–  8⌃– EuH detachments. Both MP2/ECP and MP2/SARC/DKH
calculations produce IP values that are lower than the experimental IP. This inaccuracy in IP cal-
culation can be interpreted as the inability of MP2 to properly account for electron correlation in
systems with a manifold of partially-occupied 4f subshells. CCSD and CCSD(T) calculations have
shown good agreement with the experimental IPs of EuH- and EuOH-. It is noteworthy to mention
that in both CCSD and CCSD(T) calculations, starting from a Hartree-Fock reference calculated
at the SARC/DKH method gives better agreement with the experimental values than starting with
a HF reference obtained using ECPs on Eu. Fig. 7.1 shows that SARC/DKH calculations using
CCSD and CCSD(T) produce IP values that are more accurate than their ECP analogue by 0.2-0.3
eV. All detailed calculations are given in the supporting information appendix.

Hybrid DFT functionals serve as a balanced treatmet between computationally expensive
correlated models on one side and relatively-a↵ordable mean-field approximations. Using the un-
restricted formalism of B3PW91 functional, our calculations, using both SARC/DKH and ECPs
give results that are in good agreement with experimental values (within accepted chemical accu-
racy). Errors in IP calculations using SARC/DKH on both EuOH- and EuH- were determined to
be ˜0.1-0.14 eV while ECP calculations have a wider range of errors, ranging from 0.02 eV for
the 7⌃–  8⌃– EuH- detachment to 0.2 eV for the 9⌃–  8⌃– EuH- detachment. The consis-
tency and accuracy of our DFT results using SARC/DKH model, in addition to its mean-field cost,
promotes this method’s use for modeling photodetachments of small lanthanide-based clusters. An-
other advantage of using this model is its ability to calculate the septet-nonet energy gaps in both
EuOH and EuH neutrals. In fact, most model chemistries used were able to accurately predict the
septet-nonet gaps. More precisely, B3PW91/SARC/DKH predicts EuH �Eseptet–nonet to be 0.27
eV, which is slightly higher than the experimental value (0.18 eV). A similar behavior was observed
was observed with �Eseptet–nonet for EuOH (DFT gets 0.25 eV vs. experimental 0.16 eV ).

Further inspection of the results from B3PW91/SARC/DKH results allows us to determine a
simplfied molecular orbital diagrams of the low-lying states of EuOH and EuH neutrals and anions.
Starting with EuH, the ground-state anion was determined to have a 4f 7�26s2 electronic configura-
tion, with the valence electrons occupying Eu-based orbitals. The doubly-occupied 6s orbital poses
as the cite of electronic detachment. Detaching the ↵ 6s orbital gives us the 4f 7�26s septet while
detachment of the � 6s-based electron lands on the 4f 7�26s nonet neutral. A very similar behavior
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was observed with the MO diagrams of EuOH anions and neutrals. The only point of di↵erence
between the MOs of EuOH and EuH is the presence of two doubly-occupied bonding ⇡ orbitals.
This has been identified and quantified for the whole LnOH series in chapter 4. The electronic
configuration arising from the MO diagram of EuOH- is 4f 7�2⇡46s2 and the corresponding septet
and nonet neutrals exhibit an electron configuration of 4f 7�2⇡46s , where the two states di↵er in
the spin of the electron residing in the 6s singly-occupied orbital.

Figure 7.2: Franck-Condon simulations of EuH– detachments (left) and EuOH– detachments (right)
alongside the NIOs that correspond to the detachments. �electron values represent occupation
change numbers of the orbitals. The blue arrow indicates the orbitals involved in this electron
relaxation.

To further confirm the validity of the model chemistry used (B3PW91/SARC/DKH), we per-
form Frank-Condon progressions and NIO analysis on the d↵erent EuOH and EuH detachments.
Figure 7.2 shows the franck-condon progressions for 7⌃–  8⌃– and 9⌃–  8⌃– detachments for
EuH and EuOH anions. As shown , the simulated peaks are in good agreement with the experi-
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mental photoelectron spectra as well as the simulations performed by the Chick-Jarrold Lab. NIO
analysis provides the orbital picture of the detachments and indeed confirms that the reported de-
tachments occur via removal of an electron from the 6s orbitals. NIO analysis also points out that
in the cases of 7⌃–  8⌃– detachments in both EuH- and EuOH-, a partial electron relaxation is
observed (�electron = ±0.3). The orbital picture of this relaxation is best described as a contraction
of the 6s ↵ spin orbital upon detachment. Such a behavior arises from the loss of coulombic inter-
action between the ↵ and � electrons that were initially present in the 6s orbital of the ground state
anions of EuH- and EuOH-. In addition, the NIOs provide a reasonable explanation on the relative
intensities of the two detachments in each of the species. 9⌃–  8⌃– is shown to be a strictly
one-electron process, while 7⌃–  8⌃– shows reasonable electron relaxation upon ionization, a
factor that would lower the intensity of the latter detachment relative to an analogous one-electron
process. The use of B3PW91 functional with an all-electron basis set and second-order Douglass-
kroll-Hess relativistic integrals has been shown to accurately model the photodetachment of EuH
and EuOH anions and will be used to resolve the spectral peaks in the photoelectron spectrum of
mixed EuO/EuOH species.

7.4 Resolving the EuO – Photoelectron Spectrum

Kafader and coworkers have analyzed the mixed EuO/EuOH anion photoeletron spectrum.
[114] Supported by DFT calculations, the group reports a linear EuOH geometry to be the ground-
state structure for both the anion and the neutral. As mentioned before and further discussed in
chapter 4, this has been shown by our previous work to be a feature common across the lanthanide
series. The reported EuOH anionic state has a 8⌃– electronic state with 4f 76s2 electronic config-
uration. The neutral EuOH ground-state has a 9⌃– state. Additionally, a 7⌃– state was identified
that lies at 0.18 eV higher in energy than the ground-state. Both neutrals exhibit a 4f 76s configura-
tions. Franck-Condon simulations on the 9⌃–  8⌃– and 7⌃–  8⌃– detachments were performed.
Comparison of these simulated spectra with the experimental photoelectron spectrum allowed the
assignment of peaks A0 (0.70 eV) and A1 (0.76 eV) to the 9⌃–  8⌃– detachment and peaks B0
(0.86 eV) and B1 (0.93 eV) to the 7⌃–  8⌃– detachment. Combined calculations of the adiabatic
detachment energies and Franck-Condon progressions allowed the establishment of the electron
a�nity of EuOH to be 0.70 eV.

Two competing electronic states for the anion EuO were also previously calculated [114]:
the septet and the nonet states. Previous calculations confirmed the likelihood of presence of two
anionic species within around 0.15 eV di↵erence. The septet state, being the lower in energy, was
determined to have an electronic configuration of 4f66s2 while the nonet’s electronic configuration
was determined to be 4f76s. Detachments from both states into two octet electronic states were
identified. The octet electronic states found had configurations of 4f7 and 4f66s states. The relative
energies of these states was found to be 0.63 eV and 1.03 eV, respectively. These electronic config-
urations have been supported by the Chick-Jarrold group using both the ionic bonding framework
as well as the ligand field theory approach.

Thus from the calculated electron a�nities, alongside the experimental photoelectron spec-
trum of mixed EuO/EuOH, partial spectral assignments for both EuO and EuOH were performed
[114]. While the authors clearly define the electron a�nity of EuOH, the existence of two energeti-
cally competitive EuO- spin states added complexity to the mixed photoeletron spectrum. Ths com-
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Figure 7.3: Relative energies (in eV) of the low-lying states of EuO anions and neutrals. Asterisks
(*) indicate the presence of an excited state.

plexity prevented the definite assignment of spectral peaks corresponding to the photodetachments
of EuO–. The reported photoelectron spectrum can be split into three regions: region (a) includes
the peaks located at ˜0.5-0.7 eV, region (b) includes multiple peaks located at roughly around 0.7-
1.0 eV, and region (c) includes several, lower-intensity peaks compared to those appearing at region
(b). Peaks appearing in region (b) of the photoelectron spectrum were determined to be originating
from detachments due to EuOH- ionization. The peaks in region (a) have been shown by DFT cal-
culations to represent EuO– nonet to octet detachments (4f7 state). Such an ionization involves the
detachment of a 6s orbital while preserving the set of half-filled 4f orbitals. On the other hand, two
detachments from the septet state into both octet and sextet were tentatively assigned to region (c),
both detachments require the ionization of 6s electron on the septet anion. Thus, the comparison
of the experimental photoelectron spectroscopy and franck-condon progressions further support the
presence of two energetically competitive ground-state anions of EuO and further complicates the
resolution of the peaks corresponding to EuO- photoelectron spectra.
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Figure 7.4: Franck-Condon simulations on septet and nonet detachments into the ground-state octet
(top left), and detachments into the excited state neutrals (top right). Orbitals shown on the left side
represent the NIOs for each of the detachments and values given in parenthesis represent occupation
change numbers. Right-hand-side simulations include NTO hole/pair orbitals that represent a one-
electron process which accesses the set of excited states.
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While our calculations confirm the existence of several of the previously-reported states, we
do note that treating relativistic e↵ects in the system using both an all-electron basis set and second-
order Douglass-Kroll-Hess Hamiltonian have aided us in finding new energetically-competitive
electronic states. Of particular interest, our calculations have defined a competitive 4f76s septet
state, where the 6s electron is antiferromagnetically coupled with the 4f7 electron manifold. This
new septet electronic state is close-lying in energy compared to the nonet anion, with an energy
di↵erence of only 0.05 eV. Such a small gap in energy paves the way for possible significant contri-
butions to the experimental photoelectrom spectrum arising from electronic detachments from this
particular electronic state. In addition, a manifold of five close-lying excited state EuO neutrals
were identified. These states lie in the range of 1.23-1.52 eV above the ground state anion and 0.61-
0.92 eV higher in energy than the ground state neutral octet. The calculated relative energies of the
set of identified electronic configurations raise the possibility of their contribution to the previously
described region (c) of the photoelectron spectrum. Moreover, these excited states share a common
superconfiguration 4f66s, yet their di↵erence is the location of the electron hole in the 4f manifold.
While ideally, and due to the presence of seven half-filled 4f orbitals, we expect to locate all seven
excited states within the 1.23-1.52 eV relative energy window.

However, our calculations show that only five of those states correspond to minima on the
potential energy surface of EuO. The remaining two states do not correspond to minima on the
potential energy surface of EuO and second-derivative calculations confirmed the nature of these
two states as first-order saddle points and therefore will not be included as contributors for peaks in
the experimental photoelectron spectrum.

Figure 7.3 shows the di↵erent low-lying anions and neutrals of EuO, with their relative en-
ergies and electronic configurations. Starting from the electronic configurations of anions and neu-
trals, we can clearly notice that the ground state EuO neutral is accessible via a one-electron process
detachment from either one of the ground-state anions. This process is best described as a detach-
ment from the singly-occuppied 6s orbital leading to a 4f 7 ground-state neutral (8⌃–) which lies at
0.64 eV above the ground-state anion. Franck-Condon simulations on 8⌃–  9⌃– and 8⌃–  7⌃–

are shown in figure 7.4 along with the NIOs corresponding to each detachment. Simulations have
shown peaks appearing at ˜0.6 eV in region (a) of the photoelectron spectrum. Previous work by the
Chick-Jarrold group has identified the 8⌃–  9⌃– detachment to be contributing to peaks X0 (0.57
eV) and X1 (0.65 eV), which is in agreement with our simulations. However, the 8⌃–  7⌃– de-
tachment also exhibits peaks at similar energies as the nonet detachment simulations. This suggests
contributions from both anionic states to region (a) of the photoelectron spectrum. Furthermore,
NIO analysis of both detachments show that the detached electron originates from Eu-based 6s
orbital accompanied by a partial electron rearrangement (�electron = ±0.27 for 8⌃–  9⌃– and
�electron = ±0.20 for 8⌃–  7⌃–).

Figure 7.3 also shows the ground-state EuO neutral as well as the five neutral EuO excited
states (indicated with an asterix). All of these identified states are less than 1 eV higher than the
ground-state neutral. NTO analysis, combined with the NIOs of 8⌃–  9⌃– detachment, show the
one-electron nature of detachments from the nonet anion to one of the excited states. NTO analysis
shows that accessing one of these excited states from the ground-state anion requires a detachment
from a 4f orbital. These five detachment can be classified according to the symmetry of the orbital
from which the electron ws detached from. Excited states appearing at 1.27 eV bear a 4f⇡ electron
hole, while the next state has a 4f� hole and the states at 1.52 eV bears the electron hole at 4f�.
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Franck-Condon progressions on detachments from nonet anion into the manifold of excited states
is shown in figure 7.4. Following up from these progressions we can notice the resemblance of the
Franck-Condon profiles of all but the 4f� detachment with the experimental photoelectron spectrum.
Particularly, peaks Y0 and Y1 correspond to detachment of one of the two 4f⇡ electrons present in
the ground-state nonet. Additionally, peaks Z0 and Z1 correspond to detachments from one of the
occupied 4f� orbitals. A simplified MO diagram of EuO anionic states is shown in fig. 7.5. The
MO diagrams of both nonet and septet anions is quite similar, both exhibit a half-filled 4f manifold
and a singly-occupied 6s orbital. Accessing the ground-state octet requires detachments from the 6s
orbital (shown in red), while detaching into an excited state neutral requires detachment from one of
the singly-occupied 4f orbitals (shown in green). The MO diagram of nonet EuO– shows a distinct
feature: the near-degeneracy of 6s and 4f orbitals. This feature allows the feasibility of accessing
the manifold of excited state EuO neutrals bearing a 4f 66s superconfiguration. All detachments
that have been identified originate from Eu-based orbitals, while the � and ⇡ bonding orbitals of
both spin-states of EuO– remain intact.

97



Figure 7.5: Simplified molecular orbital diagrams of septet (top) and nonet (bottom) EuO–. Elec-
trons shown in red correspond to detachments into the ground-state octet, while electrons shown in
green represent detachments into excited states.
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Previous studies on small lanthanide oxide clusters have been reported. [77, 114, 115, 126–
128, 329, 331, 340, 399] These studies include various clusters of europium, samarium, cerium, and
praseodymium oxides and all exhibit detachments from Ln 6s-like molecular orbitals. In all the
studied detachments, results show that the partial 4f n occupancy is highly preserved between the
anion and its corresponding neutral. Yet, as the 4f n occupancy increases on the lanthanide center(s),
the photoelectron spectrum becomes more complicated. This e↵ect reflects the increased coupling
between core-like 4f orbitals and di↵use 6s orbitals. The special case of EuO presents itself as a
central example to understand the nature and the e↵ect of the 4f-6s mixing in lanthanides. This
special case rises from the presence of a half-filled manifold of 4f orbitals in addition to a singly-
occupied 6s orbital. While it is noteworthy to mention that accessing the ground-state octet EuO
neutral requires detachment from a Eu-based 6s-like orbital, the half-filled manifold presents a small
energy gap between the ground-state neutral EuO and its manifold of excited states bearing a 4f 66s
superconfiguration. This was supported by out DFT calculations on excited states of EuO, in which
the energy gap corresponding to the 4f 7 ! 4f 66s excitations was shown to be less than 1 eV.

7.5 Summary

Using the appropriate DFT-based model chemistry, the aim of this chapter is twofold: (1)
highlight the adequacy of proper treatment of scalar-relativistic e↵ects in modeling the photode-
tachment process of lanthanide-based clusters and (2) provide an enhanced rationalization of the
mixed EuO/EuOH anion photoelectron spectrum.

Calculations on photodetachments of EuOH and EuH anions using explicit treatments of
scalar-relativistic e↵ects within the second-order Douglass-Kroll-Hess approach, coupled with an
all-electron basis set optimized within the relativistic Hamiltonian have shown to accurately model
the photodetachment within the chemical accuracy of DFT methods and give a clear description
of the molecular and electronic structures of EuH and EuOH neutrals and anions. In addition, this
method accurately performs Franck-Condon progressions that have been shown to be in good agree-
ment with experimental results and thus provide a crucial metric in performing spectral assignments.

Based on this,we have performed DFT calculations to model the photodetachment of EuO-.
Our calculations have shown two types of detachments: a 6s-detachment peak profile originating
from detaching an electron from a nonet or a septet (4f 76s) into the 4f 7 ground-state neutral octet.
Peaks corresponding to this detachment appear at ˜0.6 eV. In addition, our calculations located five
close-lying excited states of EuO neutral with a 4f 66s superconfiguration. These states are less
than 1 eV higher in energy than the ground-state neutral. Franck-Condon progressions have shown
that four of these states correspond to peaks on the photoelectron spectrum appearing at ˜1.5 eV.
The ability of the used DFT model chemistry to simulate the peaks appearing at ˜1.5 eV reflects the
accuracy of this model to describe the proper physical features resulting from the relativistic e↵ects
on the orbitals, as it is known [436] that s orbitals contract while 4f orbitals become more di↵use
under proper treatment of relativistic e↵ects. The increased di↵use in 4f orbitals, in addition to the
increased coupling between 4f and 6s orbitals, allows the accessibility of detaching an electron from
the 4f manifold.

The concept of 4f detachment in lanthanide-based clusters has been reported and described
in this study, yet more insight into the nature of this type of detachment is required for the sake
of providing an enhanced chemical and physical description of this detachment. Methods to im-
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prove modeling of 4f detachments include implementation of more accurate treatments of relativis-
tic e↵ects in addition to enhancements of available spin projection tools that can properly handle a
spectrum of close-lying spin states.
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Chapter 8

Photoelectron Spectra of Gd2O–
2 and

Non-Monotonic Photon-Energy
Dependent Variations in Populations of
Close-Lying Neutral States

“Dialectics is the logic of contradiction.”

— Reason in Revolt, Alan Woods & Ted Grant.

This work is part of a collaboration between the Hratchian group at UC Merced and Chick-
Jarrold group at Indiana University. All reported experimental procedures and results were per-
formed by our collaborators. Further experimental details can be found in references [437].
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Abstract

Photoelectron spectra of Gd2O –
2 obtained with photon energies ranging from 2.033 eV to 3.495

eV exhibit numerous close-lying neutral states with photon-energy-dependent relative intensities.
Transitions to these states, which fall within the electron binding energy window of 0.9 and 1.6 eV,
are attributed to one- or two-electron transitions to the ground and low-lying excited neutral states.
An additional, similar manifold of electronic states is observed in an electron binding energy win-
dow of 2.1 to 2.8 eV, which cannot be assigned to any simple one-electron transitions. This study
expands on previous work on the Sm2O– triatomic, which has a more complex electronic structure
because of the 4f 6 subshell occupancy of each Sm center. Because of the simpler electronic struc-
ture from the half-filled 4f 7 subshell occupancy in Gd2O2 and Gd2O –

2 , the numerous close-lying
transitions observed in the spectra are better resolved, allowing a more detailed view of the changes
in relative intensities of individual transitions with photon energy. With supporting calculations on
the numerous possible close-lying electronic states, we suggest a potential description of the strong
photoelectron-valence electron interactions that may result in the photon-energy dependent changes
in the observed spectra.

8.1 Introduction

Electron correlation is central to the electronic structures and properties of matter, and en-
hancing our understanding of strongly correlated electronic materials is a prominent theme of sci-
entific grand challenges. The lanthanides (Ln) have proven to be fertile ground in this arena, [438]
with Ln atomic ions, molecules, and materials finding applications in the areas of quantum sim-
ulators [439] and single molecule magnets, [440] the latter of which is associated with potential
application in spintronics materials. [441] The Ln 4f n series is characterized by elements having
similar chemical properties, for as the atomic number increases, the occupancy of the contracted
and nuclear-shielding 4f n subshell increases.

Partially-filled 4f n subshells and close-lying 5d and 6s orbitals give rise to a rich constellation
of close-lying, nearly identical electronic states. If we consider LnO diatomic molecules, in which
the valence orbital occupancy can be described in general terms as [�2

2p⇡
4
2p] 4f n�6s , numerous

close-lying states associated with the coupling between the 4f and �6s electrons, and the manifold
states associated with the projection of jf and j6s onto the internuclear axis (⌦). As an example,
CeO (4f 1�6s ) has 16 states within a 0.5 eV window of energy, [96–98] SmO (4f 5�6s ) has 30 states
in the same window, plus tens more slightly higher in energy. EuO (4f 7) and GdO (4f 7�6s ), near
the center of the row are much simpler, having one and two states arising from those occupancies,
respectively, because of the zero-orbital angular momentum associated with the half-filled 4f (8S )
subshell. [442]

Electron correlation is also an important governing factor in photoionization and photode-
tachment processes. A recent study reported unusual phenomena observed in the anion photoelec-
tron (PE) spectra of SmxOy suboxide (y � x ) cluster anions, along with mixed Ce-Sm suboxides.
Specifically, a striking increase in the relative intensities of excited states with decreasing photon
energy (decreasing electron kinetic energy, e–KE), [77, 126, 399] was observed — opposite of the
Wigner threshold law. [443] This e↵ect was most pronounced in clusters with average oxidation
states of the metal centers in the clusters being less than or equal to +2, and it was not at all ob-
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served in pure cerium oxide clusters of any stoichiometry. This result suggested that the higher
density of states associated with the Sm center contributed to the e↵ect.

Resonance with excited anion states embedded in the detachment continuum can have pro-
nounced e↵ects on the intensities of detachment transitions, with a few examples included in the
references. [405, 406, 444–447] However, the underlying source of the changes in excited state
intensities in the case of these samarium-containing suboxide clusters appeared to be shake-up tran-
sitions or internal inelastic scattering from strong photoelectron-valence electron (PEVE) interac-
tions. Previous work explored this e↵ect in more detail, and an increase in the relative intensity
of an unresolved manifold of excited state transitions in the Sm2O– PE spectrum was observed.
This behavior was inversely proportional to the momentum of the photoelectrons by measuring
the spectrum over a range of photon energies. [117] The trend of increasing excited state intensity
with decreasing momentum additionally showed a broad oscillation that was likely due to a shape
resonance. Overall, however, the e↵ect was largely interpreted as PEVE interactions, which was at-
tributed to the very high density of electronic states in a narrow window for Sm2O, associated with
the 4f 5 or 4f 6 subshell occupancy, the latter being predicted to be the lower lying configuration in
DFT calculations.

In this report, we present a new and striking example of this intriguing inverse-threshold phe-
nomenon by examining the Gd2O –

2 cluster. We hypothesized this system would provide a useful
canvas for exploring the fundamental physics of this e↵ect due to the much simpler electronic struc-
ture a↵orded by the 4f 7 subshell occupancy. Based on DFT calculations, Gd2O –

2 is expected to
have D2h symmetry, with the two O-atoms bridging the Gd centers which are separated by ca. 3.1
Å. As depicted in Figure 8.1, the highest occupied orbitals are the in- and out-of-phase combina-
tion of the Gd 6s orbitals (ag and b1u , symmetries, respectively). According to the calculations
(vide infra), the spin projection is entirely along the Gd–Gd axis. Therefore, for simplicity, we will
forego the D2h symmetry terms, and refer to the non-bonding Gd-local orbitals arising from 6s and
5d orbitals by their symmetry with respect to the Gd–Gd axis (�6s,g ,�6s,u , �5d ,g etc.).

As shown schematically in Figure 8.1, the �6s,g and �6s,u orbitals can be described as outer-
valence. Covalent bonds are formed from the O 2p and Gd 5d orbitals, and are predicted to be more
than 3 eV lower in energy, while the core-like non-bonding Gd 4f orbitals are an additional 2 eV
lower in energy. Analogous to the GdO diatomic, the general electronic structure of the neutral can
be described as two Gd2+ centers with 4f 76s1 electronic configurations. In an isolated Gd2+ atom,
the half-filled 4f subshell would be a spherically symmetric, high spin core. Some polarization away
from the O centers is expected in the Gd2O2 anion and neutral, but the overall contribution of the
4f orbitals to the electronic term would be ag . The anion has an additional electron in the outer-
valance 6s-based orbital, and a 16B1u electronic term would result from ferromagnetically (FM)
coupled 4f 7 centers; a 2B1u term would arise from antiferromagnetically (AFM) coupled centers
and is calculated to be 0.07 eV higher in energy. The paramagnetism in di-Gd complexes has made
them e↵ective MRI contrast agents. [448]
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Figure 8.1: Molecular and electronic structure of the lowest energy state of Gd2O –
2 computed using

the B3LYPANO-ECPplusPVTZ method
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Given this electronic structure, the detachment spectrum is expected to exhibit three close-
lying one-electron transitions associated with detachment of any of the three outer valence electrons.
Because the orbitals are di↵use and non-bonding, the anion and neutral should have nearly identical
structures, yielding vertical detachment transitions. Additional nearly-vertical transitions would be
observed if the ion beam were also populated with the AFM-coupled 2B1u state or the lower-spin
14B1u state arising from antiparallel alignment between the outer-valence electron and the (FM-
coupled) 4f 7 electrons.

In contrast, the PE spectra of Gd2O –
2 collected with photon energies ranging from 2.033 eV

to 3.495 eV do not exhibit three simple, near-vertical transitions. Rather, they exhibit two distinct
manifolds of close-lying electronic transitions, and the emergence of two-electron transitions with
decreasing e–KE. Unlike the results for Sm2O–, the relative excited state intensities do not change
smoothly with photon energy. We consider the e↵ect of the ejected electrons’ electric field on the
highly polarizable outer valence orbitals as well as the relative stability of the FM and AFM states,
along with larger zero-field splitting parameter in particular spin states of neutral Gd2O2.

8.2 Computational Methods

Calculations were performed using local development and release versions of the Gaussian
suite of electronic structure programs. [176,394] All calculations were performed using the B3LYP
functional and the unrestricted formalism for all open-shell species. [27] The Stuttgart relativistic
small-core atomic natural orbital basis set and corresponding e↵ective core potential with 28 core
electrons and a contracted Gaussian basis for valence electrons was used for the gadolinium centers
(ANO/ECP), [341] and a Dunning-style correlation consistent basis set for oxygens. [395] A thor-
ough search of di↵erent geometries and spin-states was performed. Geometry optimizations were
carried out using standard methods and the nature of all identified stationary points was confirmed
by vibrational frequency analysis. [179] The stability of the Kohn-sham determinants was verified
for all calculations and the electronic structures of all converged Kohn-Sham DFT determinants
have been fully characterized. [177, 178] Spin contaminated determinants were spin purified using
the Approximate Projection model of Yamaguchi and co-workers, as implemented and externed by
Hratchian and co-workers. [403, 405–407, 449]

The natural ionization orbital model (NIO) has been used to provide an orbital represen-
tation of electron detachment processes. [117] This analysis utilizes the di↵erence in calculated
one-particle density matrices and allows the di↵erentiation between one-electron transitions and
shake-up/shake-o↵ transitions.

To facilitate convergence to various neutral electronic states, we use the projected initial max-
imum overlap method (PIMOM), [450] which is a variant of the initial maximum overlap method
(IMOM) recently reported Gill and coworkers. [451, 452, 452] This family of methods facilitate
the calculation of electronic exited states using ground state self-consistent field (SCF) solutions.
By using an initial guess generated from ground state Kohn-Sham molecular orbitals, and a pro-
jected overlap metric, the PIMOM method provides a means for smoothly driving SCF convergence
toward challenging electronic structures.

We note that for molecules with exceptionally complex electronic structure, such as cases
where gaps between electronic states are on the order of a few-tenths of an eV the true electronic
structure may exhibit meaningful multi-determinantal character. Under such condition, Kohn-Sham
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DFT results must be used with care. Evaluations of determinant stability and spin-squared expec-
tation values for the most relevant low-energy states suggested that single-determinant treatment is
su�cient. Indeed, anion-neutral energy gaps, Franck-Condon simulations, and NIO analyses using
such DFT results yielded very good agreement with experimental results.

8.3 Results

The Gd2O –
2 photoelectron spectra obtained by Chick-Jarrold group is shown in figure 8.2.

The spectra all show a group of transitions between 0.9 eV and 1.6 eV (manifold I), with fairly
parallel photoelectron angular distributions (PADs). Additional transitions are observed above 2 eV
(manifold II) in spectra obtained with higher photon energies. A general trend in the spectra mea-
sured with di↵erent photon energies is an increase in the relative intensities of higher e–BE (excited
state) transitions with decreasing photon energies, in apparent violation of the Wigner threshold
law; we note that this behavior resembles previous results on Sm2O–. [453] However, in contrast
to the Sm2O– spectra, many of the numerous electronic transitions are well-resolved, allowing the
observation of non-monotonic change in relative intensity with photon energy.

8.3.1 Transitions in manifold I in the photoelectron spectrum

Based on previous work, [103,114,115,115,127,128,329,331,340] homo- and heteronuclear
lanthanide oxide cluster anions with average metal oxidation state less than +3 exhibit photode-
tachment transitions around e–BE ⇡ 1 eV. The transitions can be described as creating a hole in
a 6s-based molecular orbital. They are characterized by large photodetachment cross sections and
parallel PADs. Manifold I in the Gd2O –

2 spectrum shares these characteristics.
The spectrum measured with the highest photon energy, 3.495 eV, is most appropriately inter-

preted in the “sudden” detachment framework. [453, 454] We therefore make an initial assignment
of manifold I on the basis of the appearance of this spectrum [Figure 8.2]. Additional features in
the Gd2O –

2 spectrum emerge in manifold I in the spectra measured with lower photon energies, as
described below.

There are four distinct features in manifold I in Figure8.2, labeled X, A, b, and c. X and
b are broader than A and c, and the X-b and A-c energy splitting is very similar to the X 9⌃– –
a7⌃– splitting in the GdO diatomic (0.23 eV). [455, 456] The states of the diatomic both have
4f 7�6s electronic configurations and di↵er only in the spin of the electron in the �6s orbital. It is
therefore tempting to assign these two sets of peaks to transitions associated with detaching either
an ↵ or � electron from one of the �6s MOs of Gd2O2. However, this splitting also coincides
with the energy interval between two narrow and intense features observed in the much simpler
PE spectrum of Ce2O –

2 ; in neutral Ce2O2, the coupling between the electrons occupying the 6s-
based orbitals and the electrons singly occupying a 4f orbital on the two separate Ce centers is ca.
0.01 eV, and the 0.23 eV observed splitting was attributed to the di↵erence in energy associated
with detaching the electron from the �6s,g and �6s,u orbitals. The four features therefore suggests
a combination of splitting between possible spin states and the splitting between di↵erent states
accessed by detachment from the �6s,g and �6s,u outer valence orbitals.

As a starting point, we consider the computational results summarized in Figure 8.3 and Table
8.1. Table 8.1 also includes calculations on the GdO– and GdO diatomics, along with previously
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Figure 8.2: Anion PE spectra of Gd2O –
2 measured using (a) 3.495 eV, (b) 3.024 eV, (c) 2.621 eV, and

(d) 2.033 eV photon energies. Darker colors are spectra measured with laser polarization parallel
to the electron drift path, lighter colors with perpendicular polarization. Vertical rose and gray lines
are included to guide the eye between transitions common to all four spectra.
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reported experimental and ligand field theory results. [442] The reasonable agreement between DFT,
LFT and experiment provides a measure of validation for the DFT calculations in predicting the
energy ordering of the states. As shown in Figure 8.3, the highest spin anion 16B1u is predicted to be
the lowest energy state, with the AFM-coupled analog, 2B1u , state lying 0.07 eV higher. The small
energy di↵erence calls into question the identity of the true ground state. However, calculations
including spin projection models predict the 2B1u state to be 0.09 eV higher than the 16B1u state,
and calculations with varying degrees of exact exchange (B3LYP, BLYP, B3PW91, and M062x) all
gave similar results, with AFM excitation energies ranging from 0.06 to 0.08 eV. The 14B1u state,
in which the spin of the electron in the �6s,u orbital is antiparallel to the 4f electrons, is predicted to
be 0.18 eV higher in energy than the 16B1u ground state, which is reasonable considering the 0.23
eV 7⌃ – 9⌃ splitting in GdO.

Neutral states are situated above the anion states that connect to them by strictly one-electron
detachment transitions in Figure 8.3. A noteworthy result is that the lowest energy electronic state
of the neutral is the 1Ag (AFM-coupled) state, which is predicted to be 0.78 eV above the 16B1u
state; the one-electron 1Ag  2B1u transition would be observed at e–BE ⇡ 0.7 eV. This result,
however, calls into question how accurately DFT calculations quantitatively predict the di↵erence
in energy for the 1Ag and 15Ag states (0.78 eV versus 1.08 eV). Coupling between the 4f 7 cores in
dincuclear Gd(III) complexes is small, with energy di↵erences between the FM- and AFM-coupled
states on the order of 1 cm–1, [457] though additional electrons in the outervalence orbitals may
increase the coupling. [458, 459] In the case of the 1Ag and 15Ag states, the outervalence electrons
are paired. In contrast, the 17B1u state is predicted to be lower in energy than its AFM 3B1u analog,
and similarly, the FM-coupled 16B1u state is predicted to be lower in energy than its AFM 2B1u
analog, which suggests that unpaired outer-valence electrons stabilize FM coupling between the 4f 7

cores.
Both the 16B1u ground state and 14B1u excited state have three one-electron accessible neu-

tral states predicted in a ⇠ 0.9 to 1.7 eV window of energy above the 16B1u state, the 15Ag state
being a common final state, for a total of five neutral FM-coupled states. The open-shell 15-tets are
predicted to be nearly isoenergetic at 1.70 eV. We note that the AFM-coupled analog to the open
shell 15-tet states, the 1B1u state, is also calculated to be very close in energy to these three 15B1u
states.

A simulation invoking a rigid one-electron detachment assumption and identical detachment
cross sections for every transition is shown in Figure 8.4. The intensities of transitions from the
14B1u state are Boltzmann weighted assuming an excitation energy of 0.18 eV and a liberal tem-
perature of 1000K. We also assume the AFM-coupled 2B1u state is not present in the ion beam.
The spectrum is dominated by three transitions from the 16B1u state. Three predominant transitions
do not qualitatively agree with the spectrum. The cryo-SEVI spectrum of SmO– reported by Weich-
man et al. [460] exhibited a number of transitions that fall outside of the rigid one-electron picture.
If we include transitions to all five FM-coupled states, which implies that the four 2S+1B1u states
are mixed and that spin is not a good quantum number, the simulation [Figure 8.4] does have four
pronounced transitions, one of which involves overlapping transitions to the two nearly isoenergetic
open-shell 15B1u states. Electronic hot bands shown also assume the 14B1u state can access all five
neutral F-coupled states.

Agreement between the simulations and the transitions in manifold I is not perfect. The
energy range in which the simulated transitions are predicted to lie is ca. 0.3 eV broader than the
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Figure 8.3: Schematic of the relative energies of the low-lying AFM- (blue dashed lines) and FM-
coupled (black solid lines) anion and neutral states of Gd2O2, along with several higher-energy
excited states of Gd2O –

2 , including several lying within the experimental photon energy range (gray
box). The states indicated by green boxes are connected by one-electron loss of the anion
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Electronic Structure DFT Relative Exp. LFT
Energy (eV) Relative Energy

GdO 9⌃(4f 7�↵6p) 2.54 2.62 2.61
9⇧(4f 7⇡↵6p) 1.90 2.34 2.18
9�(4f 7�↵

5d
) 1.39 — 1.44

a9⌃(4f 7��6s) 0.27 0.23 0.25

X9⌃(4f 7�↵6s) 0 0 0

GdO– 8⌃(4f 7�2
6s) e–BE = 1.05 1.19

DFT Optimized Gd Gd Optimized
Energy (eV) Internuclear Gd O Gd

Distance (Å) Angle (o)
Gd2O2

17B2g (4f
7,↵
a 4f 7,↵

b
�↵6s,g⇡

↵
5d
) 2.42 3.13 100

1A0(4f 7,↵a 4f 7,�
b

�
�
6s,g�

↵
6s,u) 1.72 3.12 100

15B1u(4f
7,↵
a 4f 7,↵

b
�
�
6s,g�

↵
6s,u) 1.71 3.12 100

15B1u(4f
7,↵
a 4f 7,↵

b
�
�
6s,g�

�
6s,u) 1.45 3.13 100

3A0(4f 7,↵a 4f 7,�
b

�↵6s,g�
↵
6s,u) 1.18 3.13 99

15Ag (4f
7,↵
a 4f 7,↵

b
�2
6s,g ) 1.08 3.08 99

17B1u(4f
7,↵
a 4f 7,↵

b
�↵6s,g�

↵
6s,u) 0.93 3.14 99

1A0(4f 7,↵a 4f 7,�
b

�2
6s,g ) 0.78 3.13 99

Gd2O –
2

14B1u(4f
7,↵
a 4f 7,↵

b
�2
6s,g�

�
6s,u) 0.18 3.12 99

2A0(4f 7,↵a 4f 7,�
b

�2
6s,g�

↵
6s,u) 0.07 3.13 99

14B1u(4f
7,↵
a 4f 7,↵

b
�↵6s,g�

↵
6s,u 0.00 3.12 99

Table 8.1: Summary of zero-point corrected relative energies of GdO/GdO– and
Gd2O2/Gd2O –

2 electronic states calculated at the B3LYP level of theory. The experimental
energies and ligand field theory (LFT) calculations are provided for comparison
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Figure 8.4: (a) Spectral simulations of the three strictly one-electron transitions accessible from the
16B1u state of Gd2O –

2 along with temperature-weighted one-electron transitions accessible from
the 14B1u state. (b) Transitions to all low-lying neutral states originating from the 16B1u and
(temperature weighted) 14B1u states assuming relaxation of �s = ±12 spin selection rule (c) Added
to the simulations in (b), transitions to the AFM-coupled spin states. (d) PE spectrum obtained using
3.495 eV included for comparison.
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observed transitions, though this magnitude of error is typical for detachment transition energies.
[32] In addition, the individual detachment transitions are predicted to be nearly vertical, as expected
from the di↵use, non-bonding character of the �6s,g and �6s,u orbitals, whereas bands X and b are
broadened. Interestingly, based on the calculated relative energies of the neutral states, bands X and
b would be assigned to the 17B1u and 13B1u states, both of which have parallel alignment of the
electron spins in the outer-valence �6s,g and �6s,u orbitals (all other states predicted in this energy
range have antiparallel spins). Zero-field splitting in the 9⌃+ state of the GdO (4f 7�6s ) state is
sub – cm–1, [461] and tri-nuclear Gd complexes have coupling between the 4f 7 centers on the order
of 0.2 cm–1, [462] which is comparable to a simple classical calculation of the energy di↵erence
between Ms = 15 and Ms = 0 FM coupled Gd 4f 7 subshells in the calculated Gd2O2 structure
presented here (⇠ 1cm–1). However, additional coupling from the unpaired electrons in the outer-
valence orbitals may come into play. Indeed, magnetic exchange coupling constants determined
for digadolinium complex anions have been reported to be as large as -27 cm–1. [458, 459] If we
assume that a range of Ms values are accessed in the photodetachment transition (vide infra), a
value of D = -15 cm–1 would account for the breadth of bands X and b. The simulated transitions to
these states that may be broadened by large zero-field splitting are indicated with asterisks (*). Note,
however, that band X could also be fit with a harmonic frequency of 217 cm–1 and an anharmonicity
of 3 cm–1, though again, the predicted vertical appearance of the transitions is consistent with the
chemical intuition on detachment from non-bonding orbitals.

8.3.2 Manifold II is not assignable to one-electron transitions

Manifold II is somewhat puzzling, since transitions involving detachment from the inner
valence orbitals are expected to be several eV higher in energy, whereas manifold II is approximately
1.2 eV higher in energy. The relative intensities of the transitions in manifold II are di↵erent from
manifold I, but the peak spacings within the two manifolds are similar. The intensities of transitions
in manifold II increase relative to manifold I with decreasing photon energy from 3.495 eV to 2.924
eV. This is shown in the contour plot in Figure 8.5 (obtained by the Chick-Jarrold group), which
shows the relative intensities of all the spectra (collected with ⇥ = 0o laser polarization) after
normalizing all the spectra over manifold I. Such anti-threshold law behavior was a hallmark of
strong electron-neutral interactions observed in previous studies. [77, 126, 453]

The position of manifold II relative to manifold I is nearly identical to a group of excited state
transitions observed in the PE spectrum of GdO–, which had been assigned to final neutral states
with 4f 76p occupancies. [456] Our own calculations on GdO excited states (Table 8.1) suggest that
the final state has 4f 75d� occupancy, but either way, the transitions are better described as shake-up
transitions, where electron promotion accompanies electron detachment. We note here that lower-
intensity signal at similar e–BE values in numerous LnxO –

y (Ln = Ce, Pr, Sm, Eu) suboxide clusters
has been observed, and attributed to shake-up transitions. [77, 126, 399]

Included in Figure 8.3 are the relative energies of excited states that di↵er by more than one
electron from the 16B1u anion (beyond spin of the electrons in the outer valence orbitals). For
example, considering the �2

6s,g�
↵
6s,u occupancy of the 16B1u anion ground state, the �2

6s,u
15Ag

neutral state would be accessed by detaching an electron from the �6s,g orbital while promoting
the remaining �6s,g electron to the �6s,u orbital. The calculations predict this transition to be at
2.35 eV, which falls within the energy range of manifold II. Similarly, detachment accompanied by
promotion of an electron into the non-bonding combinations of the Gd 5d orbitals would fall in a

112



Figure 8.5: Contour plot showing the intensities of transitions in spectra measured with di↵erent
photon energies. All spectra were normalized between the energies of 0.8 eV and 1.8 eV. The
spectrum measured using 3.495 eV is shown across the top of the plot to guide the eye.
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similar energy range.
Why are shake-up transitions prevalent and commonly observed in the spectra of lanthanide

oxides with multiply occupied 6s-based orbitals? [114, 126, 297, 329, 331, 399] We consider the
possibility of strong PEVE interactions. The di↵use 6s-based outer-valence orbitals are highly
polarizable. Drawing from previous work, [77, 126, 453] we hypothesize that the electric field
from the ejected electron transiently polarizes these orbitals, which would then be described as a
time-dependent superposition of outer-valence orbitals. Using the example of the �2

6s,u
15Ag final

neutral state above, detachment of a �6s,g electron from the �2
6s,g�

↵
6s,u

16B1u would nominally
yield the 17B1u in the sudden approximation, but while the electron is proximal to the neutral, the
perturbed �

0
6s,g orbital could be described as:

�
0
6s,g (t) = c1(t)�6s,g + c2(t)�6s,u + ... + ci (t)�i (8.1)

If, for example, the electron is ejected along the Gd-Gd axis, c2(t) would be transiently
large, and the probability of populating the final state in which an electron populates the �6s,u
would follow. A similar rationale was posited by Wang and coworkers in their elegant description
of polarization of valence orbitals by a dipole-bound electron. [463] A distinction between a dipole
bound electron and an ejected electron is the time-dependent nature of the latter; decreasing the
photon energy and, hence, the photoelectron momentum, increases the time over which the orbital
mixing occurs.

While we calculated four neutral states in the energy range of manifold II, the close-lying 6p
and 5d orbitals on the two Gd centers will give rise to many additional states. Therefore, we will not
attempt to make specific assignments, and will instead generally point to two-electron transitions.
We note that there are also numerous excited anion states in the range of photon energies spanned
in this study, shown schematically by red lines in Figure 8.3, raising the possibility of resonance
enhancements. For example, the state described by the �↵6s,g�

�
6s,u⇡

↵
5d

occupancy (shaded green)
could be accessed by a dipole-allowed transition from the 16B1u state (assuming spin is not a good
quantum number) followed by loss of the ��6s,u electron, which would be more akin to a conjugate
shake-up transition (dipole-driven electron excitation, monopole detachment), which becomes more
prevalent near threshold. [464, 465]

8.3.3 Emergence of additional photon-energy dependent transitions in manifold I

The vertical axis on the contour plot in Figure 8.5 is not evenly incremented, as labeled.
However, it is evident that features within manifold I are also changing significantly both over 0.1
eV steps (2.130 eV  h⌫  3.024 eV) and 0.02 eV steps (2.033 eV  h⌫  2.130 eV). An expanded
view of manifold I is shown in Figure 8.6, along with several spectra obtained using di↵erent photon
energies and parallel polarization. Several distinct features are labeled, and the positions of the
transitions are summarized in Table 8.2.

As noted previously, the lowest binding energy feature, X, is relatively broad, and at lower
photon energies exhibits partially resolved, ⇠ 220cm–1 spacings on the low e–BE rising edge that
converge with increasing e–BE, suggesting significant anharmonicity or splitting between Ms levels
of the 17B1u neutral state. The profile of this band is a↵ected by X’, a narrow feature at 1.05 eV that
is pronounced in several, but not all, spectra collected using photon energies between 2.422 through
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2.924 eV. Bands X and b in the 3.495 eV spectrum in Figure 8.5 [indicated by the gray vertical lines,
Figure 8.2] are separated by 1840 cm–1 and have similar profiles, as noted above. However, with
lower photon energies, band b is engulfed in a broader collection of close-lying features, labeled B,
which itself changes profile with photon energy. Bands A and c [indicated by the rose vertical lines,
Figure 8.2] are narrower and both increase in intensity relative to band X with decreasing photon
energy, apparently uncorrelated. Transition a, appearing as a lower intensity shoulder in the 3.495
eV spectrum, grows in intensity with decreasing photon energy and appears to be correlated with
variations in the intensity of band A.

The intensity changes with photon energy are not monotonic, and are in some cases anti-
correlated, which suggests that either excited state resonances or interference between di↵erent
shake-up channels are occurring. Again, as seen in Figure 8.3, there are a number of excited anion
states that fall within the photon energy range used in this study, and many of these states (all FM-
coupled) could undergo resonant electronic excitation followed by autodetachment of the excited
electron, enhancing the final neutral state intensity formed from autodetachment. However, the total
number of transitions that appear to be varying in intensity with photon energy exceeds the five
FM-states calculated to lie in this energy range.

Given the sharp features in manifold I grow in intensity (though not monotonically) with
decreasing photon energy, we consider the possibility that slower photoelectrons interact with the
remnant neutral Gd2O2 in a way that switches FM-states to AFM-states. The relative stability
of FM and AFM states can switch in the presence of an external electric field, [466–471] raising
the possibility that the electric field from the photoelectron temporarily a↵ects the neutral state
energies. Treating the detachment process as sudden implies that the electron is instantaneously at
much greater distances, leaving the magnetic moment una↵ected. However, at the lowest photon
energies, the electron would require several fs to escape the range of the outer-valence orbitals,
generating an electric field radially pointing toward an electron of 3.6 VÅ–1 at a 2 Å distance,
which is considerable. The electric field could temporarily stabilize the AFM spin state, driving a
switch from the FM state, but as the electron–neutral distance increases, the external electric field
felt by the Gd2O2 neutral goes to zero, and the AFM and FM states return to their unperturbed
energies order, which in turn, slows the departing electron so that it reflects the unperturbed energy
of the final state which would not have been observed without the switch.

Table 8.2 includes assignments based on the following: The narrowest features that increase
in intensity with decreasing photon energy (decreasing electron momentum) are assigned to the
AFM states that are not expected to be observed in a “sudden” detachment formulation. The intense
narrow features observed with highest photon energy are assigned to the neutral states in which the
total spin of electrons occupying outer valence orbitals is zero, which may result in a very small
axial zero-field splitting parameter, and the broader transitions are assigned to neutral FM-coupled
states with parallel spins between the outer-valence electrons.

8.4 Summary

There are two principle findings that arise from the results of this study. The first involves the
strong electron-neutral interactions that change the relative energy ordering of FM and AFM states
of Gd2O2, and the second involves the prevalence of PEVE interaction-driven transitions that fall
outside of a one-electron description.
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Figure 8.6: Contour plot of PE spectra measured with di↵erent photon energies plotted on an ex-
panded scale to highlight manifold I, along with representative spectra measured at four di↵erent
energies to illustrate changes in relative intensities over wider energy steps (purple and green) and
a smaller, 0.06 eV step (orange and maroon). Positions of features labeled on the spectra are sum-
marized in Table 8.2.
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Peak Position Final Neutral State
(e–BE/eV) e– configuration Electronic Term

Manifold I
X ADE = 0.97 ± 0.03 4f 7↵a 4f 7↵

b
�↵6s,g�

↵
6s,u

17B1u

VDE = 1.052 ± 0.003
X’ 1.060 ± 0.005 4f 7↵a 4f 7�

b
�2
6s,g

1Ag

A 1.142 ± 0.005 4f 7↵a 4f 7↵
b
�2
6s,g

15Ag

a 1.219 ± 0.005 4f 7↵a 4f 7�
b
�↵6s,g�

↵
6s,u

3B1u

b 1.24 - 1.30 4f 7↵a 4f 7↵
b
�
�
6s,g�

�
6s,u

13B1u

B 1.25 - 1.36 ? ?
4f 7↵a 4f 7↵

b
�↵6s,g�

�
6s,u

15B1u

c 1.390 ± 0.010 4f 7↵a 4f 7↵
b
�
�
6s,g�

↵
6s,u

15B1u

4f 7↵a 4f 7�
b
�↵6s,g�

�
6s,u

1B1u

d 1.49 ± 0.03 ? ?
Manifold II
e 2.15 ± 0.05 Shake-up transitions
f 2.27 ± 0.05 involving outer-valence
g 2.42 ± 0.05 detachment and excitation

Table 8.2: Summary of peak positions and tentative assignments.
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At first glance, assignment of the group of transitions to the low-lying neutral states accessed
via direct detachment of electrons from the close-lying, non-bonding �6s,g and �6s,u (manifold I)
is straightforward, given the relatively simple appearance of the spectrum obtained with 3.495 eV
photon energy and the agreement between the observed and predicted detachment energies. How-
ever, the emergence of and intensity changes exhibited by narrow features (X’, A, a), the broader
grouping of close-lying transitions (B) with decreasing photon energy is compelling evidence that
the detachment process is more complex. Broad vibrational progressions are inapposite with the
di↵use and non-bonding nature of the �6s,g and �6s,u orbitals, and extended vibrational transitions
are not predicted by the calculations. The more likely explanation is that certain electronic transi-
tions are exhibiting a splay of Ms states, giving an axial zero-field coupling constant on the order
of -15 cm–1 for certain, but not all, states. Our results suggest that neutral states in which the spins
of the two outer-valence electrons are parallel have this larger coupling constant, while states with
zero spin in the outer-valence orbitals have a smaller coupling constant.

The external electric field introduced by the photoelectron approaches zero as the electron-
neutral distance increases with time, but on the fs timescale, it remains over 0.4 VÅ–1, which is on
the order of fields that can switch the relative energies of FM and AFM coupled states studied using
scanning-tunneling electron microscopy tips. [471] As the photon energy is decreased, the time the
ejected electron lies in a range that can induce the change in relative FM and AFM state energies
increases, potentially switching an FM neutral remnant to an AFM neutral remnant, but if the state
cannot switch back to FM as the field decays with electron-neutral distance, the final less stable
neutral state’s unperturbed energy will be encoded in the electron kinetic energy, and reflected as
increased intensity of narrow transitions embedded among the transitions that can be characterized
as direct detachment transitions.

The prevalence of transitions that cannot be characterized as strictly one-electron has been
noted in previous studies on samarium suboxide clusters, with Sm2O– studied in the greatest de-
tail. [453] In the “sudden” framework, manifold I in the Gd2O –

2 PE spectrum consists largely of
transitions from the FM-coupled 16B1u anion to the five one-electron allowed (assuming spin is not
a good quantum number) FM-coupled neutral states. Manifold II goes beyond simple spin change
violations, in that no neutral states in this energy range are accessible via changing the orbital occu-
pancy by one electron. Instead, all states would be accessible by shakeup transitions due to PEVE
interactions, which become more pronounced with decreasing photon energy and photoelectron
momentum.

While not explicitly described as such, an intense group of excited state transitions in the
PE spectrum of GdO– was assigned to a shake-up transition as well. [456] These ca. 1 eV excita-
tions appear to be general for systems with doubly occupied 6s-based MOs, underscoring the role
of the polarizability of the remnant neutral by the photoelectron being conducive to two-electron
excitation.

Because the electronic structure of Gd2O –
2 is fundamentally simpler than that of Sm2O–, the

non-monotonic changes in the relative intensities of individual transitions with decreasing photon
energy (i.e., e–KE) was more readily observed. While analyzing correlations and anti-correlations
between the intensities of the crush of transitions in manifold is beyond the scope of this paper, the
oscillations in the peak intensities with photon energy that are clearly evident in the contour plot
(Figures 8.5 and 8.6) suggest a need to expand our theoretical platform to account for interference
between di↵erent one- and two-electron detachment pathways. Clearly, these small molecules chal-
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lenge our current understanding of electron detachment and electron-neutral interactions (or PEVE
interactions) and correlation of electrons in di↵use orbitals with close-lying core-like orbitals with
high spin.
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Chapter 9

Summary & Outlooks

“The philosophers have only interpreted the world, in various ways. The point, how-
ever, is to change it”

— Eleven Theses on Feuerbach, Karl Marx (1845).

With the discovery of the laws of quantum mechanics on one hand and the rapid emergence
of powerful computing powers on the other hand, the fields of computational and theoretical chem-
istry posed themselves as novel fields in studying a spectrum of chemical processes. Our inability
to analytically solve the Schrodinger Equation beyond one-electron systems was the stepping stone
in the development of families of models that are widely used to approximate the solution of the
Schrodinger Equation, and in turn, provide accurate descriptions of energies, properties, and chem-
ical processes.

Of particular interest is the study of electron detachment processes which provide a rich
space for examining the structures and properties of atoms and molecules, specifically those that
pose challenging electronic states, namely lanthanide-containing small gas-phase clusters. Anion
photoelectron spectroscopy provides a powerful experimental tool for studying these systems, map-
ping the energies of the ground-state and low-lying excited states of the neutral relative to the initial
anion state, providing spectroscopic patterns that reflect the lanthanides’ frontier orbitals occupancy.
The natural ionization model, developed by our group, provides a compact orbital representation of
the ionization process and allows the di↵erentiation between pure one-electron detachments and
detachments that involve shake-up/shake-o↵ transitions. From that, we also established a direct
relationship between �SCF Dyson orbitals and natural ionization orbitals. Namely, we formulated
polestrength calculations from the natural ionization orbital model. These pole strengths are directly
related to experimental cross-sections observed in photoelectron spectroscopy.

Modeling the photoelectron spectra of lanthanide-based clusters provides unprecedent insight
on the complex electronic structures of these clusters. Studying the photoelectron spectra of small
lanthanide-based clusters, followed by DFT calculations, sets the stage for interpreting the spec-
tra of polyatomic molecular and cluster species, especially those that exhibit multiple and mixed
lanthanide centers. Several Ln-based clusters were studied in this dissertation. The photoelectron
spectra of CeO2B –

2 and CeO2B –
3 show that one additional boron highly influences the structure of

the clusters. The photoelectron spectrum of Ceb –
6 shows that the cluster exhibits a structure that
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is formed of a Ce center with a B6 ligand. T he latter was shown to either exhibit a teardrop or a
boat-like structures, where the energy gap between the two is very small. Additionally, the pho-
toelectron spectrum of Gd2O –

2 shows the existence of numerous low-lying and accessible neutral
states that appear in the spectrum. This suggests a potential description of the strong photoelec-
tron–valence electron interactions that may result in the photon-energy-dependent changes in the
observed spectra.

Results from photoelectron spectroscopy allows us to further investigate the sturcture, bond-
ing, and reactivity of these clusters. The previously-published photoelectron spectrum of EuOH
shows that the cluster exhibits a linear conformation. Our work explored the nature of the bond
between Eu and OH and generalized the study over the series of lanthanide hydroxides. We show
that in all cases, the bond is best described as a triple covalent bond that exhibits a small ionic char-
acter. Previous studies on reactivity of cerium oxide cluster with water shows di↵erent modes of
reactivity that is governed by the ratio of cerium to oxygen. For this, we studied the reaction path-
way of Ce2O– with water and provide an electronic structure standpoint on the reaction. Namely,
we point out that the reaction, which leads to evolution of molecular hydrogen, is driven by the
5d-based Ce orbitals.

9.1 Natural Ionization Orbital Model

In this dissertation, we provided a compact orbital model to represent ionization process that
utilizes the di↵erence density matrix. This model, which we refer to as the natural ionization orbital
model (NIO), simplifies electron detachment processes and allows the di↵erentiation between one-
electron transitions and shake-up/shake-o↵ transitions. Building up from this, we have established
a formal relationship between pole strengths, which are proportional to photoionization cross sec-
tions, and terms related to the NIO model for �SCF calculations. Pole strengths calculated using
two approaches developed by �SCF calculations provide excellent agreement with pole strengths
calculated with an EPT method.

Future work on the NIO model includes calculating photoelectron angular distributions (PAD).
The calculation of PADs require calculating the anisotropy parameter, �, which in turn depends on
the angular momentum l of the detached electron, the kinetic energy of the detached electron, and
the l ± 1 radial partial dipole matrix elements. In addition., future work will also focus on utilizing
the NIOs, particularly the relaxation NIO pairs, to provide an enhanced description of the �SCF
attachment and detachment processes. Interestingly, the use of �SCF NIO relaxation terms to cal-
culate pole strengths provided good agreements with EPT pole strengths. This further suggests that
the NIO relaxation orbitals can provide insigtful description of relaxation and correlation terms to
the ionization potentials and electron a�nities calculated at the �SCF level. Indeed, relaxation NIO
pairs correspond to occupied-virtual rotations in a framework where the final SCF determinant is
written in terms of the initial SCF determinant molecular orbitals.

9.2 Photoelectron Specta of Lanthanide molecules

The photoelectron (PE) spectra of various lanthanide-based small gas phase clusters were
studied in this dissertation. Modeling the PE spectra escorted us into providing a deep insight on
the electronic and molecular properties of small gas phase lanthanide molecules. Our studies on the

121



structure and bonding of lanthanide hydroxides, the change in bonding motifs of cerium boronyls
upoin the addition of one boron atom, the photoelectron-valence electron interaction in Gd2O –

2 ,
and the mechanistic study of reactivity of Ce2O– with water all have provided us with unprecedent
chemical insight on the unique properties of lanthanide-based materials.

That being said, a number of unanswered questions remain. In various PE spectra of lanthanide-
containing clusters, a strong photoelectron valence electron interaction was observed. The nature
of this interaction is still unknown and is the subject of ongoing and future studies. An additional
factor that plays a role here is the nature of the lanthanide center. In other words, would we be able
to tune this electron-neutral interaction by changing the lanthanide center, or by using a combination
of two di↵erent lanthanides in order to produce a more dramatic e↵ect?
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Appendix A

Summary of the steps followed to model
the experimental photoelectron spectra
of molecules

Figure A.1: Workflow diagram showing the computational steps required to model the photoelectron
spectra of molecules.
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Figure A.1 shows the calculations required to model the anion photoelectron spectrum of a
particular species. The process shown in fig. A.1 summarizes the approach used this dissertation.
As one can see from fig. A.1, two di↵erent energies are computed: Vertical and adiabatic detach-
ment energies. Adiabatic detachment energy (ADE) is the energy di↵erence between the zero-point
corrected energies of the anion and one-electron accessible neutral. Vertical Detachment energy
(VDE) is the di↵erence between the ground-state energy of the anion and the single-point energy
of the neutral confined at anion geometry. For detailed description of the natural ionization orbital
model, please refer to chapter 2.

124



Appendix B

Deriving the �SCF Energy in terms of
the NIOs

B.1 � SCF in the UHF Formalism

Starting from the unrestricted Hartree-Fock energy:

EN
UHF

=
1

2

kX

µ⌫

[PT
µ⌫H

core
µ⌫ + P↵

µ⌫F
↵
µ⌫ + P�

µ⌫F
�
µ⌫] (B.1)

The energy for (N-1) system will then be:

EN –1
UHF

=
1

2

kX

µ⌫

[PT 0
µ⌫ H

core
µ⌫ + P↵0

µ⌫F
↵0
µ⌫ + P�0

µ⌫F
�0
µ⌫] (B.2)

Using the Pople-Nesbet equations, we can derive the expression for �E:

�E
SCF

=
X

µ⌫

H core
µ⌫ �PT

µ⌫ +
1

2

X

µ⌫��

[��Tµ⌫��(µ⌫|��) – (��↵µ⌫�� + ���µ⌫��)(µ�|�⌫)] (B.3)

The terms in the previous equation are defined below:

�PT
µ⌫ = PT 0

µµ – PT
µ⌫ = �P↵

µ⌫ + �P
�
µ⌫ (B.4)

�µ⌫�� = Pµ⌫P�� (B.5)

��Tµ⌫�� = �T
0
µ⌫�� – �Tµ⌫�� (B.6)

��Tµ⌫�� = PT
µ⌫�P

T
�� + �PT

µ⌫P
T
�� + �PT

µ⌫�P
T
�� (B.7)
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B.2 Defining terms in � SCF in terms of NIOs eigenvalues and eigen-
vectors

In the previous section, we defined � SCF in terms of �PT
µ⌫ and ��Tµ⌫��, here we insert the

relevant equations from section 1.1 to describe the ionization process within the NIO framework.
(Note: in the following equations, ↵ and � subscripts are used to refer to the set of NIOs while ↵
and � superscripts are used to indicate spin.)
�ESCF can be partitioned into contributions from changes one-electron and two-electron parts, Z1
and Z2. The two-electron part can be further decomposed into changes in coulomb and exchange
parts, ZC

2 and ZX
2 We can now write the expression for �ESCF :

�ESCF = Z1 + Z2 = Z1 + ZC
2 – ZX

2 (B.8)

B.2.1 One-electron part

The one-electron part of � SCF is:

Z1 =
X

µ⌫

H core
µ⌫ �PT

µ⌫ (B.9)

Which becomes:
Z1 =

X

↵

�↵↵
X

µ⌫

H core
µ⌫ V↵µV↵⌫ (B.10)

B.2.2 Two-electron term

The two electron term is:

Z2 =
1

2

X

µ⌫��

[��Tµ⌫��(µ⌫|��) – (��↵µ⌫�� + ���µ⌫��)(µ�|�⌫)] (B.11)

ZC
2 =

1

2

X

µ⌫��

��Tµ⌫��(µ⌫|��) (B.12)

ZX
2 =

1

2

X

µ⌫��

(��↵µ⌫�� + ���µ⌫��)(µ�|�⌫)] (B.13)

The terms that we need to calculate are ��Tµ⌫��, ��↵µ⌫��, and ���µ⌫��. These terms become:

��Tµ⌫�� = PT
µ⌫

X

�

V�����V�� +
X

↵

V↵µ�↵↵V↵⌫P
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Since we are working with unrestricted wavefunctions, ��Tµ⌫�� needs to be expressed in terms of

��↵µ⌫�� and ���µ⌫��:

��Tµ⌫�� = ��↵µ⌫�� + ���µ⌫�� + ��
↵/�
µ⌫�� + ��

�/↵
µ⌫�� (B.17)

The terms ��↵/�µ⌫�� and ���/↵µ⌫�� are given as follows:
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Appendix C

Supporting Information

C.1 SCF Pole Strenghts

Table C.1: Ground state and detached state SCF energies (Eh) for the test set employed in this study.
See the paper for model chemistries.

Molecule SCF Energy (GS) SCF + ZPE (GS) SCF Energy (Detached)
Formaldehyde -113.8424577 -113.814807 -113.4931471
Nitromethyl radical -243.0652646 -243.028013 -242.726416
Water -76.04701192 -76.023936 -75.64597251
Chlorobenzene -689.6793988 -689.584587 -689.3787373
CCl4 -1875.852271 -1875.841561 -1875.43432
NH3 -56.21039686 -56.173814 -55.87055921
Ethanol -154.1257439 -154.040509 -153.7769086

Table C.2: Computed
D
S2
E

values for ground state and detached states for the test set employed in
this study. See the paper for model chemistries.

Molecule
D
S2
E

(GS)
D
S2
E

(Detached)
Formaldehyde 0.06 0.81
Nitromethyl radical 1.17 0.92
Water 0.00 0.76
Chlorobenzene 0.48 0.92
CCl4 0.00 0.76
NH3 0.00 0.76
Ethanol 0.00 0.76
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Table C.3: Vertical detachment energies using EPT and �SCF for the test set employed in this study.
See the paper for model chemistries.

Molecule EPT Pole (eV) �SCF (eV)
Formaldehyde 10.90 9.50
Nitromethyl radical 11.43 9.22
Water 12.30 10.91
Chlorobenzene 8.70 8.18
CCl4 11.44 11.37
NH3 10.44 9.25
Ethanol 10.73 9.49
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Optimized Geometries

Formaldehyde
0 1
C -0.00000472 0.53643804 0.00000000
H 0.92259690 1.10000124 0.00000000
H -0.92253080 1.10015705 0.00000000
O -0.00000472 -0.67734831 -0.00000000
Nitromethyl radical
0 2
C 0.31323339 -1.26866831 -0.00000000
H -0.50878427 -1.94949848 -0.00000000
H 1.35072584 -1.52320059 -0.00000000
O -1.20441932 0.36013710 0.00000000
O 0.86425159 0.94333535 0.00000000
N 0.00000000 0.09384703 0.00000000
Water
0 1
H -0.00000000 0.74915616 -0.45552444
O -0.00000000 0.00000000 0.11388111
H -0.00000000 -0.74915616 -0.45552444
Chlorobenzene
0 1
C -0.00000000 -0.00000000 0.50601828
C 0.00000000 0.00000000 -2.26697994
C 0.00000000 1.21310300 -0.17458846
C 0.00000000 1.20619616 -1.56834346
C -0.00000000 -1.21310300 -0.17458846
C -0.00000000 -1.20619616 -1.56834346
Cl -0.00000000 -0.00000000 2.25175171
H 0.00000000 0.00000000 -3.34177074
H 0.00000000 2.13633756 0.37271148
H 0.00000000 2.13973078 -2.10123919
H -0.00000000 -2.13633756 0.37271148
H -0.00000000 -2.13973078 -2.10123919
CCl4
0 1
C 0.00000000 0.00000000 0.00000000
Cl -1.02038054 -1.02038054 1.02038054
Cl 1.02038054 1.02038054 1.02038054
Cl 1.02038054 -1.02038054 -1.02038054
Cl -1.02038054 1.02038054 -1.02038054
NH3
0 1
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N -0.00000000 0.00000000 0.10980580
H 0.00000000 0.93152839 -0.25621354
H -0.80672725 -0.46576419 -0.25621354
H 0.80672725 -0.46576419 -0.25621354
Ethanol
0 1
C 1.21792380 -0.21755956 0.00000405
H 2.05907958 0.47004511 -0.00020988
H 1.28714943 -0.84975253 -0.87907156
H 1.28731328 -0.84940205 0.87931470
C -0.09193998 0.54176307 -0.00000283
H -0.15078354 1.18214578 0.87938775
H -0.15075779 1.18209052 -0.87943338
O -1.14038118 -0.39236401 -0.00000460
H -1.96485439 0.05856418 0.00004184

C.2 On the Linear Geometry of Lanthanide Hydroxides

Species SCF Energy (Hartree) hS2i
LaOH -8563.003 0
CeOH -8929.6236 3.75
PrOH -9305.882 6
NdOH -9691.9541 8.75
PmOH -10087.856 12
SmOH -10493.683 15.75
EuOH -10909.557 20.01
GdOH -11335.369 15.78
TbOH -11771.272 12.01
DyOH -12217.411 8.75
HoOH -12673.825 6
ErOH -13140.551 3.75
TmOH -13617.667 2
YbOH -14105.238 0.75
LuOH -14603.002 0

Table C.4: SCF Energies (in Hartrees) and hS2i for the calculated lanthanide hydroxides.

As mentioned in chapter 4, SCF solutions with energies near the reported ground states were located
for CeOH, NdOH, and PmOH. Tables C.6, C.7, and C.8 give energies and geometric parameters for
the ground state solutions (those reported in the chapter) and the nearest energy low-lying state
determined during our investigation.
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Species Orbital occupation
LaOH 4f06s2

CeOH 4f16s15d1

PrOH 4f26s15d1

NdOH 4f36s15d1

PmOH 4f46s15d1

SmOH 4f66s1

EuOH 4f76s1

GdOH 4f76s2

TbOH 4f96s1

DyOH 4f106s1

HoOH 4f116s1

ErOH 4f126s1

TmOH 4f136s1

YbOH 4f146s1

LuOH 4f146s2

Table C.5: Occupations of 4f, 5d, and 6s based non-bonding molecular orbitals of lanthanide
hydroxides

Electronic Configuration Energy (eV) Ce–OH (Å) CeO–H (Å) Ce–O–H (°)
4f16s15d1 0.00 2.05 0.96 180
4f16s2 0.18 2.06 0.95 180

Table C.6: Electronic configuration, energy, and geometric parameters for low-lying SCF solutions
for CeOH.

Electronic Configuration Energy (eV) Nd–OH (Å) NdO–H (Å) Nd–O–H (°)
4f36s15d1 0.00 2.01 0.95 180
4f36s2 0.03 2.07 0.95 180

Table C.7: Electronic configuration, energy, and geometric parameters for low-lying SCF solutions
for NdOH.

Electronic Configuration Energy (eV) Pm–OH (Å) PmO–H (Å) Pm–O–H (°)
4f46s15d1 0.00 2.03 0.95 180
4f46s2 0.04 2.03 0.95 180

Table C.8: Electronic configuration, energy, and geometric parameters for low-lying SCF solutions
for PmOH.
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Mulliken population analyses for both ↵ and � molecular orbitals are summarized in Tables
C.10 and C.11 below. It is noteworthy that in several cases the Mulliken analyses exhibit non-
zero contributions from lanthanide 4f functions. It is not clear if the participating f-orbitals are
simply enhancing variational relaxation and polarization or if they are engaged in bonding in the
conventional sense. Determination of the specifics of this matter is beyond the scope of the current
paper and we defer such an analysis to the NBO based study described in the paper. Nevertheless,
4f/5d hybridization has been invoked in previous studies of lanthanide compounds, including a
recent report by Zhang and co-workers studying PrO2 [472].

The specific interpretation of these Mulliken population analysis results is beyond the scope
of the present work. Instead, we rely on the NBO model for the bonding analysis described in the
paper. This choice is partially based on the known behavior of Mulliken partitioning. As is well
known, Mulliken partitioning can lead to unphysical results particularly when employing basis sets
with di↵use functions. In particular, Mulliken analysis can fail to suggest expected electron donation
behaviors of ligands. In work on actinide complexes, Clark and co-workers [473] showed that the
Mulliken model incorrectly predicts that OH– is a weaker electron donor than CN–. An additional
concern raised in Mulliken population analysis, also discussed by Clark and co-workers, is that the
definition of bond order does not distinguish between bonding and antibonding interactions which
can yield an inaccurate chemical description of the molecules.

Molecule � Bond ⇡ Bond ⇡ Bond

LaOH

55.3% O 2p 92.6% O 2p 91.3% O 2p
22.0% H 1s 5.4% La 5d 6.2% La 5d
8.6% La 6p
7.5% La 5d
6.3% O 2s

CeOH

57.0% O 2p 91.1% O 2p 91.0% O 2p
22.4% H 1s 6.2% Ce 5d 6.2% Ce 5d
7.1% Ce 5d 1.3% H 2p 1.3% H 2p
6.7% O 1s 1.1% Ce 4f 1.2% Ce 4f
6.5% Ce 6p
1.6% Ce 4f

PrOH

57.6% O 2p 90.1% O 2p 90.7% O 2p
22.7% H 1s 6.0% Pr 5d 6.4% Pr 5d
6.9% Pr 5d 2.5% Pr 4f 1.4% H 2p
6.7% O 2s 1.2% H 2p 1.2% Pr4f
5.5% Pr 6p
2.1% Pr 4f

NdOH

58.4% O 2p 89.5% O 2p 90.6% O 2p
23.0% H 1s 5.9% Nd 5d 6.1% Nd 5d
7.0% O 2s 2.3% Nd 4f

6.1% Nd 5d
4.6% Nd 6p
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2.3% Nd 4f

PmOH

59.7% O 2p 90.2% O 2p 91.0% O 2p
23.4% H 1s 5.4% Pm 5d 5.8% Pm 5d
7.6% O 2s

5.3% Pm 6p
3.5% Pm 5d

SmOH

60.0% O 2p 91.0% O 2p 91.2% O 2p
23.7% H 1s 5.2% Sm 5d 5.3% Sm 5d
8.0% O 2s

5.1% Sm 5d
3.2% Sm 6p

EuOH

60.2% O 2p 89.4% O 2p 89.4% O 2p
24.0% H 1s 4.9% Eu 5d 4.9% Eu 5d
8.1% O 2s 3.4% Eu 4f 3.4% Eu 4f
4.9% Eu 5d
2.6% Eu 6p

GdOH

44.0% O 2p 89.6% O 2p 89.6% O 2p
32.5% Gd 4f 7.1% Gd 5d 7.1% Gd 5d
17.8% H 1s

TbOH

60.3% O 2p 84.1% O 2p 84.1% O 2p
24.0% H 1s 8.3% Tb 4f 8.3% Tb 4f
7.4% O 2s 5.8% Tb 5d 5.8% Tb 5d
4.7% Tb 4f
4.5% Tb 5d

DyOH

61.6% O 2p 58.3% O 2p 58.3% O 2p
24.5% H 1s 3.7% Dy 4f 3.7% Dy 4f
8.4% O 2s 2.5% Dy 5d 2.5% Dy 5d

4.0% Dy 5d
2.1% Dy 4f

HoOH

62.2% O 2p 47.8% O 2p 47.8% O 2p
24.6% H 1s 48.5% Ho 4f 48.5% Ho 4f
8.6% O 2s 2.63% Ho 5d 2.63% Ho 5d

3.6% Ho 5d
2.2% Ho 4f

ErOH

62.9% O 2p 51.7% O 2p 66.7% O 2p
24.8% H 1s 44.5% Er 4f 28.3% Er 4f
8.9% O 2s 2.3% Er 5d 3.3% Er 5d
3.2% Er 5d
2.4% Er 4f
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TmOH

63.0% O 2p 60.0% O 2p 80.1% O 2p
24.9% H 1s 36.6% Tm 4f 14.0% Tm 4f
9.0% O 2s 2.3% Tm 5d 4.0% Tm 5d

3.5% Tm 4f
2.7% Tm 5d

YbOH

63.7% O 2p 87.5% O 2p 87.5% O 2p
25.2% H 1s 6.5% Yb 4f 6.5% Yb 4f
9.2% O 2s 4.0% Yb 5d 4.0% Yb 5d
4.0% Yb 4f
2.3% Yb 5d

LuOH

60.0% O 2p 90.4% O 2p 91.4% O 2p
23.3% H 1s 6.4% Lu 5d 6.3% Lu 5d
6.3% O 2s

6.0 % Lu 5d
Table C.10: Alpha Mulliken populations of the three bonding
molecular orbitals of LnOH.

Molecule � Bond ⇡ Bond ⇡ Bond

LaOH

55.3% O 2p 92.6% O 2p 91.3% O 2p
22.0% H 1s 5.4% La 5d 6.2% La 5d
8.6% La 6p
7.5% La 5d
6.3% O 2s

CeOH

56.8% O 2p 93.6% O 2p 93.5% O 2p
22.6% H 1s 4.4% Ce 5d 4.5% Ce 5d
7.7% Ce 6p
6.9% O 2s
6.0% Ce 5d

PrOH

57.8% O 2p 93.6% O 2p 93.9% O 2p
22.8% H 1s 4.5% Pr 5d 4.2% Pr5d
7.1% O 2s
6.7% Pr 6p
5.8% Pr 5d

NdOH

58.9% O 2p 93.8% O 2p 93.7% O 2p
23.4% H 1s 4.1% Nd 5d 4.1% Nd 5d
7.5% O 2s

6.2% Nd 6p
5.3% Nd 5d

PmOH

59.7% O 2p 93.8% O 2p 94.0% O 2p
23.4% H 1s 3.8% Pm 5d 3.7% Pm 5d
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8.0% O 2s
5.3% Pm 6p
4.6% Pm 5d

SmOH

59.2% O 2p 94.0% O 2p 94.1% O 2p
23.7% H 1s 3.7% Sm 5d 3.5% Sm 5d
8.3% O 2s

5.4% Sm 6p
4.3% Sm 5d

EuOH

59.7% O 2p 94.1% O 2p 94.1% O 2p
24.0% H 1s 3.6% Eu 5d 3.6% Eu 5d
8.5% O 2s
4.7% Eu 6p
4.1% Eu 5d

GdOH

59.9% O 2p 92.0% O 2p 92.0% O 2p
23.9% H 1s 5.3% Gd 5d 5.3% Gd 5d
6.9% O 2s

5.9% Gd 5d

TbOH

61.3% O 2p 92.9% O 2p 92.9% O 2p
24.1% H 1s 4.5% Tb 5d 4.5% Tb 5d
8.0% O 2s
4.6% Tb 5d
3.1% Tb 6p

DyOH

61.9% O 2p 93.4% O 2p 93.4% O 2p
24.3% H 1s 3.9% Dy 5d 3.9% Dy 5d
8.7% O 2s

3.7% Dy 5d
2.4% Dy 6p

HoOH

62.4% O 2p 92.5% O 2p 92.5% O 2p
24.5% H 1s 3.6% Ho 5d 3.6% Ho 5d
8.8% O 2s

3.5% Ho 5d

ErOH

63.1% O 2p 90.1% O 2p 92.4% O 2p
24.8% H 1s 3.5% Er 5d 3.6% Er 5d
9.0% O 2s 3.4% Er 4f
3.1% Er 5d
2.0% Er 4f

TmOH

63.4% O 2p 73.2% O 2p 71.6% O 2p
24.9% H 1s 21.8% Tm 4f 23.9% Tm 4f
9.2% O 2s 2.7% Tm 5d 2.6% Tm 5d

3.1% Tm 4f
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2.7% Tm 5d

YbOH

64.1% O 2p 87.9% O 2p 87.9% O 2p
25.1% H 1s 7.0% Yb 4f 7.0% Yb 4f
9.4% O 2s 3.5% Yb 5d 3.5% Yb 5d
4.1% Yb 4f
2.3% Yb 5d

LuOH

60.1% O 2p 92.1% O 2p 93.3% O 2p
23.2% H 1s 5.2% Lu 5d 4.7% Lu 5d
6.6% O 2s

5.6 % Lu 5d
Table C.11: Beta Mulliken populations of the three bonding
molecular orbitals of LnOH.

Determination of the e↵ective ionic radii

Shannon [295] reports the variations in ionic radii in accordance to change in the coordination
numbers of ions. While the paper does not provide the ionic radii for singly-coordinated Ln+ and
OH-, one can estimate it using the available values and their respective trends. In order to provide a
proper estimation of the e↵ective ionic radii of Ln+, we consider a possible trend in the ionic radii
of 2-coordinated M+ versus 6-coordinated M3+. For copper and silver, both of those values are
reported and, in both cases, the 2-coordinated M+ radii are around 85% of the 6-coordinated M3+.
Starting from this estimation, we scale the reported 6-coordinated Ln3+ by a factor of 0.85 and the
resulting estimated e↵ective ionic radii were used for further bonding analysis.

In a similar approach, and in order to determine an estimate to the e↵ective ionic radius of
OH–, we explored the relationship between the coordination number and the e↵ective ionic radius of
OH–. Shannon’s reported ionic radii shows a linear relationship between the coordination number
and the e↵ective ionic radii. (y = 0.012 x + 1.3, R2 = 0.969). Using the above equation, we can
estimate the e↵ective ionic radius of 1-coordinated OH– to be 1.31 Angstroms.
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Species R 6-coordinated Ln3+ Estimated 2-coordinate Ln+

LaOH 1.03 0.88
CeOH 1.01 0.86
PrOH 0.99 0.84
NdOH 0.98 0.84
PmOH 0.97 0.82
SmOH 0.96 0.81
EuOH 0.95 0.8
GdOH 0.93 0.79
TbOH 0.92 0.78
DyOH 0.91 0.78
HoOH 0.9 0.77
ErOH 0.89 0.76
TmOH 0.88 0.75
YbOH 0.87 0.74
LuOH 0.86 0.73

Table C.12: Reported e↵ective ionic radii of 6-coordinated Ln3+ and the estimated Ln+ e↵ective
ionic radii.

OH– Coordination Number E↵ective Ionic Radius
2 1.32
3 1.34
4 1.35
6 1.37

Table C.13: E↵ective ionic radius of OH– as function of coordination number
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C.3 Resolving the EuO– Photoelectron Spectrum

Method Basis Set Charge Electronic State Relative Energy
HF/DKH SARC -1 8⌃– 0.0

0 7⌃– 0.37
0 9⌃– 0.23

HF ECP -1 8⌃– 0.0
0 7⌃– 0.08
0 9⌃– -0.06

B3PW91/DKH SARC -1 8⌃– 0.0
0 7⌃– 0.88
0 9⌃– 0.63

B3PW91 ECP -1 8⌃– 0.0
0 7⌃– 0.80
0 9⌃– 0.57

MP2/DKH SARC -1 8⌃– 0.0
0 7⌃– 0.56
0 9⌃– 0.40

MP2 ECP -1 8⌃– 0.0
0 7⌃– 0.46
0 9⌃– 0.31

CCSD/DKH SARC -1 8⌃– 0.0
0 7⌃– 0.87
0 9⌃– 0.68

CCSD ECP -1 8⌃– 0.0
0 7⌃– 0.63
0 9⌃– 0.45

CCSD(T)/DKH SARC -1 8⌃– 0.0
0 7⌃– 0.91
0 9⌃– 0.78

CCSD(T) ECP -1 8⌃– 0.0
0 7⌃– 0.60
0 9⌃– 0.47

Table C.14: Relative energies of the low-lying states of EuH anions and neutrals calculated using
di↵erent model chemistries
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Method Basis Set Charge Electronic State Eu H Bond length Vibrational Frequency
HF/DKH SARC -1 8⌃– 2.29 1021.96

0 7⌃– 2.20 1191.19
0 9⌃– 2.20 1197.50

HF ECP -1 8⌃– 2.28 1050.81
0 7⌃– 2.19 1207.90
0 9⌃– 2.18 1216.39

B3PW91/DKH SARC -1 8⌃– 2.21 1042.02
0 7⌃– 2.10 1205.17
0 9⌃– 2.10 1223.92

B3PW91 ECP -1 8⌃– 2.20 1091.05
0 7⌃– 2.11 1209.37
0 9⌃– 2.10 1226.82

MP2/DKH SARC -1 8⌃– 2.27 1016.80
0 7⌃– 2.17 1209.72
0 9⌃– 2.16 1213.89

MP2 ECP -1 8⌃– 2.24 1044.32
0 7⌃– 2.14 1241.14
0 9⌃– 2.13 1246.56

CCSD/DKH SARC -1 8⌃– 2.22 1020.82
0 7⌃– 2.12 1233.06
0 9⌃– 2.11 1241.17

CCSD ECP -1 8⌃– 2.23 1047.28
0 7⌃– 2.12 1259.34
0 9⌃– 2.11 1259.34

CCSD(T)/DKH SARC -1 8⌃– 2.28 993.11
0 7⌃– 2.17 1190.02
0 9⌃– 2.17 1138.60

CCSD(T) ECP -1 8⌃– 2.26 1011.98
0 7⌃– 2.15 1213.19
0 9⌃– 2.15 1219.91

Table C.15: Calculated bond lengths and vibrational frequencies of the low-lying states of EuH
anions and neutrals
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Method Basis Set Charge Electronic State Relative Energy
HF/DKH SARC 0 8⌃– 0.37

-1 7⌃– 0.0
-1 9⌃– -.0.8

HF ECP 0 8⌃– 0.17
-1 7⌃– 0.0
-1 9⌃– 0.82

B3PW91/DKH SARC 0 8⌃– 0.62
-1 7⌃– 0.0
-1 9⌃– 0.05

B3PW91 ECP 0 8⌃– 0.45
-1 7⌃– 0.0
-1 9⌃– 0.05

MP2/DKH SARC 0 8⌃– 0.36
-1 7⌃– 0.0
-1 9⌃– -0.12

MP2 ECP 0 8⌃– 0.78
-1 7⌃– 0.0
-1 9⌃– -0.68

CCSD/DKH SARC 0 8⌃– 1.18
-1 7⌃– 0.0
-1 9⌃– 0.84

CCSD ECP 0 8⌃– 0.66
-1 7⌃– 0.0
-1 9⌃– 0.24

CCSD(T)/DKH SARC 0 8⌃– 1.13
-1 7⌃– 0.0
-1 9⌃– -0.11

CCSD(T) ECP 0 8⌃– 0.63
-1 7⌃– 0.0
-1 9⌃– 0.23

Table C.16: Relative energies of the low-lying states of EuO anions and neutrals calculated using
di↵erent model chemistries
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Method Basis Set Charge Electronic State Eu O Bond length Vibrational Frequency
HF/DKH SARC 0 8⌃– 1.90 715.92

-1 7⌃– 1.97 638.08
-1 9⌃– 1.97 633.51

HF ECP 0 8⌃– 1.79 867.77
-1 7⌃– 1.83 807.47
-1 9⌃– 1.97 630.92

B3PW91/DKH SARC 0 8⌃– 1.86 711.64
-1 7⌃– 1.89 651.29
-1 9⌃– 1.93 631.48

B3PW91 ECP 0 8⌃– 1.87 697.72
-1 7⌃– 1.90 632.99
-1 9⌃– 1.94 637.06

MP2/DKH SARC 0 8⌃– 1.88 725.07
-1 7⌃– 1.94 650.75
-1 9⌃– 1.94 656.21

MP2 ECP 0 8⌃– 1.79 862.48
-1 7⌃– 1.83 794.82
-1 9⌃– 1.94 663.34

CCSD/DKH SARC 0 8⌃– 1.81 843.69
-1 7⌃– 1.84 786.06
-1 9⌃– 1.94 636.04

CCSD ECP 0 8⌃– 1.85 615.01
-1 7⌃– 1.83 786.29
-1 9⌃– 1.95 635.02

CCSD(T)/DKH SARC 0 8⌃– 2.11 1485.04
-1 7⌃– 1.95 637.84
-1 9⌃– 1.95 613.45

CCSD(T) ECP 0 8⌃– 1.91 797.21
-1 7⌃– 1.83 789.62
-1 9⌃– 1.96 633.47

Table C.17: Calculated bond lengths and vibrational frequencies of the low-lying states of EuO
anions and neutrals
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Method Basis Set Charge Electronic State Relative Energy
HF/DKH SARC -1 8⌃– 0.0

0 7⌃– 0.23
0 9⌃– 0.08

HF ECP -1 8⌃– 0.0
0 7⌃– 1.31
0 9⌃– -0.16

B3PW91/DKH SARC -1 8⌃– 0.0
0 7⌃– 0.81
0 9⌃– 0.56

B3PW91 ECP -1 8⌃– 0.0
0 7⌃– 0.74
0 9⌃– 0.52

MP2/DKH SARC -1 8⌃– 0.0
0 7⌃– 0.69
0 9⌃– 0.49

MP2 ECP -1 8⌃– 0.0
0 7⌃– 1.61
0 9⌃– 0.34

CCSD/DKH SARC -1 8⌃– 0.0
0 7⌃– 0.77
0 9⌃– 0.60

CCSD ECP -1 8⌃– 0.0
0 7⌃– 0.48
0 9⌃– 0.39

CCSD(T)/DKH SARC -1 8⌃– 0.0
0 7⌃– n/a
0 9⌃– n/a

CCSD(T) ECP -1 8⌃– 0.0
0 7⌃– 0.62
0 9⌃– 0.46

Table C.18: Relative energies of the low-lying states of EuOH anions and neutrals calculated using
di↵erent model chemistries
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Species EA (eV) To(eV ) Vibrational Frequency (cm–1) ranion – rneutral (Å)

EuH 0.771(9) 0.183(15) 1189.4 0.15(2)
EuO 0.57 + ✏ ✏ 667.8 –
EuOH 0.700(10) 0.160(13) – 0.10(2)

Table C.20: Experimental Values, retrieved from J. Chem. Phys. 143, 034305 (2015)
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C.4 A Density Functional Theory Investigation of the Mechanism of
Water Reactivity with Ce2O –

Energy Profile calculated at zero Kelvin

Figure C.1: Energy profile for the proposed Ce2O– + H2O ���! Ce2O –
2 + H2 quartet (orange)

and doublet (green) mechanisms calculated at 0K, energies given in units of kcal/mol
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IRC plots corresponding to transition structures

Figure C.2: TS1-2 IRC Plot
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Figure C.3: TS1-4 IRC Plot
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Figure C.4: TS2-2 IRC Plot
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[14] P.-O. Löwdin, Quantum theory of many-particle systems. iii. extension of the hartree-fock
scheme to include degenerate systems and correlation e↵ects, Physical review 97 (6) (1955)
1509.

[15] W. Kohn, L. J. Sham, Self-consistent equations including exchange and correlation e↵ects,
Physical review 140 (4A) (1965) A1133.

[16] K. Burke, L. Wagner, Abc of ground-state dft, University Lecture (2014).

[17] K. Burke, et al., The abc of dft, Department of Chemistry, University of California (2007)
40.

[18] A. Pribram-Jones, D. A. Gross, K. Burke, Dft: A theory full of holes?, Annual review of
physical chemistry 66 (2015) 283–304.

[19] J. A. Pople, Nobel lecture: Quantum chemical models, Reviews of Modern Physics 71 (5)
(1999) 1267.

[20] Y. B. Band, Y. Avishai, Quantum mechanics with applications to nanotechnology and infor-
mation science, Academic Press, 2013.

[21] W. Koch, M. C. Holthausen, A chemist’s guide to density functional theory, John Wiley &
Sons, 2015.

[22] J. P. Perdew, K. Schmidt, Jacob’s ladder of density functional approximations for the
exchange-correlation energy, in: AIP Conference Proceedings, Vol. 577, American Institute
of Physics, 2001, pp. 1–20.

[23] W. Kohn, L. J. Sham, Self-consistent equations including exchange and correlation e↵ects,
Physical review 140 (4A) (1965) A1133.

[24] J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson, M. R. Pederson, D. J. Singh, C. Fi-
olhais, Atoms, molecules, solids, and surfaces: Applications of the generalized gradient ap-
proximation for exchange and correlation, Physical Review B 46 (11) (1992) 6671.

[25] D. C. Langreth, M. Mehl, Beyond the local-density approximation in calculations of ground-
state electronic properties, Physical Review B 28 (4) (1983) 1809.

[26] A. D. Becke, Density-functional thermochemistry. iv. a new dynamical correlation functional
and implications for exact-exchange mixing, The Journal of chemical physics 104 (3) (1996)
1040–1046.

[27] A. D. Becke, Density-functional thermochemistry. iii. the role of exact exchange, The Journal
of chemical physics 98 (7) (1993) 5648–5652.

151



[28] F. Furche, Developing the random phase approximation into a practical post-kohn–sham cor-
relation model, The Journal of Chemical Physics 129 (11) (2008) 114105.

[29] G. P. Chen, V. K. Voora, M. M. Agee, S. G. Balasubramani, F. Furche, Random-phase ap-
proximation methods, Annual Review of Physical Chemistry 68 (2017) 421–445.

[30] S. E. Waller, J. E. Mann, D. W. Rothgeb, C. C. Jarrold, Study of monbo y (y= 2–5) anion and
neutral clusters using photoelectron spectroscopy and density functional theory calculations:
Impact of spin contamination on single point calculations, The Journal of Physical Chemistry
A 116 (39) (2012) 9639–9652.

[31] S. E. Waller, M. Ray, B. L. Yoder, C. C. Jarrold, Simple relationship between oxidation state
and electron a�nity in gas-phase metal–oxo complexes, The Journal of Physical Chemistry
A 117 (50) (2013) 13919–13925.

[32] B. L. Yoder, J. T. Maze, K. Raghavachari, C. C. Jarrold, Structures of mo 2 o y- and mo 2 o
y (y= 2, 3, and 4) studied by anion photoelectron spectroscopy and density functional theory
calculations, The Journal of chemical physics 122 (9) (2005) 094313.

[33] J. E. Mann, D. W. Rothgeb, S. E. Waller, C. C. Jarrold, Study of movo y (y= 2- 5) anion
and neutral clusters using anion photoelectron spectroscopy and density functional theory
calculations, The Journal of Physical Chemistry A 114 (42) (2010) 11312–11321.

[34] N. J. Mayhall, D. W. Rothgeb, E. Hossain, K. Raghavachari, C. C. Jarrold, Electronic struc-
tures of mowo y- and mowo y determined by anion photoelectron spectroscopy and dft cal-
culations, The Journal of chemical physics 130 (12) (2009) 124313.

[35] M. F. Hendrickx, V. T. Tran, On the electronic and geometric structures of feo2–/0 and the
assignment of the anion photoelectron spectrum, Journal of chemical theory and computation
8 (9) (2012) 3089–3096.

[36] M. F. Hendrickx, K. R. Anam, A new proposal for the ground state of the feo- cluster in
the gas phase and for the assignment of its photoelectron spectra, The Journal of Physical
Chemistry A 113 (30) (2009) 8746–8753.

[37] V. T. Tran, M. F. Hendrickx, Description of the geometric and electronic structures responsi-
ble for the photoelectron spectrum of feo4-, The Journal of chemical physics 135 (9) (2011)
094505.

[38] G. Meloni, M. J. Ferguson, D. M. Neumark, Negative ion photodetachment spectroscopy of
the al 3 o 2, al 3 o 3, al 4 o x, al 5 o x (x= 3–5), al 6 o 5, and al 7 o 5 clusters, Physical
Chemistry Chemical Physics 5 (19) (2003) 4073–4079.

[39] J. B. Kim, M. L. Weichman, D. M. Neumark, Structural isomers of ti2o4 and zr2o4 anions
identified by slow photoelectron velocity-map imaging spectroscopy, Journal of the Ameri-
can Chemical Society 136 (19) (2014) 7159–7168.

152



[40] J. B. Kim, M. L. Weichman, D. M. Neumark, High-resolution anion photoelectron spectra of
tio 2-, zro 2-, and hfo 2- obtained by slow electron velocity-map imaging, Physical Chemistry
Chemical Physics 15 (48) (2013) 20973–20981.

[41] G. Meloni, S. M. Sheehan, D. M. Neumark, Gallium oxide and dioxide: Investigation of the
ground and low-lying electronic states via anion photoelectron spectroscopy, The Journal of
chemical physics 122 (7) (2005) 074317.

[42] L. M. Thompson, H. P. Hratchian, Modeling the photoelectron spectra of monbo2–
accounting for spin contamination in density functional theory, The Journal of Physical
Chemistry A 119 (32) (2015) 8744–8751.
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[263] A. Kovács, Relativistic multireference quantum chemical study of the electronic structure
of actinide trioxide molecules, The Journal of Physical Chemistry A 121 (12) (2017) 2523–
2530.
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