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Abstract 
 

This essay examines the volatility dynamics of the financial futures returns.  Samuelson (1965) 
demonstrated theoretically that the conditional variance of changes in futures prices should increase as 
the time-to-maturity decreases.  Interestingly, the empirical evidence on the Samuelson hypothesis is 
mixed.  This essay revisits that issue, applying a unified GARCH framework to a unique data set of 
daily data, spanning 19 years up to 2000, and eleven types of financial contracts (currencies, S&P500, 
Nikkei 225, Eurodollar, Treasury Bills).  The conditional variance equation is augmented by time-to-
maturity, open interest and trading volume variables.  I detect evidence for a role of the time-to-
maturity in currency futures, and mixed evidence in equity index and interest rate futures.  Lagged 
trading volume and open interest are positively related to volatility in most of these financial futures 
but they do not fully account for the estimated conditional variance.   
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1  Introduction  

The aim of this essay is to better understand the process governing the evolution of volatility 

in futures prices.  By volatility, I mean the second moment in changes of futures prices.  Volatility in 

price changes is a variable of interest because futures prices reflect information regarding the market 

participants’  expectations about subsequent commodity price changes.1  Hence, examining the 

behavior of the variance in price changes may provide evidence regarding how information is 

assimilated in a large and rapidly growing derivatives market. 

Assuming that spot prices follow a stationary autoregressive process, Samuelson (1965) 

defines futures prices as the expected spot prices at maturity of the contract.  He shows theoretically 

that the conditional variance of futures price changes per unit of time monotonically increases as the 

time-to-maturity decreases.2  If the variance of futures prices decreases with time-to-maturity, then that 

has certain implications about the information assimilation of futures markets – either the market is 

more sensitive, may be overreacting to the new information, or the rate of information flow and its 

transmission increases, in other words, the resolution of uncertainty is higher near maturity, or both 

these channels might be at work.  

Some previous studies examining a range of financial futures find evidence of the Samuelson 

effect, while others find the reverse.  Anderson (1985) and Kenyon et al. (1987) claim that seasonality 

is a better explanation for the maturity effect and suggest that the observed maturity effect is likely to 

be a proxy for what actually is the consequence of the movements in some underlying fundamental 

variables such as information flows3.   

My contribution is that I use a unifying GARCH framework to model the persistence in 

volatility.  In addition, I augment the conditional variance equation by a time-to-maturity variable, to 

capture any maturity effect, and by the open interest and the trading volume to determine if they 

explain any of the observed GARCH effect.  Although the relationship between trading volume and 

price changes have been identified4 mainly in spot markets, the role of open interest has been explored 

only by a few.  I test three types of financial futures contracts, with a unique daily data set that is 

significantly longer than previous data sets, 19 years of daily data, starting on 4 January 1982, and 

ending on 31 December 2000, originating from the Chicago Mercantile Exchange.  I augment the 

basic GARCH model to incorporate a maturity variable and two other economic variables into the 

                                                 
1 Indeed futures prices will equal the expected future spot price when agents are risk neutral. 
2 This is known as the time-to-maturity effect, or the Samuelson hypothesis.  See Samuelson (1965). 
3 Also known as the state variable hypothesis. 
4 See Karpoff (1987) for a survey of studies.  Bessembinder and Seguin (1992), Jones et al. (1994). 
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conditional variance equation, so they are allowed to play a role in the volatility of futures.  While 

most researchers find time-varying futures price volatility, previous empirical studies on futures prices 

of various commodities have found mixed evidence of the time-to-maturity effect.  This analysis sheds 

more light on the possible sources and patterns of volatility of futures returns, the validity of the 

Samuelson hypothesis, and how uniformly these results hold in various financial futures markets.  

These results are of particular relevance, in light of the extraordinary growth of financial futures 

markets over the past decade. 

Figures 1.A and 1.B demonstrate the dramatic growth and the distribution of futures markets 

by trading volume, respectively.  Over the decade ending 1998, world contract volume grew on the 

average by 15% per annum, and in that year 71% of the total volume represents financial futures 

contracts.  The Chicago Mercantile Exchange, the source of the data set used in this study and also one 

of the two largest exchanges in the US, almost doubled its contract volume per year in the last 3 years.  

Over the first nine months of 2001, the Chicago Mercantile Exchange had a record number of 

contracts traded, nearly 295.5 million valued at $210.2 trillion. 

Figure 1.A World Volume of Exchange Traded Futures and Options on Futures 
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Figure 1.B Distribution of U.S. Exchange Traded Futures & Options
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The rest of the paper is organized as follows.  Section 2 sets the stage for the analysis.  I 

discuss the previous literature, and outline the models for futures return dynamics, and the empirical 

findings.  Section 3 describes the data I use.  Section 4 presents the methodology and the various 

GARCH specifications used to examine the volatility of futures returns.  Section 5 presents the 

empirical results.  I conclude in section 6.  

 

2 Literature Review of Maturity Effect and Related Literature 

2.1.  Theoretical Approaches to the Behavior of Futures Prices 

A theoretical hypothesis introduced by Samuelson (1965), known as the Samuelson 

hypothesis (SH) or the time-to-maturity effect (TTM), develops a model predicting a rise in the 

volatility of futures prices as maturity nears.  The intuition behind his theory is that our view of a 

distant future environment, which includes our opinion of distant futures prices, will not change much 

in the next month since few of the disturbances5 affecting the distant future environment will change 

this month; it stays close to the general level given by the so-called law of averages6.  As time passes 

and we approach the maturity date, and our future becomes our present, we become more and more 

sensitive to information that influence the final level of the futures price.  When the maturity date 

arrives, arbitrage forces the futures price to equal the actual spot price.   

Anderson & Danthine (1983)7 propose the state variable hypothesis which they claim is 

compatible with the Samuelson hypothesis.  They introduce information flows into their theoretical 

model and demonstrate that the resolution of uncertainty is the source of increased volatility in futures 

prices, which can be used to explain both the Samuelson hypothesis and their own state variable 

hypothesis under a unified framework.  They show that the ex ante variance of futures prices tends to 

be high (low) when the amount of economic uncertainty tends to be large (small).  The Samuelson 

hypothesis is a special case, where large amounts of uncertainty are being resolved toward the 

maturity date and thus the ex ante futures price variance tends to be higher as the maturity date nears.  

In other words, there are no information flows that resolve uncertainty about futures prices in the far 

distant future.  Anderson and Danthine (1983) and Anderson (1985) argue that the SH is generally not 

true unless we have information flows incorporated in the model.8 

Hong (2000) develops an equilibrium model of a competitive futures market where investors 

trade to hedge positions and to speculate on their private information.  He examines the equilibrium 

                                                 
5 Supply and demand factors such as weather, crop plantings, crop yields, pest population, income, taste changes, 
population. 
6 See Samuelson (1965). 
7 See also Richard and Sundaresan (1980). 
8 Stein’s (1979) model does imply an increase in the variance as the maturity date approaches. 
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return and trading patterns and concludes that in markets where the information asymmetry among 

investors is small, the return volatility of futures contract decreases with time-to-maturity, that is, the 

Samuelson hypothesis holds.  However, when the asymmetry is large, the Samuelson effect need not 

hold.  He is also able to show nonlinear time-to-maturity patterns when information flow is 

heterogeneous unlike Anderson and Danthine.  Although one could argue that these models are not 

mutually exclusive.  Volatility can increase when uncertainty is resolved any time during the life of 

the contract.  In addition, returns can be much more elastic or sensitive to the resolution of uncertainty 

near expiration.  For example, 50 basis points fall in interest rates one month before expiration can 

have as much effect on the futures price as a 200 basis points fall six months before.  Hong explains 

that the Samuelson effect is actually like an elasticity effect, and gives the example of a one-year silver 

futures.  Suppose there is a mean-reverting, negative supply shock today with a half-life of two 

months.  Holding all else the same, the spot price of silver will rise today but the one-year futures 

price is mostly unaffected since much of the shock dies away before its maturity date.  If the same 

shock would occur one month before, the shock will not have died away by the maturity date, and thus 

would have a much greater price elasticity effect.   

 

2.2  Empirical Papers on the Time-To-Maturity Effect in Financial Futures 

Milonas (1986) found general support for the maturity effect for 10 commodities out of 11, 

three of which were financial assets and the rest agricultural commodities.  For the three interest rate 

futures he found evidence although somewhat weaker than for the agricultural and metal futures.  

For currency futures Han et al. (1999) and Galloway and Kolb (1996) do not find maturity 

effect in major currency futures with respect to both standard deviation and number of price changes.  

Galloway and Kolb (1996) conclude that they found support for SH for commodities with seasonal 

supply or demand such as agricultural commodities but also noted that it would not hold for 

commodities for which the cost-of-carry model works well.9   

 Another approach to studying the volatility of futures prices is via the basis, which is defined 

as the current cash price of a particular commodity minus the price of a particular futures contract for 

the same commodity, as in the following equation: 

FPB −=  

where B is the basis, P is the current spot price, and F is the futures price.  Usually the futures price is 

the price of the nearby futures contract.  However, there is a basis for each outstanding futures 

contract, and this basis will vary for contracts with different maturities. 

                                                 
9 See Working (1949). 
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Beaulieu (1998) tests the maturity effect, indirectly using the basis instead of the futures prices 

alone, in two stock market equity indices and she does find supportive evidence consistent with the 

Samuelson’s (1965) hypothesis.  Only three months of data for each contract are considered rather 

than the more commonly used continuous futures series artificially linking nearby contracts.  The 

sample period includes data from September 30, 1985 to December 31, 1991.  The paper utilizes the 

GARCH model to estimate the model of the basis since there is heteroscedasticity and leptokurtosis 

present in the basis like in other financial series.  The results indicate that maturity effect exists; the 

size of the variance of the basis decreases as the futures contract approaches expiration. The results are 

robust across the two equity indices and across time to maturity specification.   

Chen, Duan, and Hung (1999) look at the Samuelson effect and compare hedge ratios under 

scenarios with and without maturity effect in equity index futures and test the Nikkei-225 empirically.  

The data of daily Nikkei-225 index spot and futures series traded on the Osaka exchange start 

November 24, 1988 and end June 6, 1996.  Their finding of decreasing volatility as maturity 

approaches contradicts the Samuelson’s (1965) hypothesis.  However, they find also that optimal 

hedging and its effectiveness depend on maturity and GARCH effects.     

 

2.3 Market Depth and Information Flows 

Market depth might be another factor affecting the degree of sensitivity of volatility to levels of 

trading volume.  Kyle  (1985), in his theoretical model, proposes that market depth helps to create 

more favorable conditions, speed transactions and reduce price pressures when trading provides new 

information.  In a more precise definition Kyle suggested that market depth is the order flow required 

to move prices by one unit.  As order flow changes, open interest also changes endogeneously, thus it 

makes it a good measure of market depth.   

Bessembinder and Seguin (1992, 1993) find that market depth, measured by open interest, has 

inverse relationship with volatility, as market depth increases volatility decreases.  They also conclude 

that information flow, measured by trading volume, has a positive relationship with volatility – as 

trading volume increases, volatility also increases.  Thus market depth and trading volume have 

opposite relationships with return volatility.  They argue that open interest is a good proxy for market 

depth because open interest reflects the current willingness of futures investors to risk their capital in 

futures contracts, which is an indicator of market depth.  Bessembinder and Seguin (1993) use the 

Schwert(1990) procedure for computing unbiased estimates of the conditional daily return standard 

deviations which takes into account the heteroscedasticity and leptokurtosis present in the futures data 

series.  They examine eight futures markets, two from four different sectors: 2 currencies, 2 metals, 2 

agricultural, 2 financial futures series.  The sample period is from May 1982 to March 1990 from 
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several futures data sources.  The study finds strong positive contemporaneous relationship between 

trading volume and return volatility, as well as, a new finding that the unanticipated volume shocks 

raise return volatility two to 13 times more than expected volume shocks.  They also show, consistent 

with previous studies, that market depth affects return volatility.  Market depth, constructed by lagged 

open interest, decreases when actual order flows are different from anticipated order flows.  They also 

look at open interest, a proxy for the number of traders at the beginning of a trading session, and find 

that it has a negative relationship with trading volume in all markets, which is consistent with the idea 

that changes in open interest reflect changes in market depth. 

Fung and Patterson (2001) integrated two branches of the return volatility and trading volume 

literature and examine the effect of market depth in addition to the relationship between return 

volatility and trading volume.  The data, obtained from the Futures Industry Institute, consists of five 

currency futures and two interest rate futures for the sample period June 1982 to March 1994.  Fund 

and Patterson find that market depth had the strongest relationship with return volatility when the 

trading volume was high, and this was mainly through its interaction with trading volume.  The 

negative impact of market depth on volatility is relatively marginal and is dependent on its interaction 

with trading volume.  They are also able to show that when the market is characterized by low trading 

volume, the return volatility of nontrading-periods exceeds the return volatility of the trading period.  

Thus they conclude that the nontrading information flow mostly from offshore has a greater impact on 

return volatility in low-volume markets and suggest that this provides evidence of greater financial 

market integration.  

Karpoff (1987), in his review of the price-volume literature, establishes that empirically there is a 

positive relationship between trading volume and magnitude of the price change, and to the price 

change itself.  He points out that mixture distribution hypothesis10 is supported by the price-volume 

tests and that price series seems to be generated by a conditional stochastic process with a changing 

variance parameter that can be proxied by trading volume.  Lamoureux and Lastrapes (1990) explore 

this hypothesis that the ARCH process is capturing the time series properties of the mixing variable, 

that is, the trading volume using daily return and volume data for 20 actively traded stocks.  They 

conclude that ARCH effects disappear when trading volume is included as an explanatory variable in 

the conditional variance equation. 

Cornell (1981), Grammatikos and Saunders (1986) also find evidence of a positive volume-

volatility relationship in futures contracts, the lead and lagged trading volume is insignificant.  Wang 

& Yau (2000) look at futures prices specifically and find evidence of positive relationship between 

                                                 
10 The mixture distribution hypothesis states that the daily price changes are sampled from a set of distributions 
that are characterized by different variance. 
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price volatility and trading volume, and negative relationship with lagged trading volume.  The 

intuition behind their result is that as trading volume increases, there is more opportunity for prices to 

move into higher or lower levels.  On the other hand, the intuition works the other way as well - there 

is more opportunity for the market to offset the undesirable positions of their inventories and, hence, 

reduce the price risk and thus observe lower volatility. 

 

3  Data Description 

The sample of daily futures data traded on the Chicago Mercantile Exchange spans the period 

4 January 1982 through 31 December 2000 (or shorter if the commodity futures market did not exist 

yet or as long)11.  There are 11 commodities from 3 groups of futures markets: 1.) Foreign Exchange: 

Australian dollar, British pound, Canadian dollar, German mark, Japanese yen, and Swiss franc; 2.) 

Equity Indices: Nikkei-225, S&P midcap, and S&P 500; 3.) Interest Rates: 3-month Eurodollar, and 

90-day T-bill.  A more detailed description of the futures contracts data is in Table 1.  The variables of 

interest are the settlement price, the open interest and the total trading volume.  The settlement price is 

used instead of the close price since they are usually identical, but when they are not, the settlement 

price may be a more accurate representation of the current market price.   

As futures prices are typically collected daily during the life of the contract, the individual 

futures series are limited to the lifespan of the contract which is usually less than 24 months.  This 

complicates testing hypothesis of the underlying structure of futures prices.  In order to expand futures 

prices time series, many studies link price series of individual contracts through time to form a longer 

artificial price history.12  To obtain a spliced series of each type of futures contract, following the most 

common practice, I track a particular contract until the last day of the pre-expiration month, at which 

point the series switch to the next nearby contract.  The constructed series starts three months before 

the expiration of the first contract, then switches to the next contract a day before the last month 

begins.  I do not include the observations during the maturity month to avoid biases caused by the 

unusual market activities near maturity.  The period included from each contract is the mostly highly 

traded period, with high open interest, and high trading volume also, and it imitates well the actions of 

a market participant who decides not to complete the transaction but instead to roll over to the next 

contract when maturity nears. 

In the GARCH estimations I use futures returns, which are obtained by taking the difference 

of log of futures prices, )/ln( 1−= ttt FFR , where tF  represents the settlement price on day t.  The 

settlement price is the official daily close price, typically set at last trade price of the day or the mid 

                                                 
11 The data are obtained from the Futures Industry Institute, Washington D.C.   
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point of closing range, the range of prices during a period designated as the official close by the 

settlement committee.  

The other two economic variables, open interest and trading volume, used in the analysis are 

also generated by the futures markets.  Open interest is the total number of futures contracts 

outstanding for each maturity month, in other words, the number of futures contracts for which 

delivery is currently obligated.  When trading begins and one contract is bought, it also means that 

another agent sold, and this creates one contract of open interest.  Thus open interest is a measure of 

liquidity in the market.  Trading volume is the number of contracts traded for each delivery month 

during the trading period and is a measure of market activity.  Time-to-maturity variable measures the 

number of days to maturity date.  Since the delivery date is flexible and can take place anytime during 

the maturity month, I defined the last day of the maturity month as zero days to maturity.  The days to 

maturity ranges from 90 days to 30 days since the maturity month is not considered as it might distort 

the results as discussed above. 

 

3.1  Descriptive Statistics 

Table 1 describes the futures contracts for the 11 financial series used in this study.  Table 2.A 

summarizes the descriptive statistics of futures series, futures return series, total trading volume, and 

open interest.  The futures return series are characterized by higher peakedness and fat tails relative to 

a normal distribution, they are leptokurtic, which means dramatic movements in futures returns occur 

with greater frequency than is predicted by the normal distribution.  As an example, Figure 2.A below  

plots the daily Nikkei 225 futures returns for the period 25 September 1990 to 31 December 2000, 

which is also representative of the other futures return series.  Clearly, the time series in not 

homoscedastic, returns are not independent identically distributed (i.i.d.) through time, but are 

characterized by periods of tranquility followed by periods of more turbulent movements in future 

returns.  Such volatility clustering is also found in other financial time series.  At the same time, in 

Figure 2.B. below, there appears to be little or no serial dependence in the level of futures prices.  

These visual observations are also borne out by more formal tests for serial correlation.   

Table 2.B presents the formal Ljung-Box (1978) tests of the autocorrelation of futures returns 

and squared futures returns series.  With the exception of three series the residuals have no serial 

correlation, however, the squared residuals are serially correlated for all the series as suggested by the 

significant Ljung-Box Q-statistics.  For example, the Ljung-Box test for Nikkei 225 for up to the 

twentieth order of serial correlation in the returns is 32.0, whereas the same test statistic for the serial 

correlation in the squared returns equals 604.7.  These characteristics are empirical regularities of asset 

                                                                                                                                                         
12 See Ma, Nercer and Walker (1992) for review of rollover methods. 
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returns, where the second moments are predictable and can be characterized by volatility clustering – 

the variance of the forecast errors depends on the size of the preceding disturbance.  Modeling the 

series using Autoregressive Conditional Heteroscedasticity model by Engle (1982) or the generalized 

version by Bollerslev (1986) is more appropriate than standard statistical models since GARCH 

models can capture the fat-tailed nature of the distribution and, furthermore, allow presence of time-

varying volatility.   

Figure 2.A Daily Nikkei 225 Futures Returns in Logs
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Figure 2.B Nikkei 225 Futures Settlement Prices in 
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Table 2.C describes the contract specification, measurement unit, mean contract value and the 

mean daily dollar volume for the futures series in the sample.  For example, the daily volume is large 

for all financial futures, especially for the interest rate futures and the S&P 500, with the Eurodollar 

interest rate futures in the lead with an average value of $37 billion daily, approximately 40,000 

contracts, followed by the S&P 500 with mean daily value of $6.9 billion and the Treasury Bills with 

$4.5 billion over the full sample period.  The trading volume in British pound and Japanese yen are the 

highest among the currencies futures, near $1.6 billion average daily value.  

 

4  Methodology 

In this section, I outline an approach to measuring the time to maturity effect that extends the 

previous literature.  In particular, I will examine if the conditional variance of futures price changes 

depends upon time-to-maturity, total trading volume, and open interest after accounting for GARCH 

effects.  In order to do so, it is first necessary to describe the implementation of the GARCH 

methodology.   

 

4.1  Basic GARCH Specification 

GARCH models successfully account for the heteroscedasticity and the leptokurtosis 

characteristics of financial time series, which characterize these financial futures data as shown in 

Table 2.A.  The ARCH process by Engle (1982) and the GARCH process by Bollerslev (1986) have 

become standard tools in modeling these empirical features but they have not been utilized much for 

estimating futures price volatility.   
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The basic GARCH(p,q) model with ARMA dynamincs in the mean can be written as follows: 
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where Ft, is the futures price, tR  is the futures return, th is the conditional variance, �
i is the 

coefficient of the moving average component of order q, 
�

j is the autoregressive component of order p. 

In order to ensure that the conditional variance is never negative, zero, or infinite, it is necessary to 

constrain � i and � j to be between 0 and 1.  The model is covariance stationary if and only if all the 

roots of � i(x) + � j(x) = 1 lie outside the unit circle.13  As the sum of � i and � j approaches unity, a shock 

to the conditional variance is persistent in the sense that it remains important for future forecasts of all 

horizons.  The degree of persistence depends on the magnitude of these two parameters.  Conditioned 

on an information set at time t, denoted � t, the distribution of the disturbance is assumed to be normal 

with mean zero and conditional variance ht.  The general model contains an ARCH in mean term, � ht, 

which allows the mean of a series to depend on its own conditional variance.  The intuition is that risk-

averse agents demand compensation for holding risky assets.  Thus when variance, a measure of 

riskiness, of an asset increases, it is necessary that risk premium increases also to induce investor to 

hold the asset, thus we expect �  to be positive. 

Even in linear statistical models, the problem of selecting the appropriate model is non-trivial.  

Here models for each financial futures series is carefully selected based on the significance of the 

explanatory variables and the autocorrelation of the standardized residuals and standardized squared 

residuals using the Ljung-Box Q-statistics.  The technique to construct the correlogram for the squared 

residuals is as follows.  First the returns series is estimated and the best fitting ARMA model is 

selected.  The squares of those fitted errors are obtained, and the sample autocorrelations of the 

squared residuals are calculated.  The Ljung-Box statistics can be used to test for groups of significant 

coefficients.  Rejecting the null hypothesis that the squared residuals are not correlated is equivalent to 

rejecting the null hypothesis of no GARCH errors. 

If our model is adequate the autocorrelation of the residuals should be indicative of a white-

noise process, thus no evidence of autocorrelation between residuals.  The autocorrelation function of 

the squared residuals can help to identify the order of the GARCH process and the residuals can help 

                                                 
13 See Bollerslev (1986) for a formal proof. 
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to find the order of the mean equation; any lag with a high Q-stat, thus low p-value, suggests that an 

autoregressive term with that lag might be needed to eliminate the observed correlation in the residuals 

or squared residuals.  The goal is to minimize the Q-stats of both the standardized residuals and 

standardized squared residuals, so that they are indistinguishable from white noise, since then the 

model adequately captures the futures return mean and variance process. 

 

4.2 Augmented GARCH specification  

The basic GARCH specification represented by the set of equations numbered (4.1.1) is 

augmented by a time-to-maturity variable and two economic variables, open interest and trading 

volume, in order to determine their relative contribution to the conditional variance.  The following 

equation represents the augmented conditional variance:  
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where kφ is the list of weighting series in the heteroscedastic variance, and g is the set of control  

variables.  The non-negativity constraint on kφ is relaxed, so that it can be negative as we would 

expect in the case of some of the weighting variables, for example, the coefficient of the time-to-

maturity variable. 

The time-to-maturity variable measures the time in days until the maturity, the last day of the 

maturity month is defined as zero days to maturity.  The sign on time-to-maturity is expected to be 

negative according to the Samuelson hypothesis – as the number of days left to expiration decreases, 

the changes in the futures returns increase.   

Theory suggests that variables such as total trading volume, open interest, number of 

transactions, or market liquidity, are related to the return volatility process.  An intuitive explanation 

for the presence for ARCH in the futures returns is based on the hypothesis that daily returns are 

generated by a mixture of distributions where the mixing variable can be the rate of information 

arrival.  Since information cannot be observed directly the standard proxy for it is total trading 

volume.  This hypothesis has been documented by Lamoureux and Lastrapes (1990) but others like 

Bessembinder and Seguin (1993), and Wang and Yau (2000) only found contradictory evidence.  To 

test the importance of some of these economic variables in determining the underlying time series 

characteristics of the conditional variance and the robustness of the maturity effect, I added two of 

economic variables – open interest and total trading volume – in different combinations, to the 

conditional variance term.  Open interest, defined as the total number of futures or options on futures 

contracts that have not yet been offset or fulfilled for delivery, is often used as a proxy for market 
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depth or liquidity.  High open interest indicates more trades likely in the future, more opportunity for 

prices to move into higher or lower levels in the future, thus increasing changes in futures returns in 

the future relative to present movements.  To summarize, the sign on the open interest variables has 

been found to be negative by Bessembinder (1993) and Wang & Yau (2000).  The positive correlation 

between contemporaneous trading volume and return volatility is the result of the majority of research 

as discussed by Karpoff (1987).  The reverse effect is found for lagged trading volume by Wang & 

Yau (2000).  As described above, the intuition behind the positive correlation is that as trading volume 

increases, there is more opportunity for the prices to move into higher or lower levels.   

 

5  Estimation Results 

Table 3 Panel I through VIII present the basic and augmented GARCH(p,q) estimation results 

using the full sample period for the each type of financial futures contract based on the set of equations 

(4.1.1) and (4.2.1).  Panel I of Table 3 reports the results of the basic GARCH specification omitting 

all of the economic control variables.  Panel II, III, IV augment this basic specification by time to 

maturity (TTM), trading volume (TV), and open interest (OI), respectively.  Panel V reports the results 

including all three economic variables, while Panels VI, VII, and VIII contain results for various 

permutations.  Table 3.1 contains currency results and Table 3.2 contains the equity index and interest 

rate results. Briefly, the organization of the Panels can be summarized in the following matrix: 

 GARCH  TTM TV OI 
Panel I X    
Panel II X X   
Panel III X  X  
Panel IV X   X 
Panel V X X X X 
Panel VI X X X  
Panel VII X X  X 
Panel VIII X  X X 

 

5.1  Estimation Results for the Basic GARCH Specification 

Panel I presents the estimation results for the basic GARCH models for each type of futures 

contract without any explanatory variable added to the conditional variance equation.  The optimal 

GARCH specification varies among different spliced futures contracts but the process seems to be 

well represented by GARCH models as suggested by the diagnostic checks of the residuals and the 

squared residuals which appear to be white noise or close to it.  There appears to be a pattern across 

GARCH specifications in financial futures.  The GARCH(2,1) specification dominates in the currency 

futures with some variation in the ARMA terms in the mean equation.  In contrast, the GARCH(1,1) is 

selected for two of the three equity index futures, and for the two interest rate futures with an AR(1) 
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term in three of their mean equation.  Only the S&P 500 futures equity index has a significant ARCH 

in mean term which allows the mean of the series to depend on its own conditional variance.14  This 

class of models is suited to study some asset markets where risk averse agents require compensation 

for holding risky assets.  Since the riskiness of an asset can be measured by the variance of returns, the 

risk premium is an increasing function of the conditional variance of the returns. 

 

5.2  Estimation Results for the Augmented GARCH Specification 

For the full sample, the time-to-maturity variable for currency futures is partly negative and 

partly positive.  However, at closer inspection, all the ones with a positive sign are insignificant and 

those that are negative are all significant, with one borderline significant.  This result is in contrast 

with Galloway and Kolb (1996) and Han et al. (1999), and in some agreement with Leistikow (1987).  

This might not be the prediction of the Anderson & Danthine (1983) theoretical model if one argues 

that there are no information flows, thus no supply and demand uncertainties resolved near the 

expiration of the contracts such that exist in agricultural commodities.  However, Hong’s model can 

explain, even in face of heterogeneous information flows, this time-to-maturity pattern that we observe 

in these financial futures as long as information asymmetry among market participants is small.  In 

other words, Hong’s model does not depend on the characteristics of information flows but on the 

degree of asymmetry of information among agents or relative asymmetry of information endowments 

and flows.  In this model, it is the sensitivity to information flows that can explain the increase in the 

volatility of futures returns.  Near maturity, agents react more to news, hence prices are more elastic.  

In other words, information is assimilated faster into the markets as reflected by more volatile returns.  

Agents attempt to quickly incorporate the new and more heavily weighted information into their 

objective function.   

This result conflicts with much of the literature on currency futures but not all, however, I do 

test a significantly longer data set than all previous studies, and use the GARCH estimation method to 

try to better account for the characteristics of the data.  This pattern of negative coefficient on the time-

to-maturity remains for the full specification, when both additional economic variables are in the 

variance equation, total trading volume and open interest.  Thus for currency futures, the Samuelson 

hypothesis appears to remain robust with respect to additional variables in the conditional variance 

equation. 

The evidence for interest rate futures, by far the biggest market by the number of contracts 

traded, is that time-to-maturity enters as negative and significant, consistent with existing empirical 

literature, such as Milonas (1986) and Leistikow (1987), although it is not robust to dropping the open 

                                                 
14 See Engle, Lilien, and Robins (1987). 
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interest.  In contrast, and interestingly, the results for the equity indices stand out in that time-to-

maturity does not appear to matter in any specification similar to Chen, Duang, and Hung (1999) 

results, but unlike Beaulieu (1998) results.  In fact, the only thing that appears to matter for these is 

open interest, except for the Nikkei 225 where total trading volume matters as well. (See Table 3.2)   

  The GARCH estimation with the two economic variables individually and jointly are in Table 

3, Panel II, III, and VIII, respectively.  Similar to Bessembinder and Seguin (1993), Wang & Yau 

(2000) but unlike Lamoureux and Lastrapes (1990), we do not find the GARCH effects disappearing 

when the trading volume, a common measure of information flow, is included as an explanatory 

variable in the variance equation, whether on its own or with other variables.  Trading volume is 

significant only about 50% of the time, and it is has a very small magnitude.   

Open interest, used to measure market depth or liquidity, has not been examined extensively 

in the literature.  Similarly to trading volume, the signs are mixed, however, only the positively signed 

coefficients are significant in the case of the currencies.  The sign of open interest for equity indices 

and interest rates is mostly positive when significant, but the pattern is fainter than it is for currencies.  

This is opposite of the result we expected based on the few studies on open interest, however, 

intuitively it still has some logical appeal  - it implies that the higher the open interest, the more future 

trade expected, the higher is the current futures price volatility.  The more future trade, the more 

opportunity there is for the prices to move into higher or lower levels, similarly to trading volume.   

 

5.3  Estimation Results for the Sub-samples  

The sample is also divided into two periods: 1980s & 1990s.  The results are not reported here 

for brevity but are available upon request.  As financial futures markets expanded rapidly throughout 

the 1990s, with increasing liquidity, one might reasonably conjecture that the idealized conditions of 

the Samuelson model might be better approximated by actual market conditions.  Indeed, it turns out 

that the hypothesized time-to-maturity effect is more apparent during the 1990’s subsample.  The 

results across the two periods are very close for the currency futures, for the equity indices and interest 

rates less so.  As expected, the 1990s futures series give a clearer pattern for all three categories, with a 

stronger time-to-maturity effect, more mixed results for trading volume, and mostly positive signs for 

open interest.  In the 1980s, all three categories, currency, equity index, and interest rate futures have 

mixed results, with both positive and negative significant coefficients for open interest and lagged 

trading volume, which might be partly due to lower levels of activity. 
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6  Conclusion 

This study has examined the dynamics of volatility in several, increasingly important, 

financial futures markets.  Several new patterns have been identified in this unique data set. 

First, a strong time-to-maturity effect is detected for currency futures.  This variable has a less 

prominent role in equity index and interest rate futures.  The result is somewhat puzzling for the 

former category, since one does not necessarily expect an increase in information flows near the 

maturation of currency futures.  Second, as markets have become larger and more liquid, it appears 

that the time-to-maturity hypothesis of Samuelson has become increasingly relevant.  This suggests 

that earlier studies may have failed to find a role for time-to-maturity because markets did not 

completely fulfill the conditions outlined by Samuelson.  Third, one policy implication is that if agents 

fail to incorporate time-to-maturity in making their hedging decisions, then they may be failing to 

optimize.  Fourth, the empirical modeling of the second moments of futures returns will need to 

incorporate economic as well as GARCH effects. 

One finding at variance with some of the earlier studies is the mixed role of lagged trading 

volume and open interest for equity index and interest rate futures.  However, those earlier studies did 

not examine such a comprehensive data set; nor did they necessarily account for GARCH effects.  

Hence, these findings should be considered as establishing new stylized facts. 
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Table 1. Description of Futures Prices Data from the Chicago Mercantile Exchange 

  Commodity 
Description NOBS 

Years 
available 

Start 
Trade 
Date 

Start 
Date of 

Contract 
Delivery 

Ending 
Date of 

Contract 
Delivery 

Number 
of 

Contracts 
Possible Delivery 

Month   

Currencies (FX)                 

Australian dollar 
(AD) 3534 

1987-
2000 (14) 1/13/1987 03/87  12/01 60 3,6,9,12  

British pound 
(BP)§ 4598 

1982-88, 
1988-

2000 (19) 1/6/1982 03/82  12/00 77 3,6,9,12  

Canadian dollar 
(CD) 4725 

1982-
2000 (19) 1/4/1982 03/82  3/02 81 3,6,9,12  

German mark 
(DM) 4785 

1982-
2000 (19) 1/4/1982 03/82 06/01 79 3,6,9,12  

Japanese Yen (JY) 4810 
1982-

2000 (19) 1/4/1982 01/82  12/01 84 3,6,9,12  

Swiss franc (SF) 4502 
1982-

2000 (19) 1/4/1982 03/82 12/01 72 3,6,9,12  

Equity Indices 
(EQ)                 

S&P Midcap 400 
(MD) 2247 

1992-
2000 (9) 2/13/1992 03/92  6/01 38 1,2,3,4,5,6,7,8,9,12  

Nikkei 225 (NK) 2598 
1990-

2000 (11) 9/25/1990 12/90  6/01 42 3,6,9,12  

S&P 500 (SP) 4718 
1982-

2000(19) 4/21/1982 06/82  9/02 83 3,6,9,12  

Interest Rates (IR)                 

Eurodollar (ED) 4812 
1982-

2000(19) 1/4/1982 01/82 12/01 159 3,6,9,12  

 90-Day Treasury 
Bills (TB) 4605 

1982-
2000(19) 1/4/1982 01/82 06/00 76 1,3,4,6,9, 10,12   

         

         

§ British Pound (BP) changed to the New British Pound (NB) in 1988.  
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Table 3.1 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel I CURRENCIES 
  AD BP CD DM JY SF 

  
Australian 

dollar British pound 
Canadian 

dollar 
German 

mark Japanese yen Swiss franc 

  
AR(3)-GARCH 

(2,1) GARCH (2,1) 

AR(1),AR(2), 
AR(3)-

GARCH (2,1) 
AR(3)-

GARCH (1,1) 
GARCH 

(2,1) 
GARCH 

(2,1) 

c -0.000028519  -0.000059309 -0.00004439    

  (0.765)  (0.098)*  (0.638)    
�

1    0.045494     

     (0.004)**      
�

2    -0.025404     

     (0.084)**      
�

3 -0.056074  -0.036542 0.021213    

  (0.001)**   (0.015)**  (0.162)    
�

4         

          
�

5         

          
�
         

          
�

0 3.55E-07 3.42E-07 1.13E-07 1.00E-06 2.12E-06 1.55E-06 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

1 0.036853 0.043177 0.086082 0.048088 0.092635 0.053398 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2         

          
�

1  0.53815 0.53636 0.32821 0.93274 0.21513 0.48801 

  (0.034)**  (0.004)**  (0.000)**  (0.000)**  (0.000)**  (0.007)**  
�

2  0.41625 0.41329 0.57604  0.65558 0.43428 

  (0.092)*  (0.023)**  (0.000)**   (0.000)**  (0.012)**  
�

TTM         

          
�

TV(-1)         

          
�

OI         

              
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote statistical 
significance at 10% & 5% respectively.  P-values are in parenthesis.  The following GARCH estimation is used to 
generate the results in this table: 
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Table 3.1 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel II CURRENCIES 
  AD BP CD DM JY SF 

ttm 
Australian 

dollar British pound 
Canadian 

dollar 
German 

mark Japanese yen Swiss franc 

  
AR(3)-GARCH 

(2,1) GARCH (2,1) 

AR(1),AR(2), 
AR(3)-

GARCH (2,1) 
AR(3)-

GARCH (1,1) 
GARCH 

(2,1) 
GARCH 

(2,1) 

c -0.00001891  -0.000043837 -0.000043116    

  (0.843)**   (0.228) (0.648)    
�

1    0.046982     

     (0.003)**      
�

2    -0.024623     

     (0.098)*      
�

3 -0.055513  -0.036261 0.021545    

  (0.001)**   (0.015)**  (0.155)    
�

4         

          
�

5         

          
�
         

          
�

0 1.10639E-06 3.40E-07 3.73E-07 1.59E-06 1.88E-06 2.20E-06 

  (0.000)**  (0.037)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

1 0.040542 0.043226 0.084035 0.049014 0.093048 0.05333 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2         

          
�

1  0.59104 0.53645 0.40168 0.92991 0.2131 0.51719 

  (0.022) (0.004) (0.000)**  (0.000)**  (0.000)**  (0.006)**  
�

2  0.35491 0.41316 0.50026  0.65733 0.40393 

  (0.152) (0.023)**  (0.000)**   (0.000)**  (0.024)**  
�

TTM -8.01E-09 4.20E-11 -3.13E-09 -6.73E-09 3.22E-09 -7.85E-09 

  (0.003)**  (0.983) (0.000)**  (0.048)**  (0.483) (0.173) 
�

TV(-1)         

          
�

OI         

              
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote statistical 
significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH estimation is used to 
generate the results in this table: 
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Table 3.1 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel III CURRENCIES 
  AD BP CD DM JY SF 

tv(-1) 
Australian 

dollar British pound 
Canadian 

dollar 
German 

mark Japanese yen Swiss franc 

  
AR(3)-GARCH 

(2,1) GARCH (2,1) 

AR(1),AR(2), 
AR(3)-

GARCH (2,1) 
AR(3)-

GARCH (1,1) 
GARCH 

(2,1) 
GARCH 

(2,1) 

c -0.000027577  -0.000062324 -0.000045182    

  (0.776)  (0.092)**  (0.633)    
�

1    0.048744     

     (0.003)**      
�

2    -0.02355     

     (0.120)     
�

3 -0.056187  -0.035047 0.02122    

  (0.001)**   (0.023)**  (0.161)    
�

4         

          
�

5         

          
�
         

          
�

0 2.86E-07 4.35E-07 7.04E-08 9.49E-07 1.78E-06 1.29E-06 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

1 0.036744 0.04323 0.088893 0.048096 0.095933 0.052463 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2         

          
�

1  0.52291 0.53971 0.32912 0.9319 0.20139 0.48167 

  (0.043)**  (0.004)**  (0.000)**  (0.000)**  (0.000)**  (0.007)**  
�

2  0.43154 0.40932 0.55734  0.65802 0.44096 

  (0.086)*  (0.025)**  (0.000)**   (0.000)**  (0.011)**  
�

TTM         

          
�

TV(-1) 8.34E-11 -8.53E-12 4.40E-11 4.21E-12 4.65E-11 1.86E-11 

  (0.007)**  (0.383) (0.000)**  (0.341) (0.000)**  (0.339) 
�

OI         

              
 
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote statistical 
significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH estimation is used to 
generate the results in this table:  
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Table 3.1 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel IV CURRENCIES 
  AD BP CD DM JY SF 

oi 
Australian 

dollar British pound 
Canadian 

dollar 
German 

mark Japanese yen Swiss franc 

  
AR(3)-GARCH 

(2,1) GARCH (2,1) 

AR(1),AR(2), 
AR(3)-

GARCH (2,1) 
AR(3)-

GARCH (1,1) 
GARCH 

(2,1) 
GARCH 

(2,1) 

c -0.0000231  -0.000059719 -0.000044588    

  (0.812)  (0.104) (0.637)    
�

1    0.048117     

     (0.003)**      
�

2    -0.025     

     (0.099)**      
�

3 -0.056199  -0.035677 0.021214    

  (0.001)**   (0.020)**  (0.162)    
�

4         

          
�

5         

          
�
         

          
�

0 3.24E-07 5.75E-07 6.41E-08 9.89E-07 1.69E-06 1.79E-06 

  (0.000)**  (0.001)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

1 0.039248 0.043959 0.087917 0.048128 0.10466 0.053325 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2         

          
�

1  0.49956 0.52874 0.38006 0.93275 0.19965 0.49034 

  (0.041)**  (0.004)**  (0.000)**  (0.000)**  (0.000)**  (0.007)**  
�

2  0.4498 0.41748 0.51184  0.64184 0.43049 

  (0.058)*  (0.020)**  (0.000)**   (0.000)**  (0.013)**  
�

TTM         

          
�

TV(-1)         

          
�

OI 1.83E-11 -4.18E-12 6.29E-12 1.91E-13 2.89E-11 -4.44E-12 

  (0.000)**  (0.121) (0.000)**  (0.903) (0.000)**  (0.404) 
 
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote statistical 
significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH estimation is used to 
generate the results in this table:  
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Table 3.1 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel V CURRENCIES 
  AD BP CD DM JY SF 
ttm   tv(-
1) oi 

Australian 
dollar British pound 

Canadian 
dollar 

German 
mark Japanese yen Swiss franc 

  
AR(3)-GARCH 

(2,1) GARCH (2,1) 

AR(1),AR(2), 
AR(3)-

GARCH (2,1) 
AR(3)-

GARCH (1,1) 
GARCH 

(2,1) 
GARCH 

(2,1) 

c -4.88E-06  -0.00004168 -0.000042368    

  (0.960)  (0.253) (0.655)    
�

1    0.050096     

     (0.002)**      
�

2    -0.024684     

     (0.105)     
�

3 -0.055536  -0.035548 0.021453    

  (0.001)**   (0.019)**  (0.158)    
�

4         

          
�

5         

          
�
         

          
�

0 1.46E-06 5.75E-07 3.04E-07 1.65E-06 1.38E-06 2.15E-06 

  (0.000)**  (0.023)**  (0.000)**  (0.000)**  (0.004)**  (0.002)**  
�

1 0.040709 0.043887 0.081096 0.047081 0.10482 0.050836 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2         

          
�

1  0.41016 0.52938 0.4491 0.92921 0.20163 0.51515 

  (0.047)**  (0.005)**  (0.000)**  (0.000)**  (0.000)**  (0.007)**  
�

2  0.52958 0.41703 0.4458  0.64116 0.40624 

  (0.008)**  (0.021)**  (0.000)**   (0.000)**  (0.026)**  
�

TTM -1.11E-08 4.58E-11 -3.34E-09 -7.30E-09 5.60E-09 -9.09E-09 

  (0.000)**  (0.986) (0.000)**  (0.032)**  (0.264) (0.116) 
�

TV(-1) -9.08E-10 -1.96E-12 1.21E-11 1.39E-11 -2.28E-11 2.96E-11 

  (0.000)**  (0.879) (0.254) (0.100)*  (0.165) (0.182) 
�

OI 1.25E-10 -3.89E-12 5.25E-12 -4.01E-12 3.30E-11 -6.54E-12 

  (0.000)**  (0.223) (0.000)**  (0.173) (0.000)**  (0.242) 
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote statistical 
significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH estimation is used to 
generate the results in this table: 
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Table 3.1 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel VI CURRENCIES 
  AD BP CD DM JY SF 
ttm, tv(-
1) 

Australian 
dollar British pound 

Canadian 
dollar 

German 
mark Japanese yen Swiss franc 

  
AR(3)-GARCH 

(2,1) GARCH (2,1) 

AR(1),AR(2), 
AR(3)-

GARCH (2,1) 
AR(3)-

GARCH (1,1) 
GARCH 

(2,1) 
GARCH 

(2,1) 

c -0.000019736  -0.000042626 -0.000043738    

  (0.839)  (0.245) (0.644)    
�

1    0.050548     

     (0.002)**      
�

2    -0.023266     

     (0.125)     
�

3 -0.05567  -0.035052 0.021528    

  (0.001)**   (0.021)**  (0.156)    
�

4         

          
�

5         

          
�
         

          
�

0 9.96171E-07 3.51E-07 3.41E-07 1.51E-06 1.71E-06 1.81E-06 

  (0.000)**  (0.044)**  (0.000)**  (0.000)**  (0.000)**  (0.001)**  
�

1 0.039237 4.33E-02 0.082414 0.048682 0.096178 0.051193 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2         

          
�

1  0.57328 0.52915 0.39077 0.92963 0.20097 0.50832 

  (0.026)**  (0.004)**  (0.000)**  (0.000)**  (0.000)**  (0.007)**  
�

2  0.37409 0.4204 0.49935  0.65816 0.41515 

  (0.132) (0.020)**  (0.000)**   (0.000)**  (0.021)**  
�

TTM -8.16E-09 1.13E-09 -3.76E-09 -6.83E-09 1.05E-09 -8.30E-09 

  (0.002)**  (0.590) (0.000)**  (0.045)**  (0.827) (0.133) 
�

TV(-1) 1.20E-10 -1.05E-11 4.82E-11 4.99E-12 4.61E-11 2.54E-11 

  (0.003)**  (0.277) (0.000)**  (0.282) (0.000)**  (0.214) 
�

OI             
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote statistical 
significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH estimation is used to 
generate the results in this table: 
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Table 3.1 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel 
VII CURRENCIES 
  AD BP CD DM JY SF 

ttm, oi 
Australian 

dollar British pound 
Canadian 

dollar 
German 

mark Japanese yen Swiss franc 

  
AR(3)-GARCH 

(2,1) GARCH (2,1) 

AR(1),AR(2), 
AR(3)-

GARCH (2,1) 
AR(3)-

GARCH (1,1) 
GARCH 

(2,1) 
GARCH 

(2,1) 

c -0.000014224  -0.000041748 -0.000043209    

  (0.884)  (0.251) (0.647)    
�

1   0.049746     

    (0.002)**      
�

2   -0.025188     

    (0.097)**      
�

3 -0.055588  -0.035775 0.021536    

  (0.001)**   (0.018)**  (0.156)    
�

4        

         
�

5        

         
�
        

         
�

0 1.16E-06 5.91E-07 2.92E-07 1.57E-06 1.42E-06 2.63E-06 

  (0.000)**  (0.020)**  (0.000)**  (0.000)**  (0.004)**  (0.000)**  
�

1 0.040869 0.043905 0.080451 0.04905 0.10632 0.053349 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2        

         
�

1  0.55544 0.52978 0.465 0.92995 0.1976 0.52558 

  (0.026)**  (0.005)**  (0.000)**  (0.000)**  (0.000)**  (0.005)**  
�

2  0.38787 0.41642 0.43257  0.64052 0.39324 

  (0.106) (0.021)**  (0.000)**   (0.000)**  (0.030)**  
�

TTM -1.01E-08 -1.54E-10 -3.17E-09 -6.71E-09 4.60E-09 -9.21E-09 

  (0.001)**  (0.951) (0.000)**  (0.049)**  (0.367) (0.129) 
�

TV(-1)        

         
�

OI 2.42E-11 -4.23E-12 6.61E-12 1.52E-13 2.94E-11 -6.10E-12 
  (0.000)**  (0.118) (0.000)**  (0.927) (0.000)**  (0.300) 

NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote statistical 
significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH estimation is used to 
generate the results in this table: 
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Table 3.1 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel 
VIII CURRENCIES 
  AD BP CD DM JY SF 

tv(-1) oi 
Australian 

dollar British pound 
Canadian 

dollar 
German 

mark Japanese yen Swiss franc 

  
AR(3)-GARCH 

(2,1) GARCH (2,1) 

AR(1),AR(2), 
AR(3)-

GARCH (2,1) 
AR(3)-

GARCH (1,1) 
GARCH 

(2,1) 
GARCH 

(2,1) 

c -0.000014833  -0.000059587 -0.000043452    

  (0.879)  (0.105) (0.647)    
�

1    0.048039     

     (0.003)**      
�

2    -0.025126     

     (0.097)*      
�

3 -0.056464  -0.035738 0.021135    

  (0.001)**   (0.020)**  (0.164)    
�

4         

          
�

5         

          
�
         

          
�

0 5.80E-07 5.78E-07 6.36E-08 1.03E-06 1.72E-06 1.50E-06 

  (0.000)**  (0.001)**  (0.000)**  (0.000)**  (0.000)**  (0.001)**  
�

1 0.040778 0.043845 0.087805 0.046689 0.10352 0.051828 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2         

          
�

1  0.34693 0.52942 0.38197 0.93152 0.20318 0.48348 

  (0.045)**  (0.004)**  (0.000)**  (0.000)**  (0.000)**  (0.008)**  
�

2  0.59528 0.41702 0.51064  0.64192 0.4378 

  (0.000)**  (0.020)**  (0.000)**   (0.000)**  (0.012)**  
�

TTM         

          
�

TV(-1) -9.00E-10 -1.88E-12 -2.75E-12 1.20E-11 -1.81E-11 2.47E-11 

  (0.000)*  (0.884) (0.788) (0.143) (0.267) (0.249) 
�

OI 1.22E-10 -3.91E-12 6.58E-12 -3.46E-12 3.18E-11 -5.91E-12 

  (0.000)**  (0.220) (0.000)**  (0.223) (0.000)**  (0.262) 
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote statistical 
significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH estimation is used to 
generate the results in this table: 
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Table 3.2 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel I INDICES INTEREST RATES 
  MD NK SP ED TB 

  
S&P Midcap 

400 Nikkei 225 S&P 500 Eurodollar 90-day T-bill 

  
AR(1),AR (4)-
GARCH (1,2) 

AR(1)-
GARCH (1,1) 

AR(1)-
AR(5)- 

GARCH 
(1,1)- M 

AR(1)-
GARCH (1,1) 

AR(1)-
GARCH (1,1) 

c 0.0007 0.0000 -0.0004 0.0000 0.0000 

  (0.000)**  (0.899) (0.487) (0.449) (0.980) 
�

1 0.0554 -0.0599 -0.0275 0.0648 0.0683 

  (0.016)**  (0.004)**  (0.082)*  (0.000)**  (0.000)**  
�

2    -0.0008     

     (0.956)     
�

3    -0.0253     

     (0.109)     
�

4 -0.0310  -0.0353     

  (0.164)  (0.024)**      
�

5    -0.0342     

     (0.021)**      
�
    0.1155     

     (0.039)**      
�

0 0.0000 0.0000 0.0000 0.0000 0.0000 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

1 0.0657 0.0696 0.0576 0.0175 0.0194 

  (0.001)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2 0.0582       

  (0.002)**        
�

1  0.8480 0.9154 0.9303 0.9825 0.9804 

  (0.000)**  (0.000)**  (0.000)**  (0.000)**  (0.000)**  
�

2          

          
�

TTM         

          
�

TV(-1)         

          
�

OI         

            
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote 
statistical significance at 10% & 5% respectively.  P-values are in parenthesis.  The following GARCH 
estimation is used to generate the results in this table: 

 
 
      

      
      
      
      ���

�

=
−

=
−

−

=
−

+++=

Ω

+++=

NGT

k
ktk

p

j
jtj

q

i
itit

ttt

NR

i
ttitit

ghh

hN

hRcR

11

2
0

1

1

),0(~|

φβεαα

ε

εθγ



 

 36  

Table 3.2 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel II INDICES INTEREST RATES 
  MD NK SP ED TB 

ttm 
S&P Midcap 

400 Nikkei 225 S&P 500 Eurodollar 90-day T-bill 

  
AR(1),AR (4)-
GARCH (1,2) 

AR(1)-
GARCH (1,1) 

AR(1)-
AR(5)- 

GARCH 
(1,1)- M 

AR(1)-
GARCH (1,1) 

AR(1)-
GARCH (1,1) 

c 0.0007 0.0000 -0.0003 0.0000 0.0000 

  (0.000)** (0.879) (0.530) (0.770) (0.036) 
�

1 0.0554 -0.0603 -0.0275 0.1516 0.0700 

  (0.016)** (0.004)** (0.085)* (0.000)** (0.000)** 
�

2    -0.0010     

     (0.948)     
�

3    -0.0254     

     (0.110)     
�

4 -0.0310  -0.0349     

  (0.164)  (0.027)**     
�

5    -0.0338     

     (0.023)**     
�
    0.1118     

     (0.045)**     
�

0 0.0000 0.0000 0.0000 0.0000 0.0000 

  (0.001)** (0.007)** (0.003)** (1.000) (1.000) 
�

1 0.0657 0.0683 0.0578 0.4256 0.4516 

  (0.001)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2 0.0583       

  (0.002)**       
�

1  0.8478 0.9165 0.9305 0.6349 0.5889 

  (0.000)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2          

          
�

TTM -4.00E-11 -2.08E-08 5.05E-09 1.62E-09 1.66E-09 

  (0.997) (0.361) (0.223) (0.000)** (0.000)** 
�

TV(-1)         

          
�

OI         

            
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote 
statistical significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH 
estimation is used to generate the results in this table: 
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Table 3.2 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel III INDICES INTEREST RATES 
  MD NK SP ED TB 

tv(-1) 
S&P Midcap 

400 Nikkei 225 S&P 500 Eurodollar 90-day T-bill 

  
AR(1),AR (4)-
GARCH (1,2) 

AR(1)-
GARCH (1,1) 

AR(1)-
AR(5)- 

GARCH 
(1,1)- M 

AR(1)-
GARCH (1,1) 

AR(1)-
GARCH (1,1) 

c 0.0007 0.0000 -0.0004 0.0000 0.0000 

  (0.000)** (0.938) (0.485) (0.738) (0.551) 
�

1 0.0558 -0.0597 -0.0276 0.0673 0.0684 

  (0.015)** (0.004)** (0.086)* (0.000)** (0.000)** 
�

2    -0.0009     

     (0.955)     
�

3    -0.0253     

     (0.109)     
�

4 -0.0306  -0.0353     

  (0.171)  (0.024)**     
�

5    -0.0342     

     (0.021)**     
�
    0.1158     

     (0.039)**     
�

0 0.0000 0.0000 0.0000 0.0000 0.0000 

  (0.000)** (0.000)** (0.000)** (1.000) (0.000)** 
�

1 0.0651 0.0647 0.0576 0.0283 0.0457 

  (0.001)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2 0.0554        

  (0.004)**        
�

1  0.8509 0.9221 0.9304 0.9709 0.8991 

  (0.000)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2           

           
�

TTM          

           
�

TV(-1) 9.34E-10 -2.06E-09 3.67E-13 6.75E-14 1.07E-11 

  (0.319) (0.001)** (0.935) (0.000)** (0.000)** 
�

OI          

            
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote 
statistical significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH 
estimation is used to generate the results in this table: 
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Table 3.2 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel IV INDICES INTEREST RATES 
  MD NK SP ED TB 

oi 
S&P Midcap 

400 Nikkei 225 S&P 500 Eurodollar 90-day T-bill 

  
AR(1),AR (4)-
GARCH (1,2) 

AR(1)-
GARCH (1,1) 

AR(1)-
AR(5)- 

GARCH 
(1,1)- M 

AR(1)-
GARCH (1,1) 

AR(1)-
GARCH (1,1) 

c 0.0007 0.0000 -0.0003 0.0000 0.0000 

  (0.000)** (0.893) (0.498) (0.615) (0.778) 
�

1 0.0545 -0.0607 -0.0275 0.0635 0.0683 

  (0.018)** (0.003)** (0.083)* (0.000)** (0.000)** 
�

2    -0.0009     

     (0.955)     
�

3    -0.0253     

     (0.109)     
�

4 -0.0287  -0.0353     

  (0.201)  (0.024)**     
�

5    -0.0342     

     (0.021)**     
�
    0.1145     

     (0.040)**     
�

0 0.0000 0.0000 0.0000 0.0000 0.0000 

  (0.007)** (0.000)** (0.000)** (1.000) (0.000)** 
�

1 0.0624 0.0663 0.0576 0.0270 0.0205 

  (0.002)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2 0.0613        

  (0.001)**        
�

1  0.8464 0.9158 0.9304 0.9738 0.9753 

  (0.000)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2           

           
�

TTM          

           
�

TV(-1)          

           
�

OI 1.93E-10 -1.83E-10 -3.52E-13 6.97E-15 1.38E-13 

  (0.002)** (0.000)** (0.718) (0.000)** (0.000)** 
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote 
statistical significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH 
estimation is used to generate the results in this table: 
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Table 3.2 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel V INDICES INTEREST RATES 
  MD NK SP ED TB 

ttm   tv(-1) oi 
S&P Midcap 

400 Nikkei 225 S&P 500 Eurodollar* 90-day T-bill 

  
AR(1),AR (4)-
GARCH (1,2) 

AR(1)-
GARCH (1,1) 

AR(1)-
AR(5)- 

GARCH 
(1,1)- M 

AR(1)-
GARCH (1,1) 

AR(1)-
GARCH (1,1) 

c 0.0007 0.0000 -0.0003 0.0000 0.0000 

  (0.000)** (0.940) (0.529) (0.532) (0.263) 
�

1 0.0539 -0.0602 -0.0276 -0.0211 0.0719 

  (0.019)** (0.003)** (0.087)* (0.008)** (0.000)** 
�

2    -0.0011     

     (0.942)     
�

3    -0.0253     

     (0.111)     
�

4 -0.0284  -0.0350     

  (0.206)  (0.027)**     
�

5    -0.0338     

     (0.024)**     
�
    0.1119     

     (0.045)**     
�

0 0.0000 0.0000 0.0000 0.0000 0.0000 

  (0.092)** (0.003)** (0.013)** (1.000) (0.000)** 
�

1 0.0622 0.0659 0.0574 0.2272 0.0197 

  (0.002)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2 0.0639       

  (0.001)**       
�

1  0.8452 0.9180 0.9310 0.0796 0.9607 

  (0.000)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2          

          
�

TTM 4.68E-09 2.24E-09 5.09E-09 1.22E-08 -5.77E-10 

  (0.719) (0.931) (0.221) (0.000)** (0.000)** 
�

TV(-1) -1.03E-09 -1.35E-09 2.48E-12 -6.81E-13 4.00E-12 

  (0.338) (0.068)** (0.657) (0.000)** (0.000)** 
�

OI 2.38E-10 -1.28E-10 -8.30E-13 -6.26E-13 -3.82E-13 

  (0.001)** (0.028)** (0.497) (0.000)** (0.000)** 
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote 
statistical significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH 
estimation is used to generate the results in this table: 
*ED did not 
converge 
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Table 3.2 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel VI INDICES INTEREST RATES 
  MD NK SP ED TB 

ttm, tv(-1) 
S&P Midcap 

400 Nikkei 225 S&P 500 Eurodollar 90-day T-bill 

  
AR(1),AR (4)-
GARCH (1,2) 

AR(1)-
GARCH (1,1) 

AR(1)-
AR(5)- 

GARCH 
(1,1)- M 

AR(1)-
GARCH (1,1) 

AR(1)-
GARCH (1,1) 

c 0.0007 0.0000 -0.0003 0.0000 0.0000 

  (0.000)** (0.951) (0.533) (0.489) (0.410) 
�

1 0.0557 -0.0595 -0.0275 0.1672 0.1061 

  (0.015)** (0.004)** (0.087)* (0.000)** (0.000)** 
�

2    -0.0010     

     (0.948)     
�

3    -0.0254     

     (0.110)     
�

4 -0.0310  -0.0349     

  (0.165)  (0.027)**     
�

5    -0.0338     

     (0.023)**     
�
    0.1117     

     (0.046)**     
�

0 0.0000 0.0000 0.0000 0.0000 0.0000 

  (0.002)** (0.009)** (0.013)** (1.000) (1.000) 
�

1 0.0649 0.0648 0.0578 0.5712 0.0959 

  (0.001)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2 0.0561       

  (0.003)**       
�

1  0.8495 0.9226 0.9305 0.4500 0.0000 

  (0.000)** (0.000)** (0.000)** (0.000)** (1.000) 
�

2          

          
�

TTM -5.98E-09 1.05E-08 5.07E-09 3.93E-09 2.75E-09 

  (0.668) (0.653) (0.230) (0.000) (0.000) 
�

TV(-1) 1.12E-09 -2.16E-09 -9.18E-14 -1.34E-12 1.66E-10 

  (0.287) (0.000)** (0.983) (0.000)** (0.000)** 
�

OI           
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote 
statistical significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH 
estimation is used to generate the results in this table: 
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Table 3.2 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel VII INDICES INTEREST RATES 
  MD NK SP ED TB 

ttm, oi 
S&P Midcap 

400 Nikkei 225 S&P 500 Eurodollar* 90-day T-bill 

  
AR(1),AR (4)-
GARCH (1,2) 

AR(1)-
GARCH (1,1) 

AR(1)-
AR(5)- 

GARCH 
(1,1)- M 

AR(1)-
GARCH (1,1) 

AR(1)-
GARCH (1,1) 

c 0.0007 0.0000 -0.0003 0.0000 0.0000 

  (0.000)** (0.886) (0.547) (0.140) (0.179) 
�

1 0.0544 -0.0609 -0.0275 -0.0334 0.0644 

  (0.018)** (0.003)** (0.085)* (0.000)** (0.000)** 
�

2    -0.0010     

     (0.945)     
�

3    -0.0254     

     (0.110)     
�

4 -0.0288  -0.0349     

  (0.201)  (0.027)**     
�

5    -0.0338     

     (0.023)**     
�
    0.1104     

     (0.047)**     
�

0 0.0000 0.0000 0.0000 0.0000 0.0000 

  (0.071)** (0.001)** (0.004)** (1.000) (0.000)** 
�

1 0.0623 0.0667 0.0577 0.2257 0.0307 

  (0.002)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2 0.0613        

  (0.001)**        
�

1  0.8464 0.9146 0.9307 0.0618 0.9647 

  (0.000)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2           

           
�

TTM -6.63E-10 -1.50E-08 5.35E-09 1.16E-08 -6.38E-10 

  (0.950) (0.546) (0.200) (0.000)** (0.000)** 
�

TV(-1)          

           
�

OI 1.94E-10 -1.86E-10 -4.39E-13 -6.40E-13 1.71E-14 

  (0.002)** (0.001)** (0.648) (0.000)** (0.023)** 
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote 
statistical significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH 
estimation is used to generate the results in this table: 
*ED did not 
converge 
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Table 3.2 Maximum Likelihood Estimates of GARCH(p,q) Models 
Panel VIII INDICES INTEREST RATES 
  MD NK SP ED TB 

tv(-1) oi 
S&P Midcap 

400 Nikkei 225 S&P 500 Eurodollar 90-day T-bill 

  
AR(1),AR (4)-
GARCH (1,2) 

AR(1)-
GARCH (1,1) 

AR(1)-
AR(5)- 

GARCH 
(1,1)- M 

AR(1)-
GARCH (1,1) 

AR(1)-
GARCH (1,1) 

c 0.0007 0.0000 -0.0004 0.0000 0.0000 

  (0.000)** (0.937) (0.482) (0.789) (0.954) 
�

1 0.0538 -0.0602 -0.0276 0.0691 0.0788 

  (0.019)** (0.003)** (0.085)* (0.000)** (0.000)** 
�

2    -0.0010     

     (0.949)     
�

3    -0.0252     

     (0.111)     
�

4 -0.0289  -0.0354     

  (0.198)  (0.024)**     
�

5    -0.0342     

     (0.022)**     
�
    0.1160     

     (0.039)**     
�

0 0.0000 0.0000 0.0000 0.0000 0.0000 

  (0.008)** (0.000)** (0.000)** (1.000) (0.000)** 
�

1 0.0619 0.0660 0.0571 0.0296 0.0289 

  (0.002)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2 0.0633        

  (0.001)**        
�

1  0.8456 0.9176 0.9309 0.9690 0.8835 

  (0.000)** (0.000)** (0.000)** (0.000)** (0.000)** 
�

2           

           
�

TTM          

           
�

TV(-1) -7.57E-10 -1.32E-09 2.90E-12 1.14E-13 2.37E-11 

  (0.376) (0.059)* (0.608) (0.000)** (0.000)** 
�

OI 2.32E-10 -1.30E-10 -7.90E-13 -5.19E-15 -2.17E-12 

  (0.001)** (0.019)** (0.521) (0.000)** (0.000)** 
NOTE: The sample period is 1 Jan. 1982 through 31 Dec. 2000 (except for AD, NK, MD). *  & **  denote 
statistical significance at 10% & 5% respectively.  P-values are in paranthesis.  The following GARCH 
estimation is used to generate the results in this table: 
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