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ABSTRACT OF THE DISSERTATION 
 

Negative Regulators of Toll-Like Receptors During Chlamydia trachomatis 
Infection 

 
By 

Mufadhal Mohammed Al-Kuhlani 
 

Doctor of Philosophy in Quantitative and Systems Biology 
 

University of California, Merced 2013 
 

Professor Jennifer Manilay, Chair 
 
 

Chlamydia trachomatis is the most common bacterial sexually-transmitted 

disease (STD) around the world. The response of the immune system to 

eliminate C. trachomatis infection through inflammation is a very efficient 

process.  However, persistent infection or uncontrolled inflammation causes a 

complication in the upper genital tract, which can ultimately lead to infertility and 

chronic pelvic pain. Therefore, inflammation has to be tightly regulated to avoid 

an uncontrolled immune response. The genetic factors that regulate inflammation 

during Chlamydia infection have not been clearly characterized. SIGIRR, Triad3A 

and TRAIL-R are proteins that have been shown to manipulate inflammation in 

response to various pathogens and diseases.  However, little is known about 

their role during C. trachomatis infection. 

Our results indicate that in the absence of SIGIRR, epithelial cells induce 

higher levels of proinflammatory cytokines in response to chlamydia infection. In 

addition, overexpression analysis reveals that SIGIRR associates with MyD88 

and localizes around the inclusion of the Chlamydia and the nucleus of the 



 
 

 xix 

infected cell. Additionally, our data indicates that the absence of Triad3A in HEK 

cells that express individual TLRs does not affect the levels of IL-8 in TLR2, 

TLR3 or TLR4, when activated by C. trachomatis. However, the absence of 

Triad3A in cells that express both TLR2 and TLR4 induces lower level of IL-8 

compared to wild type cells as a result of the inhibitory effect that TLR4 exerts on 

TLR2. 

Ex-vivo analysis shows that Chlamydia infection of bone marrow derived 

macrophages (BMDM) and primary lung fibroblasts from TRAIL-R deficient mice, 

induces higher levels of MIP2 mRNA expression and IL-1β secretion compared 

to cells from the wild type mice. In addition, in vitro study of human TRAILR1 

shows that reduction of TRAIL-R1 expression on HeLa cells correlates with an 

increase of IL-8 expression and secretion in Chlamydia-infected cells. 

Taken together, our data shows that SIGIRR, Triad3A and for the first time 

human TRAIL-R1, function as regulators of the immune response to C. 

trachomatis infection. This finding provides an insight into the immune-

pathogenesis of C. trachomatis that can be used to develop novel intervention 

and diagnostic strategies to treat and identify individuals at high risk.  
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CHAPTER 1  

INTRODUCTION 

 

1.1 CHLAMYDIA TRACHOMATIS AND CHLAMYDIAL DISEASES 

1.1.1. Chlamydial Strains and virulence: 

Chlamydia is an obligate intracellular bacterial pathogen with a unique 

biphasic developmental life cycle that is capable of infecting various types of 

tissues in humans and animals.  Initially, the family of Chlamydiae had been 

strictly classified as a mammalian pathogen with four different species 3. In the 

late 1990s, a controversial classification of Chlamydia to pathogenic and 

environmental groups with 9 different species was introduced based on their 16S 

rRNA sequences 3,4.  The pathogenic group contains four major species; C. 

trachomatis, Chlamydia pneumoniae, Chlamydia psittaci and Chlamydia 

pecorum, and each one causes unique health risks for humans 5-7.  Despite the 

differences of the genomic size and their hosts, all Chlamydia species share 

many common mechanisms in infection, growth cycle, metabolism and 

manipulation of host cells to survive and obtain nutrients 3,8,9.       

C. trachomatis is one of the leading cause of bacterial sexually-transmitted 

diseases (STD), and a major cause of preventable blindness around the world 10. 

The number of the reported cases in the United States in 2011, according to the 

Centers for Disease Control (CDC), is more than 1.4 million cases, which 

corresponds to an increase of about 8% in comparison with the rate of 2008 11.  
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The World Health Organization reports that Chlamydia is the cause of blindness 

to about 6 million with overall infection of more than 140 millions around most 

part of the world 12. C. trachomatis in both men and women causes 

asymptomatic infection, which further complicates the spread of the bacteria as 

the infected individuals serve as a carriers13.  Infected women suffer from major 

and long-term complications that can cause irreversible damages. Acute 

salpingitis, pelvic inflammatory disease (PID), tubal factor infertility, ectopic 

pregnancy and chronic pelvic pain are some examples of the consequences that 

women face as a result of Chlamydia infection 14,15.    

Based on the major outer membrane protein (MOMP), C. trachomatis is 

categorized into 19 different strains 16.  Depending on the site and intensity of 

infection, the 19 strains are commonly divided into three disease groups; ocular 

(strains A, B, Ba, and C), urogenital (strains D, Da, E, F, G, H, I, Ia, J, Ja and K), 

and the invasive urogenital (strains L1, L2, L2a and L3), known as 

lymphogranuloma venereum (LGV) 16. Compared to other strains, the fast 

growing LGVs are associated with more severe forms of the infection and are the 

cause of major outbreaks in humans 17-19. Despite their effects, the major 

virulence factors that explain LGVs’ invasiveness and severity are yet to be 

discovered 20. Chlamydia muridarum, widely known as mouse pneumonitis 

(MoPn), was initially identified as a causative agent of pneumonitis in mice, but 

was later identified as a strain of Chlamydia that is capable of infecting the lung 

and the urogenital tract of the mouse 21.  Both Chlamydia muridarum and the 
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human strain of LGVs are closely related and usually used on mice to study the 

host-pathogen interaction 22,23. 

Chlamydia pneumonia, is a widely spread bacteria among humans that 

causes acute upper and lower respiratory tract infections 24,25.   Reports have 

estimated that Chlamydia pneumoniae is responsible for about 10% of the 

community acquired-pneumonia and that almost everyone has been infected with 

the bacteria at least once 26.  Like C. trachomatis, C. pneumoniae has been 

linked to many chronic infections such as asthma and cardiovascular diseases 

27,28.  Even though that Chlamydia pneumoniae found on humans was originally 

an animal pathogen, and still can be detected in various animals, the 

transmission mechanism has been reported to be only through human-to-human 

interaction 25.    

Chlamydia psittaci and Chlamydia pecorum both are pathogenic strains 

that generally cause infection for birds and some mammals with wide range of 

symptoms 29. However, human contact with infected birds can cause severe 

pneumonia as a result of a rare transmission of Chlamydia psittaci 26.  

 

1.1.2. Chlamydial developmental cycle: 

As it was mentioned earlier, different species of Chlamydiae share a 

unique biphasic developmental life cycle.  In their life cycle, Chlamydiae species 

alternate between the small, infectious and metabolically inactive extracellular 

elementary bodies (EBs); and the large, noninfectious and metabolically active 

reticulate bodies (RBs) 30.  The 300 nm spore-like EBs initially attach to the host  
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Figure 1.1: Life cycle of Chlamydia Trachomatis.  Infection starts by the entry of the 
elementary bodies (EBs) followed by the formation of the inclusion in the first 2 hrs of infection. 
EBs transform into reticulate bodies (RB), which actively proliferate for the next 12 hrs. RBs 
convert back to EBs and burst outside of the host cell between 24-48 hrs of infection 31.  
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cells via undefined mechanism.  Once they irreversibly attach to the host cells, 

EBs release translocated actin-recruiting phosphoprotein (TARP) via type III 

secretion.  TARP is a Chlamydia effector protein that manipulates the actin 

filaments of the host to allow the internalization of the EBs into the cytosol via 

endocytosis 32.  

As illustrated in Figure1.1, Chlamydiae species replicate within a 

membrane bound vacuole, called inclusion, where they can multiply without 

lysosomal fusion33. Therefore, immediately after entering the host cells, 

transcription mechanisms of EBs begin to synthesize proteins that are required 

for the inclusion formation, such as IncD-G, along with other proteins that are 

necessary for the transformation of EBs to RBs 34,35. The formation of the 

inclusion and the synthesis of proteins needed for the EB-RB transformation is 

dominant during the first 8 hours of infection. Over time, the inclusion that 

contains the dividing RBs keep expanding until they dominate the cytoplasm of 

the host cells.  

For the next 10 hours, the cellular machinery is dedicated for the rapid 

growth and expansion of the RBs via binary fusion 35.  Chlamydia starts 

activating the genes needed for the transformation of RB to EB, where the DNA 

becomes condensed around 12 hours post infection (hpi)  35. During the late 

phase of the cycle, the EBs can be detected at 18 hpi. Twenty-four hpi, DNA 

replication and RB proliferation continue but at a slower rate, while the number of 

EBs increases. Depending on the Chlamydia strain, the multiplication of the RBs 
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and their transformation to EBs continue for additional 24-48 hours until the cells 

burst and release EBs 36.  

 

1.2. CHLAMYDIA – HOST CELL INTERACTIONS 

1.2.1 Activation of the immune system 

Innate immunity is an ancient form of host defense that is shared by many 

species, including the vertebrates, invertebrates and plants 37. It is the major 

contributor to inflammation and is considered the first line of defense against 

invading microbial and viral pathogens 38,39. Contribution of the innate immune 

system is not limited to the professional immune cells, such as dendritic cells 

(DC), macrophages or polymorphonuclear (PMN) leukocytes, but also extends to 

non-immune cells such as epithelial, endothelial and fibroblast cells38,39.  

Even though they are not considered as immune cells, epithelial cells 

have been shown to initiate inflammation by producing several cytokines such as 

tumor necrosis factor-α (TNF-α), Granulocyte macrophage-colony stimulating 

factor (GM-CSF), interleukin (IL)-1, IL-6 and IL-8 40,41. IL-8 functions as a 

chemokine that attracts and activates various immune cells to the site of 

infection. The signal that triggers the production of IL-8 in response to Chlamydia 

infection is linked to an internal signal within the host cell rather than the soluble 

factors produced by other infected cells 42. Unlike other pathogens, where the IL-

8 synthesis begins shortly after infection, the level of IL-8 in response to 

Chlamydia infection begins 15 hpi.  Secretion of IL-8 attracts neutrophils, 

macrophages, dendritic cells (DCs), T-cells and NK cells to the infected site43,44.  
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In addition to the IL-8, various immune cells induce the secretion of 

proinflammatory cytokine IL-1β that is known to contribute to the oviduct 

pathology of infected mice in response to Chlamydia infection 44-46. Clearance of 

Chlamydia infection from IL-1β deficient mice was greatly delayed compared to 

WT mice, indicating its role in response to the infection45. Reports have shown 

that PMNs’ capability to eradicate Chlamydia is strain specific, where some 

strains can multiply inside these PMNs instead of being killed 47,48. Macrophages 

are also one of the immune cells that are effective in fighting Chlamydia infection 

via phagocytosis and the production of IFNγ 49,50. In addition to their phagosomal 

activity against Chlamydia, activated macrophages, as well as DCs, recruit and 

activate NK, B and T cells to the infected site 49.   

Epithelial cells are the main target for Chlamydial infection, and therefore 

are considered the first responder cells that initiate and sustain the release of 

proinflammatory cytokines against Chlamydia 40. The epithelial cells lining 

various tissues of the reproductive tract of humans are known to express many of 

the pattern-recognition receptors (PRRs), including members of the Toll-like 

receptors (TLRs) such as TLR1, TLR2, TLR3, and TLR451. Recognition of 

conserved pathogenic structures, known as pathogen-associated molecular 

patterns (PAMPs) such as peptidoglycan (PG); lipopolysaccharides (LPS); or 

double stranded RNA (dsRNA), by the appropriate TLR stimulates the production 

of various pro-inflammatory mediators. Besides LPS, which is believed to 

activate TLR4, Chlamydia species express a lipoprotein known as macrophage 

infectivity potentiator (MIP) that has been shown to activate TLR2 52.  In addition, 
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Chlamydia encodes enzymes for PG synthesis and known to be sensitive to 

penicillin treatment, but all the attempts to detect any level of PG have not been 

successful 53,54.  However, it is not clearly defined wither TLR2 or TLR4 is 

responsible for the recognition of Chlamydia’s PAMPs that leads to the induction 

of the immune response.  

1.2.2 Toll-Like receptors (TLRs) 

Before recognizing Toll’s role in innate immunity in mid-1990’s, it was first 

identified as a critical component of Drosophila’s embryogenesis 55,56.  Toll-Like 

receptors (TLRs), the mammalian homolog of Drosophila Toll, are members of 

the large interleukin-1 receptors (IL-1Rs) superfamily. There are about 10 TLRs 

receptors that have been characterized in human and 12 in mice with broad 

range of PAMPs that can be detected by these receptors 2. TLRs are integral 

glycoproteins that can be present on the surface of the cells or within the 

intracellular endosomes or lysosomes of the cells 38. They are characterized by 

leucine-rich-repeat (LRR) motifs of variable lengths in the extracellular domains 

as well as a highly conserved cytoplasmic Toll/IL-1R (TIR) domain57.  

 TLR2 is a well-studied member of TLR family.  It has the ability to detect 

variety of microbial components more than any other TLRs. Microbial 

components like lipoproteins from gram-negative or mycoplasma’s origin, 

peptidoglycan and lipoteichoic acid from gram-positive bacteria, fungal zymosan 

and even some lipopolysaccharide (LPS) that are structurally different from those 

recognized by TLR4, are all examples of the microbial ligand that can activate 

TLR2 57-59.  The fact that TLR2 is capable of forming homodimers or 
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heterodimers with either TLR1 or TLR6 as well as its ability to work together with 

other receptors, such as Dectin-1, offers an explanation to TLR2’s ability to 

recognize such a broad selection of ligands 60,61.  

TLR3 is predominantly expressed in dendritic cells and has been widely 

known to detect viral double-stranded (ds) RNA within the endolysosomes 62.  

However, few reports have recently indicated that TLR3 is also capable of 

recognizing bacterial components 63. One unique structure of TLR3 that 

separates it from all the other known TLRs is the absence of the conserved 

proline residue in its cytoplasmic domain 64.  Activation of TLR3 results in the 

induction of type –I interferon (IFN-I) along with other pro-inflammatory cytokines 

63.  

TLR4 is the first member of mammalian TLRs family to be linked to the 

induction of pro-inflammatory response 65.  The ability of TLR4 to induce an 

immune response to LPS has been thoroughly investigated.  Three accessory 

proteins are required for the TLR4 signaling to take place in response to LPS 66.  

First, gram-negative LPS must be extracted by LPS-binding protein  (LBP) and 

then transferred to CD14, which will then bring it to the TLR4-myeloid 

differentiation factor 2 (MD2) complex 66,67. Activation of TLR4 leads to its 

translocation, and later its degradation via Triad3A, into the endosome without 

effecting the activation of the downstream nuclear factor-kabba B (NF-κB)  

68,69,70. Activation of these TLRs, which are expressed in immune cells such as 

macrophages, dendritic cells and neutrophils as well as the mucosal epithelial 

cells, are known to drive the immune response56,71.  
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Figure 1.2: Summary of the signaling pathways for TLR2, 3 and 4. Engagement of the 
appropriate ligand with TLR2 or TLR4 recruits TIRAP and MyD88 to the cytosolic domain 
of the TLRs. More adaptors like IRAKs and TRAF6 also recruited to form complex that 
dissociates from the MyD88-TIRAP complex and ultimately phosphorylates NEMO 
complex and activates IKK.  Subsequently IκB is phosphorylated and degraded via 
ubiquitination which allows the activated NF-κB to translocates into the nucleus and 
induce the expression of proinflammatory cytokines. TRIF-dependent pathway for TLR4 
requires the translocation of the receptor into the endosome. TLR3 and TLR4 TRIF-
dependent pathways interacts with either TRAF6 or TRAF3 that leads to the activation of 
NF-κB, or the phosphorylation of IRF3 that results in the induction of proinflammatory 
cytokine genes and type I IFNs 2. 
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1.2.3.  Activation of TLR signaling pathways 

As illustrated in Figure 1.2, the engagement of the host TLRs with the 

appropriate ligands causes conformational change to the receptor that allows 

them to recruit various adaptors to their TIR domains 2.  Activated TLRs, with 

exception to TLR3, use myeloid differentiation primary-response protein 88 

(MyD88) as a universal adaptor 42.  Signaling through TLR2 and TLR4 also 

recruits TIR-containing adaptor proteins (TIRAP), also known as MyD88-adaptor 

like (MAL) 72. MyD88 further recruits and activates the IL-1 receptor-associated 

kinase 4 (IRAK4) through its Death Domain (DD) to this complex 73,74. This 

complex leads to the recruitment and phosphorylation of another adaptors, like 

IRAK1/2, which will further attract the (TNF)-receptor-associated factor 6 

(TRAF6) to this complex 73,75,76. Activated TRAF6 initiates its own lys-63 

polyubiquitination and then dissociates the IRAKs-TRAF6 complex from MyD88 

77. This complex then engages with various proteins that ultimately leads to the 

phosphorylation of inhibitor of NF-κB (IκB) kinase (IKK), which subsequently 

phosphorylates IκB 78. IκB then undergoes degradation via ubiquitination and 

releases the activated nuclear factor-κB (NF-κB).  Finally, activated NF-κB 

translocates into the nucleus and ultimately up-regulates the expression of 

proinflammatory components, such as IL-8, IL-6, IL-18, IL-1α and GM-CSF, 

which recruit and activate various immune cells 41,42,79,80.  In addition to their 

activated NF-κB, TLR7, 8 and 9 activate an alternative pathway that involves the 

phosphorylation of TRAF3 in addition to TRAF6 81,82. This pathway 
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phosphorylates the Interferon regulatory factor 7 (IRF7) and translocates it into 

the nucleus, which then induces the expression of IFN-I molecules 82.   

The signaling pathway of both TLR3 and TLR4 is a MyD88 independent 

pathway that utilizes TIR-related adaptor protein inducing interferon (TRIF). 

Unlike TLR4 that is also capable of recruiting MyD88, TLR3 signaling is restricted 

to TRIF 2.  Activated TLR3 binds directly to TRIF through its TIR domain, while 

TLR4 requires TRIF-related adaptor molecule (TRAM) to bring TRIF to its TIR 

domain 83.  TRIF binding to the TIR domain of both TLR3 and TLR4 recruits and 

activates either TRAF3 or TRAF6 84.  Activated TRAF3 further activates other 

kinases that will ultimately lead to the phosphorylation of IRFs and consequently 

the induction of IFN-I.  On the other hand, activated TRAF6 engages with 

kinases, other than the IRAKs, that in return activates NF-κB 84.   

 

1.2.4. Clearance and persistence of Chlamydia infection  

Clearance of infection through inflammation is a very efficient process. 

However, the mechanisms for clearing infection by the immune system varies 

among individuals where the pathogen can also cause a chronic inflammation, or 

develop to become persistent 85,86. Persistent infection of Chlamydia is a 

reversible process that is caused by inappropriate exposure to antibiotics, 

nutrient deprivation, re-infection, or the ability of the bacteria to escape 

macrophages’ phagosomal activity 87,88. Even though C. trachomatis infection 

can be easily treated with a dose of antibiotics if diagnosed early, the 

asymptomatic nature of the infection often leads to severe complications ranging 
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from blindness to pelvic inflammatory disease and infertility 44. These 

complications and the damage caused by Chlamydia are mainly linked to the 

chronic inflammation triggered by persistent infection.  Since TLR signaling 

pathways play major role to initiate inflammation, the immune response must be 

down-regulated following the resolution of the infection to avoid the development 

of chronic inflammation.  

 

1.3. NEGATIVE REGULATORS OF TLR PATHWAYS  

Chronic inflammation and tissue damage are associated with diseases like 

rheumatoid arthritis, asthma, and inflammatory bowel disease organisms 89. 

Therefore, inflammation has to be tightly regulated to avoid uncontrolled immune 

response. The mechanism that negatively regulates inflammation is 

accomplished at multiple levels throughout the TLR signaling pathways.  Liew et 

al. reviewed these levels and mainly categorized them, based on their location in 

the cell, to extracellular decoy receptors, intracellular inhibitors and membrane-

bound regulators 1. Here, we review the literature for previous effectors and the 

most recently discovered ones and classify them based on the regulatory 

mechanism they exert on the TLR signaling pathways (Figure 1.3).   

 

1.3.1 Alternative Splicing: 

Alternative splicing is the processing of mRNA from a sequence of a single gene 

that produces different isoforms of the protein with different functions. The 

different variants produced by this mechanism have shown to negatively regulate 
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the TLR signaling. Different isoforms of TLRs have been naturally detected in 

their soluble form 90,91.  The existence of soluble form of membrane receptors, 

which work as decoys, as well as some of their accessory proteins, ensures that 

signaling pathway can be blocked at the early stages so that an overreaction of 

the host immune system does not occur.  Soluble TLR2 isoforms are found in 

breast milk and plasma 92. These soluble isoforms were capable of dampening 

inflammation, marked by reduced NF-κB activity, without compromising the host 

efficiency to clear bacterial infection93. In macrophage cell lines, the expression 

of soluble isoforms of TLR4 is increased as a result of LPS stimulation.  This 

soluble TLR4 is capable of inhibiting NF-κB activity as well as TNF production 90.  

In addition to the soluble TLR4, the TLR4 accessory protein, MD2, also exists as 

an isoform that reduces the activity of NF-κB by competing with the full length 

MD2 for the binding to TLR4 94. 

Adaptors like MyD88, IRAK1, IRAK2 and TRIF are the main targets for 

negative regulations. An isoform of MyD88, known as MyD88s, that is missing 

the interdomain and is detected in few tissues, does not activate NF-κB 95. 

MyD88s forms a heterodimer with MyD88 and IRAK1, but not to IRAK4. 

Therefore, IRAK1 does not get phosphorylated and accordingly NF-κB activity is 

blocked, indicating MyD88s role as a negative regulator of TLRs.  Signaling 

through TRIF adaptor is also regulated by a splice variant of TRAM called TAG 

(TRAM adaptor with GOLD domain), where overexpression of the protein affects 

signaling downstream of IRF3, but not NF-κB 96.  Similarly, IRAK1 and IRAK2 

exist in different isoforms, known as IRAK1C and IRAK2c, that are incapable of  
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Figure 1.3: Summary of the various proteins that have shown to regulate the 
immune response to various stimuli and their targets. Regulation by different 
protein isofroms (green), ubiquitination (blue), phosphorylation (purple) or apoptosis 
(black) blocks TLR activation process by targeting various proteins (orange) at 
different stages of the signaling pathways 1.  
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being activated by IRAK4 even though they strongly bind to the MyD88-IRAK4 

complex and interact with NF-κB complex indicating their role as negative 

regulators of TLR signaling 97,98.   

1.3.2. Regulation via Ubiquitination  

Ubiquitination is a reversible process that affects protein conformation and 

regulates the localization and activity of targeted proteins 99 .  Ubiquitin protein 

uses its lysine residues to bind covalently to the Lys residues of its targets and to 

other ubiquitins to form polyubiquitin chains.  Lys-63-linked-ubiquitination leads to 

the activation of the targeted proteins, while Lys-48- linked Ubiquitin leads to its 

degradation 99.  Components of the TLR signaling like TRAF6, IRAK1 and IkB go 

through ubiquitination as part of their signaling pathways. Therefore, regulation of 

TLR signaling of these proteins and others, via ubiquitination, has been 

thoroughly investigated.   

As discussed earlier, TRAF6 is involved in the signaling pathways of all 

TLRs signaling where ubiquitination is an important aspect of its activities 77. 

Studies of the mechanisms that regulate TRAF6 revealed that proteins like A20, 

the TRAF family member-associated NF-κB activator (TANK), manipulate the 

activation of TRAF6 by adding or removing Lys63-linked ubiquitin to the protein 

100,101,102. Stimulation of various TLRs in the absence of A20 or TANK resulted in 

higher levels of pro-inflammatory cytokines and that elevated levels were 

associated with higher Lys-63 polyubiquitination of TRAF6 103,101.  

Suppressor of cytokine signaling-1 (SOCS) and Triad3A proteins regulate 

TLR signaling pathways via Lys-48-linked polyubiquitination that lead to the 
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degradation of the targeted proteins 69,104-106. While SOCS-1 targets the p65 

subunit of NF-κB, Triad3A promotes the degradation of TLR themselves  69,107,108. 

On the other hand, Pellino3 is a protein that competes with Lys-48-linked 

polyubiquitination to promote Lys63-linked polyubiquitination on the single 

ubiquitination site found on IRAK1 109. Therefore, deficiency in Pellino3 promotes 

the degradation of IRAK1 and subsequently the reduction of TLR signlaing 110.  

 

1.3.3. Regulation via Phosphorylation: 

Phosphorylation and de-phosphorylation is a mechanism that regulates 

the activities of many proteins by the tight coordination between kinases and 

phosphatases 111. Phosphorylation process that involves TLR signaling pathways 

usually targets tyrosone residues and causes conformational changes that allow 

these proteins to become activated and recruit others.  Therefore, activity of 

these proteins requires a mechanism that controls the duration and the intensity 

of their phosphorylation.  

Phosphorylation of phosphoinositide 3-kinase (PI3K) causes an 

accumulation of phospholipids in cell membranes which function as a second 

messenger that control many cellular functions on the cell 112. There are 

conflicting reports on the role of PI3K as positive or negative regulator of TLR 

signaling κB  113,114,115-118. However, this discrepancy is explained by the fact that 

PI3K exist in different classes that play multiple roles at different signaling 

pathways on different cells with the help of different proteins 112,119.  

 Activation of IRAK1 and IRAK4 proteins take place through 
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phosphorylation. IRAK-M, Single Immunoglobulin IL-1 related receptor (SIGIRR), 

Toll-interacting protein (Tollip), and Src homology 2 domain-containing protein 

tyrosine phosphatase-1 (SHP-1) are all proteins involved in manipulating the 

activation of the IRAK proteins 120-122,123,124. Even though that only IRAK-M is 

known to block the phosphorylation of IRAK1 and IRAK4, both SIGIRR and 

IRAK-M act in the same way by preventing the recruitment and dissociation of 

signaling component MyD88-IRAKs-TRAF6 complex 123,124.  On the other hand, 

stimulation of TLR pathways in the presence of either TOLLIP or SHP-1 

diminishes the autophosphorylation of IRAK1 125,120,121. Unlike SHP-1, SHP-2 has 

been shown to negatively regulate the production of IFN-I by exerting an 

inhibitory effect on TRIF-dependent pathway by suppressing the phosphorylation 

of TBK1 protein 126. 

 

1.3.4. Regulation via Apoptosis  

Apoptosis, is a programmed cell death that controls the development, 

maintains homeostasis and functions as a defense mechanism by the immune 

system to remove infected or damaged cells 127. Activation of death receptors or 

the release of mitochondrial proteins are the two signaling pathways that have 

been identified to initiate apoptosis 127. NF-κB activity mediates survival of host 

cells by inducing anti-apoptotic proteins and therefore preventing apoptosis. On 

the other hand, pathogens like Yersinia induces apoptosis in the host cells as a 

way to manipulate the immune response so the pathogen can multiply and 

spread128.  Other pathogens, like Chlamydia, can both inhibit and induce 
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apoptosis in the host cells depending on the strain and the stage of the bacteria’s 

life cycle 129. A microarray analysis revealed that the induction of apoptosis, 

following PMN phagocytosis, significantly down regulates the expression of more 

than 42 genes that are critical for the inflammatory response 130. 

Fas-associated death domain (FADD) is a proapoptotic protein that gets 

recruited to the death receptor via its death domain (DD) that is associated with 

caspase-dependent proapoptotic signaling pathways 131. Reports have shown 

FADD’s involvement in manipulating NF-κB activity, where its over-expression 

reduces the activity of IL-1β- and LPS-induced NF-κB 132. This inhibitory effect 

takes place through the interaction with MyD88 and IRAKs through their DDs 

133,134.   

Besides FADD, which is caspase-8 dependent, stimulation of TLR2 or 

TLR4 upregulate Nur77, which in return induces caspase-independent apoptosis 

pathways 135. In addition, TLR2 and TLR4 signaling pathways have been also 

shown to activate protein kinase RNA-activated (PKR) that facilitates the release 

of damaged-associated molecular patterns (DAMPs) that induce apoptosis 136-139. 

In addition to PKR, stimulation of TLR3 upregulates the tumor necrosis factor-

related apoptosis-inducing ligand (TRAIL) and its receptors, TRAIL-R 1 and 2, 

which in return initiates the proapoptotic pathway 140. Manipulation of Apoptosis 

via TLR5 and TLR9 has been also reported, but the mechanisms are not clearly 

defined 141,142.  
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1.3.5. Negative regulation of inflammation during Chlamydia infection  

Chlamydia species are dependent on the host cell for survival and 

development. Therefore, the bacteria have developed many strategies that 

manipulate the host cells to the bacteria’s advantage. For instance, 

C. trachomatis manipulates the host’s microtubules and move the inclusion near 

the Golgi and acquire nutrients such nucleic acid, amino acids and phospholipids 

from the host cell 143,144,145. In addition, C. trachomatis escapes macrophages’ 

phagosomal activity, down regulates MHC molecules, inhibits apoptosis, and 

modifies the cytoskeleton of the host 81,82,83,129,87,88,146. Few of the virulence 

factors of C. trachomatis have been associated with manipulation of 

phosphorylation, ubiquitination, and apoptosis. It is well established that many of 

Chlamydia species encode two deubiquitinating proteins, known as ChlaDub1 

and ChlaDub2, that inhibit the ubiquitination and the degradation of IκB 147,148. 

Additionally, Chlamydia encodes an apoptotic mediator, known as Chlamydia 

protein associating with death receptors (CADD), that interacts with Fas through 

its death domain-like region 129,149. Even though phosphorylation is not directly 

involved in the regulation of the immune response against Chlamydia, entry of 

EBs is associated with increased tyrosine phosphorylation involving Tarp 150. 

Collectively these factors support the survival and development of C. trachomatis 

while minimizing the effect of inflammation during infection.  

Utilization of phosphorylation, ubiquitination, and apoptosis by the 

virulence factors of Chlamydia during infection raised the question of whether 

host cells exploits similar mechanisms to negatively regulate the activities of the 
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immune response against Chlamydia. Although TLRs play a major role in the 

initiation of inflammation, little is known about the down-regulation mechanism of 

inflammation during successful resolution of C. trachomatis infection.  Preliminary 

investigation of the genes expressed in cervical epithelial cells narrowed the 

potential regulators for this study into three genes; the single-immunoglobulin 

interleukin-1 receptor-related (SGIRR), two RING fingers and DRIL (Triad3A) and 

TNF-related apoptosis-inducing ligand receptor (TRAIL-R).   

 
1.4. SIGNIFICANCE: 

The tight regulation of the innate immune signaling is an essential 

mechanism that ensures that abnormal immune responses that lead to severe or 

even fatal consequences do not occur.  Inflammation is a process that is very 

efficient in eliminating invading pathogens. The ability of Chlamydia to cause a 

chronic inflammation or develop to become a persistent infection is subjective to 

the individual’s ability to clear the infection. The biological and genetic factors 

that lead to an aberrant inflammation in the host cells have not been clearly 

characterized.  

This work is aimed to address an important aspect that contributes to the 

severity of infection and the chronic inflammatory stage that causes irreversible 

tissue damage caused by Chlamydia to the female genital tract. The effects of 

SIGIRR, Triad3A and TRAIL-R activities on C. trachomatis diseases have never 

been investigated. Thus, elucidating the molecular mechanisms that regulate the 

proinflammatory response by these proteins may help us to better understand 
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the biological basis that causes complications during C. trachomatis infection. 

Here I investigated the role of SIGIRR, TRAIL-R and Triad3A in regulating 

inflammation and determined how they influence the innate immune response in 

the Chlamydia–infected cells.  

Revealing the factors that are involved in down-regulating the immune 

response of Chlamydia-challenged cells will help us understand how chronic 

inflammation is established.  Ultimately, this study may eventually lead to the 

development of novel diagnostic, therapeutic and intervention techniques that 

minimize complication of the Chlamydial diseases as well as an anti-Chlamydia 

vaccine that can control the spread of Chlamydia.  
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CHAPTER 2: MATERIALS AND METHODS 
 

2.1. CELL CULTURE AND CHLAMYDIA INFECTION  

2.1.1. Growth of Cell lines and bacteria:  

The human cervical carcinoma cell line, HeLa 229, was obtained from 

American Type Culture Collection (ATCC). HeLa cells were cultured in a 

humidified incubator at 37 °C with 5% CO2 in DMEM/F12 medium (Invitrogen) 

supplemented with 10% heat-inactivated fetal bovine serum (FBS) (Invitrogen), 

50 U/ml Penicillin, 50 ug/ml Streptomycin (Invitrogen) and 10 ug/ml gentamycin. 

The LGV/L2 strain of C. trachomatis were obtained from Roger Rank, University 

of Arkansas and grown and harvested in HeLa as described before 151,152. Briefly, 

1x107 HeLa cells were plated on 150 mm plate until they reached about 60% 

confluence in antibiotic free media. The monolayer of the HeLa cells was infected 

with frozen stock of LGV-L2 EBs at a multiplicity of infection (MOI) of 2 EBs/host 

cell and incubated at 37◦C. Forty-four hpi, cells were collected using sterile cell 

scraper and stored at -80°C. Collected cells went through a freeze-thaw cycle 

and vortexed for about 1 minute. Cell suspension were centrifuged for 15 min at 

500xg at 4°C.  Supernatant was centrifuged again for 30 min at 30,000 xg at 4°C. 

Supernatant was discarded and the pellet was resuspended in 2 ml 

Sucrose/phosphate/glutamate buffer (SPG), aliquoted into appropriate volume 

and stored at -80°C until ready for use. The number of bacterial inclusion-forming 

units (IFU) of C. trachomatis was determined by infecting HeLa cell monolayer 

cultures as described previously 152,153. 
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2.1.2. Culturing and treatments of HEK-Blue-hTLR and Null cells: 

  HEK-Blue SEAP reporter cell lines Null1; Null2; hTLR2; hTLR3 or hTLR4 

(Invivogen, San Deigo, CA) were grown in T75 flasks with DMEM high glucose 

media (Invitrogen) supplemented with 10% FCS(Invitrogen), 50 U/ml Penicillin, 

50 ug/ml Streptomycin(Invitrogen)  and selected with the appropriate antibiotic 

according to the manufacturer’s instructions. Twelve hours prior to stimulation, 

1x10^5/well (24 well plate) of HEK- Blue cells were plated. At ~50% confluency, 

cells were left untreated or stimulated with the following stimuli (unless otherwise 

noted): C. trachomatis (LGV) at MOI of 1; 2.0 ug/ ml of Poly I:C (pI:C); 5ug/ml 

Pam3SCK4, 0.5ug/ml ultra pure E.coli lipopolysaccharide (LPS) as indicated 

(Invivogen, San Deigo, CA). Supernatants were collected at the indicated times 

for the NF-κB activity assay. Whole cells were collected for RNA isolation or 

western blot. 

2.1.3. Animals:  

Lungs and femurs from six-eight weeks old wild type (WT) C57Bl/6 mice 

were kind gifts from Roy Hoglund (vivarium facility at the University of California, 

Merced), and the TRAIL-R knockout (KO) mice were provided by our collaborator 

Dr. Luis  De La Maza, UC-Irvine as a kind gift from Dr. Winoto (University of 

California-Berkeley) 154 .   

2.1.4. Isolation of bone marrow (BM) and differentiation of bone marrow 

derived macrophages (BMDM): 

Briefly, femurs from two WT and KO mice were cleaned from tissues and 

briefly sterilized in 70% ethanol and then washed in PBS. Using RPMI media 
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(Invitrogen) with 1%FBS, bones were flushed with 25-gauge needle. The cells 

were then centrifuged at 1200 rpm for 5 min at 4°C. Red blood cells (RBC) were 

lysed by treating pellets with ACK (Invitrogen) on ice for 5 min. Then the cells 

were centrifuged again.  1x107 bone marrow cells were resuspended in 10 ml 

BMDM media (RPMI-1640 supplemented with 15% FBS, 20ng/ml m-CSF (Sigma 

M9170), 100 U/ml penicillin and 100 µg/ml streptomycin) into100 mm tissue 

culture dish and incubated at 37°C and 5% CO2. 5 mls of fresh BMDM media 

were added on the third day and left to grow for another 4 days. Finally, the 

BMDM cells were harvested using trypsin and the cell populations were either re-

plated in 12 well plate for the infection assays or analyzed by flow cytometery.  

2.1.5. Isolation of primary lung fibroblasts: 

Lungs were minced into very small pieces using scalpels and then were 

digested with 20 ml DMEM-F-12 media (invtirogen) supplemented with 1mg/ml of 

collagenase (Sigma-C1639) for two consecutive cycles of 30 minutes with gentle 

stirring.  Suspension was passed through 70 uM nylon strainer (BD Falcon) to 

remove debris and washed twice in DMEM-F12 media supplemented with 

15%FBS to remove traces of collagenase by spinning samples at 1200 rpm for 5 

min at 4°C.  Cells were resuspended in 10 ml DMEM-F12 +15%FBS and 1x 

antibiotic/antimycotic mix (invitrogen) into 100 mm culture dish and incubated at 

37°C and 5% CO2. Using TrypLE-Express solution (Life 

Technologies), fibroblasts were maintained for two weeks by splitting cells and 

changing media when necessary to remove non-adherent cells.  Fourteen days 
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post isolation, the primary lung fibroblasts were seeded into 12 well plates for 

infection assays. 

2.1.6. Ex-vivo and in vitro cell culture and infection:  

16-24 h prior to infection, 1x106 of murine BMDM, 1x106 murine lung 

fibroblast/ well of 12 well plate or 5x104 cells/well of HeLa cells were plated on 24 

well plate in antibiotic free culture media.  The cells were grown to about 60% 

confluency, then were infected with either C. trachomatis (LGV/L2) 

or C. muridarum (MoPn) as indicated at MOI of 1.0 and incubated at 37 °C with 

5% CO2. Twenty-four hpi, supernatants were then collected for ELISA analysis 

and the infected cells were lysed in RLT buffer for RNA isolation. 

 

2.2. MOLECULAR BIOLOGY METHODS  

2.2.1. Generation of transient siRNA knockdowns of HeLa Cells:  

Transient reduction of SIGIRR and Triad3A was accomplished by 

transfecting the cells with gene-specific siRNA. Lipofectamine 2000 reagent was 

used to transfect HeLa cells following the manufacturer’s instructions. Briefly, 

HeLa cells were plated 24 hrs prior to transfection so the cells would be 70% 

confluent at the time of transfection. Lipofectamine 2000 mixture was prepared in 

the appropriate amount of serum-free medium Opti-MEM.  Cells were transfected 

with siRNA non-target control (Cell Signaling), SIGIRR-specific 

siRNA(NM_021805 oligo #1269132 for Seq A, and 1269134 for Seq B ) or 

Triad3A-specific siRNA sequences (NM_021805 oligo #1305372 for Seq A, and 

1305366 for SeqB, Sigma-Aldrich) and then were incubated at 37 °C with 5% 
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CO2 for 24 h.  Cells then were detached by TrypLE-Express (Invitrogen), and 

plated to obtain 80% confluency after 18 h to be evaluated for the knockdown 

efficiency via qPCR or be treated with stimuli as indicated.  

2.2.2. Generation of cells stably expressing shRNA:  

3x104/well of HeLa cells were seeded in 96-well plates and then 

transduced, in the presence of 8ug/ml Polybrene for 48 hrs, with shRNA-SIGIRR 

(catalog number NM_021805), shRNA-TRAIL-R1 (catalog number NM_003844) 

or shRNA-Triad3A (catalog number NM_207111) specific lentiviral particles 

purchased from Sigma-Aldrich (catalog number NM_003842) at multiplicity of 

infection (MOI) of 1. Non-target shRNA control cells were also generated using 

an irrelevant sequence (Sigma, SHC002 V). Cells successfully transduced with 

lentiviral particles were selected by the addition of media containing 2.5 ug/ml 

puromycin (Sigma-Aldrich). Knockdown efficiency of each gene was verified by 

q-PCR analysis.  

2.2.3. Transfection of Flag-Tagged-SIGIRR Plasmid: 

5x105/well of HEK-Blue hTLR2 cells or 5x105/well of HeLa cells were 

seeded on 6-wells (or 60 mm) plate and incubated at 37 °C with 5% CO2 until 

they reached 60% confluency. HEK-TLR2 cells were then transfected with 

SIGIRR-FLAG plasmids, at different concentration as indicated (0.1, 0.5, 1.0, 2.0 

or 4.0 µg), using Lipofectamine 2000 reagent (Invitrogen) following the 

manufacturer’s instructions. HeLa cells were transfected with 4ug of MyD88 HA 

and with either SIGIRR-FLAG plasmids or empty vector pCDNA3.1+ plasmids. 

Transfection media was changed 6 hours post transfection and the cells were 
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replated as needed and left to grow for total time of 48hrs. Cells then were 

infected with LGV/L2 at MOI of 1. Twenty-four hpi, supernatant were collected for 

ELISA assays and the cells were used for either qPCR or co-immunoprecipitation 

assays. The overexpression constructs for SIGIRR-FLAG was a kind gift from 

Dr.Li Xiaoxia at Cleveland Clinic Foundation, Ohio. 

2.2.4. RNA isolation, reverse transcription and PCR (RT-PCR): 

Total RNA was isolated from cells using the Qiagen RNeasy kit (Qiagen) 

following the manufacturer’s instructions. The synthesis of the complementary 

DNA (cDNA) template was conducted according to the manufacturer’s instruction 

(TaqMan, Roch). PCR was then performed using the primers listed in Table 1. 

The PCR was conducted using Qiagen Fast Cycling PCR Kit. PCR condition 

included an activation step of 95 °C for 5 min; followed by 35 cycles of 96 °C for 

5 sec, 60 °C for 5 sec and 68 °C for 5 sec; followed by one cycle of 72 °C for 1 

min. The PCR products were then separated by 2% agarose gel electrophoresis 

and visualized using ethidium bromide.  

2.2.5. Quantitative real-time PCR (qPCR):  

Total RNA and cDNA were generated as explained above.  The q-PCR 

analysis was conducted in triplicates in a 20 ul final volume using Mx3000P 

(Stratagene, La Jolla, CA) with Brilliant III Ultra Fast STBR Green qPCR master 

mix (Stratagene). Negative controls include a no-RT control and no cDNA 

template control (H2O alone). Real-time PCR included initial denaturation at 95 

cycle 
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Table 2.1: List of Primers 
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°C for 3 min, followed by 40 cycles of 95 °C for 5 s, 60 °C for 20 sec, and one 

cycle of 95 °C for 1 min, 55 °C for 30 s, 95 °C for 30 s. The average of the 

collected data was normalized to the activity of a house-keeping gene, GAPDH. 

For mouse BMDM and Lung fibroblast, the relative expression (ΔΔCt) was 

calculated using un-infected cells (WT or KO) as a baseline.  For human 

samples, infected wild type HeLa cells were used as a baseline for the ΔΔCt 

calculation.  

 

2.3.  PROTEIN ANALYSIS  

2.3.1. HEK-Blue NF-κB activity assay: 

Collected supernatant from each sample was mixed at a ratio of 9:1 with 

QUANTI-Blue solution (Invivogen, San Deigo, CA) in a flat-bottom 96-well plate.  

The samples were incubated at 37°C for 2 hrs and then the secretion levels of 

Secreted Embryonic Alkaline Phosphatase (SEAP) were measured using a 

spectrophotometer at 630 nm. 

2.3.2. Immunocytochemical Staining and Fluorescence Microscopy:  

HeLa cells that were transfected with SIGIRR-FLAG construct, as 

described above, were plated on coverslips and then infected with LGV/L2 strain 

of C. trachomatis at an MOI of 1. Twenty-four hpi, cells were fixed with freezing 

cold methanol for 10 minutes then washed with 1xPBS after each step. The cells 

were then permeabilized with 0.1% of Tritonx100 in PBS for 15 minutes then 

blocked in 1% BSA for 30 minutes. Cells were then stained with primary 

antibodies of Mouse-anti-FLAG monoclonal antibody M2 at a ratio of 1:500 
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(Sigma) (or stained with Cy3 conjugated anti-FLAG monoclonal antibody M2) 

and goat anti-MyD88 (SantaCruz-8196) at a ratio of 1:50 for 1 h. The appropriate 

conjugated secondary antibodies were then used to stain the cells at a ratio of 

1:100 for 30 minutes. The cells were then stained with Hoechst (and FITC-

conjugated anti-Chlamydial antibody, as indicated, (Argene, Massapequa, NY)) 

for 10 minutes. Finally, the cells were mounted on a glass slide, sealed with nail 

polish, and viewed with a Leica wide-field fluorescence microscope and the 

images were processed on ImageJ software (Version 1.440). 

2.3.3. Co-immunoprecipitation:  

 Immunoprecipitation analysis of HeLa cells overexpressing MyD88-HA 

and with either SIGIRR-FLAG or empty vector proteins was conducted using 

FLAG Immunoprecipitation Kit (Sigma) following manufacturer’s instructions.  

Briefly, supernatant from 60mm dish, LGV/L2 infected (or uninfected) HeLa cells 

that overexpressed SIGIRR-FLAG protein were removed and the cells were 

washed 3 times in 1x PBS. Performing all steps at 2–8°C, the cells from each 

plate were then lysed in 300ul lysis buffer (SIGMA), with 1x protease inhibitor 

cocktail, for 20 minutes on a shaker, and then the lysates were collected by 

centrifuging for 10 minutes at 12,000x g.  

The cell lysates and positive control were then added to the thoroughly 

resuspended, washed and pre-cleared ANTI-FLAG M2 resin (lysate:resin ratio is 

20:1) and were left overnight on a roller shaker.  Samples were then collected via 

several rounds of centrifugation (8000x g) and washes in 1x wash buffer.  To 

elute the samples, packed resins were boiled for 3 minutes in a 2x sample buffer 
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that did not contain any reducing agents.  Samples then were centrifuged again, 

and the supernatants were then boiled again for 5 minutes in a 5x sample buffer 

that contained 2-mercaptoethanol. Samples were loaded on SDS-PAGE gel and 

immunoblotted using rabbit anti-SIGIRR (abcam), Mouse-anti-MyD88 (Millipore) 

or mouse anti-FLAG M2 (Sigma) antibodies.  

2.3.4. Western Blot:  

Samples were treated as described above in 12 well-plate and collected 

24 hpi.  Monolayers were washed twice with ice-cold phosphate-buffered saline 

and lysed in 150 ul ice-cold lysis buffer (1% Nonidet P-40, 50 mM Tris-HCL, pH 

8.0, 150 mMNaCl, 10% glycerol, 1 mM EDTA, 1 mM DTT, 2 mM PMSF, 1 

mM sodium orthovanadate and 1× protease inhibitor cocktail from Roche) for 30 

minutes in 4  °C, and then protein lysates were collected at 10,000x g and stored 

at −20  °C. Concentrations of proteins were measured using a Bradford protein 

assay (Bio-Rad). Equal amounts of proteins were used (30ug) and boiled in 5× 

SDS loading buffer ( 250 mM Tris-HCl, pH 6.8, 500 mM DTT, 10% sodium 

dodecylsulfate, 0.5% bromophenol blue, 50% Glycerol and 12% 2-

Mercaptoethanol).   

Samples were ran through 12% SDS-PAGE gel and proteins were 

transferred to PVDF membranes (Millipore). The membranes were blocked with 

5% BSA (sigma) in Tris-buffered saline containing 0.05% Tween 20. Membrane 

was incubated with 1:1000 P-AKT primary antibodies (Cell Signaling), 1:100 

rabbit anti-SIGIRR (abcam), 1:200 mouse anti-MyD88 (Millipore); 1:1000 mouse 

anti-FLAG M2 (sigma); 1;1000 or mouse-anti-HA (Invivogen) overnight and in the 
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appropriate secondary HRP-conjugated antibodies (1:1000). The protein of 

interest was visualized by adding ECL Plus Western blotting detection reagents 

(Millipore) following manufacturer’s instructions. Images of the bands and their 

intensity were detected and measured using a Gel Doc system (Bio-Rad). 

2.3.5. Flow Cytometery: 

Seven days post-isolation, collected BMDM cells were washed in 1xPBS 

and centrifuged at 1,200 rpm for 5 minutes at 4°C. FcBlock was added to the 

cells and incubated for 10 minutes on 4°C fridge before adding BMDM specific 

markers, anti-mouse CD11b-PE and F4/80-APC (eBiosciences) at a ratio of 

1:100.  Thirty minutes later, BMDM cells were washed with 1x PBS and 

centrifuged at 1200 rpm for 5 min at 4°C. Samples were then resuspended in 300 

µl of 0.1 µg/ml propidium iodide (PI). Samples were analyzed using a BD LSRII 

flow cytometer and the data analysis was performed using FlowJo software 

(version 7.6.1, TreeStar). 

2.3.6. Mouse IL-1β ELISA: 

Mouse IL-1β ELISA Kit (eBioscience Cat# 88-7013-76) was used 

according to the manufacturer’s instructions.  Initially, 96 well plate was coated 

with capture antibody and incubated overnight at 4°C.  Plates were blocked with 

1x assay diluent for 1 hour at room temperature. Then, 100 µl of the 2 fold-serial 

diluted standards and samples were loaded in duplicate and incubated overnight 

at 4°C. Detection antibody was added to the plate and incubated for 1 hour at 

room temperature. The plate was incubated in100 µl of diluted Avidin-HRP for 30 

minutes at room temperature. Then, the substrate solution was added and the 
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plate was incubated for 15 minutes at room temperature before adding the Stop 

Solution 2 N H2SO4). The absorbance was measured immediately at 450 nm 

and corrected by subtracting the values from the 570 nm reading. The plate was 

washed five times with wash buffer (0.05% Tween20 in PBS, pH 7.2) after each 

step and 7 times before adding the substrate.  A standard curve was established 

by a 2-fold serial dilution of recombinant mouse IL-1β as a reference for 

quantification (1000 pg/mL- 8 pg/ml). 

2.3.7. Human IL-8 ELISA: 

Human CXCL8/IL-8 cytokine ELISA kit (R&D Systems, DY208) was used 

according to manufacturer’s instruction. Briefly, capture antibody in PBS was 

coated on a 96Wells microplates for 16 hrs at room temperature.  Plate was 

blocked (1% BSA, in PBS with 0.05% NaN3) for 1 hr at room temperature, and 

then samples were loaded in duplicates and incubated for 2 hrs at room 

temperature.  Plate was incubated with the detection antibody diluted in reagent 

diluent (0.1% BSA,5 0.05% Tween 20 in Tris-buffered Saline (20 mM Trizma 

base, 150 mM NaCl), pH 7.2)  for 2 hrs at room temperature. Streptavidin-HRP 

was added and the plate was incubated for 20 min in the dark at room 

temperature.  The substrate solution (R&D Systems Catalog # DY999) was then 

added for 20 min and stopped with Stop Solution (2 N H2SO4).  The absorbance 

at 450 nm was measured with correction at 540 nm using ELISA plate reader. 

The plate was washed three times with wash buffer (0.05% Tween_ 20 in PBS, 

pH 7.2) after each step.  A standard curve was established by a 2-fold serial 

dilution of recombinant human IL-8 as a reference for quantification (2000 pg/mL- 
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8 pg/ml). 

2.4. STATISTICAL ANALYSIS 

The statistical significance was evaluated using GraphPad Instat software 

(GraphPad Software Inc, La Jolla, CA) by unpaired Student’s t-test. A value of p 

< 0.05 was considered significant. Data presented in each figure as the 

cumulative result of at least 3 times, unless stated otherwise. 
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CHAPTER 3 

The Role Of Single Ig IL-1 Receptor (IL-R)-Related 

Receptor (SIGIRR) During C. trachomatis Infection  

 

3.1 INTRODUCTION:  

Single Ig IL-1 receptor (IL-R)-related molecule (SIGIRR), also known as 

toll interleukin-1 receptor (IL-1R) 8 (TIR8), is a member of the Toll/IL-1 receptor 

(TIR) superfamily that includes TLRs and ILRs subfamilies.  Unlike the ILRs 

members that contain three Ig domains, SIGIRR has a single domain in the 

extracellular region, with no known ligand, and a TIR domain in the cytoplasmic 

side of the cell.  It is highly expressed in the tissues of the digestive tract, 

dendritic cells, various organs, epithelial cells lines and various immune cells, but 

not in the bone marrow derived macrophages 124,155-157. Disregulation of the 

expression level of SIGIRR has been associated with some diseases and 

abnormalities in the development of some cells156,158,159.   

Current knowledge of the role of SIGIRR has been mostly obtained from 

studies of SIGIRR deficient mice. Overall, these studies have shown that SIGIRR 

deficiency mediates kidney graft rejection, enhances the development of colitis-

associated cancer (CAC) and intestinal inflammation, increases susceptibility to 

lupus and bacterial/fungal infections155,156,160-163.  The immune responses in 

these SIGIRR deficient mice were associated with induced expression of 



37 

 

proinflammatory agents, elevated infiltration of PMNs and observed damage to 

the tissues. On the other hand, reports on the effect of stimulation of the immune 

system on the expression levels of SIGIRR mRNA have been conflicting.  For 

example, stimulation of the immune system with LPS or a pathogen reduces the 

mRNA and protein levels of SIGIRR in mice164. However, another group has 

reported an opposite observation on monocytes during sepsis or sterile 

inflammation, where the expression of SIGIRR is greatly increased 165.  

SIGIRR does not associate with NF-κB directly, but it triggers an inhibitory 

effect through its interaction with other adaptors via TIR domain 164. Stimulated 

lymphocytes and liver cell lines that are overexpressing SIGIRR have higher 

levels of NF-κB activity compared to unstimulated cells155. Two reports by Huang 

et al. and Rodriguez et al. show that resistance against P. aeruginosa infection of 

lung and cornea is mediated by SIGIRR164,166. The neutralization of SIGIRR 

protein with anti-SIGIRR antibody resulted in increased damage to the host cells, 

higher titer of the bacteria and increased levels of proinflammatory cytokines in 

response to P. aeruginosa infection. Moreover, it was clearly demonstrated that 

the inhibitory effect of SIGIRR is dose-dependent since the stimulation of IL-1R1 

and TLR4, but not TLR3, reduces NF-κB activity as the expression level of 

SIGIRR increases164. Even though this report indicates that SIGIRR exerts its 

inhibitory effect through MyD88-dependent pathways, other reports have shown 

that SIGIRR’s inhibition of TLR3 signaling might be cell-type specific155,157,164.  

In addition to TLR3 and 4, SIGIRR negatively regulates the signaling 

pathways of TLR2, 5, 7, and 9 in various tissues155,167-169. The inhibitory 
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mechanism that SIGIRR exerts on TLR signaling reveals that TIR domain, but 

not the extracellular Ig domain, is necessary to interfere with the recruitment of 

other adaptors to the TLRs167. Beside its self-dimerization, SIGIRR also interacts 

strongly with IL-1R as well as other signaling molecules such as MyD88, IRAK 

and TRAF6124,167,168.  Studies of immature dendritic cells, which express high 

level of SIGIRR, indicate that association of MyD88 with SIGIRR through the TIR 

domain is constitutive and necessary to remain immature 170. Disruption of this 

connection or the decrease of SIGIRR’s expression, leads to the maturation of 

the dendritic cells and enhances the immune response160,170. In addition to 

MyD88, Qin and colleagues reported that SIGIRR interferes with the recruitments 

of IRAK1 and 4 as well as TRAF6, to stimulated IL-1R171.   

SIGIRR’s variable effects appear to be dependent on its expression levels 

observed in various tissues and cell type. The ability of SIGIRR to interact with 

various components of the TLR signaling pathways in a way that influences the 

immune response of various epithelial cells during bacterial infection indicates its 

importance as a negative regulator.  The aim of our study was to investigate the 

role of SIGIRR’s activity on the complications caused by C. trachomatis infection 

and whether SIGIRR’s interaction with components of the TLR signaling 

pathways may explain the mechanism by which it negatively regulates 

inflammation.  
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3.2.  RESULTS 

3.2.1. SIGIRR expression during infection: 

It is necessary to evaluate first the presence of SIGIRR in various cell 

lines that are commonly used for immunological studies since the mRNA level is 

subject to variation depending on the expression profile of a given cell.  Here, we 

first examined via PCR the presence of SIGIRR in the human cervical carcinoma 

cell line (HeLa), Human Embryonic Kidney 293 (HEK293), the human acute 

monocytic leukemia cell line (THP1) and the modified HEK293 cells that are 

expressing human TLR2, TLR3 or TLR4.  As shown in Figure 3.1A, high levels of 

SIGIRR were detected in HeLa and THP-1, but slightly reduced level in HEK293.  

In contrast, all modified HEK-Blue cells with hTLR2, 3 and 4 did not express any 

detectable levels of SIGIRR mRNA. 

HeLa cells are the most physiologically relevant cell line in which 

investigate Chlamydia infection since they are isolated from human genital tract. 

In order to determine the effect of C. trachomatis on the expression of SIGIRR, 

the level of SIGIRR mRNA in C. trachomatis infected HeLa cells was measured 

over five different time points (0, 3, 6, 12 and 24 hours). Real-time PCR analysis 

of the expression level shows that SIGIRR is induced as early as 3 hpi (Figure 

3.1B).  However, the expression level of SIGIRR was declining for the next nine 

hours before it start increasing back to reach its base level at 24 hpi. Variation 

between replicates were extreme and affected the statistical significance 

calculation, however, the expression patterns of SIGIRR were similar across all
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Figure 3.1: Expression of SIGIRR and IL-8 fluctuates overtime in response to C. 
trachomatis infection. (A) PCR analysis of SIGIRR in various human cell lines. Cervical 
epithelial HeLa cells,HEK293 and THP-1 cells express SIGIRR, while HEK-Blue-TLR2, 3 and 
4 do not. (B&C) HeLa cells were infected with C. trachomatis serovar L2 (MOI of 1) at the 
indicated time. The mRNA levels of SIGIRR and IL-8 were measure via qPCR. Ct values are 
normalized to GAPDH and relative expression (ΔΔCt) is calculated compared to non-infected 
cells (0HR) (B) A representative data of the expression level of SIGIRR. Chlamydia infection 
the expression of SIGIRR 3hpi. Expression level fluctuates over time until it reaches its 
highest level at 36hpi. (C) Three hours post LGV/L2 infection of HeLa cells significantly 
induces the expression level of IL-8.  The expression declines for the next 9 hours and 
increases again by 24hrs before reaching its highest levels at 36hpi. Data for IL-8 expression 
collected from 4 independent experiments. Error bars on B were not added due to the great 
variations between the replicates. Error bars represent ±SD, and the statistical significant 
analysis was conducted by comparing each data point to its preceding time point using 
Student’s t test. n.s (not significant), *p < 0.05, **p < 0.01. 
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the replicates. In the meantime, the expression of the proinflammatory IL-8 was 

significantly induced in response to infection 3 hpi (Figure 3.1C).  Levels of IL-8 

were significantly reduced at 6 and 12 hpi compared to the 3 hours time point. 

Twenty-four hpi, the expression of IL-8 was as high as the level observed at early 

point at 3 hpi. Measuring the significant changes of IL-8 expression between 

each time point, as shown in Figure 3.1C, the statistical significant analysis for 

the expression of IL-8 was calculated by comparing each data point to its 

preceding time point. With the exception of the measurement at 12 hpi, the 

expression level of IL-8 significantly changed at each time point.   

 

3.2.2. Reduced level of SIGIRR induces higher mRNA of IL-8.  

 To investigate the role of SIGIRR in Chlamydia infected cells, HeLa cells 

were transfected with SIGIRR specific siRNA. Real-time PCR analysis of the 

efficiency of the transfection indicated that there was no significant difference of 

the expression levels of SIGIRR in HeLa cells treated with Lipofectamine only 

(Lipo Cont) or siRNA non-target control (siRNA CONT) compared to the wild type 

(WT) cells (Figure 3.2A).  However, both SIGIRR-siRNA specific sequences 

(sequence A or B) reduced the mRNA level by 40 and 80%, respectively, relative 

to the untransfected WT cells (Figure 3.2A).  

Next, the effect of SIGIRR on Chlamydia-infected cells was tested. Real-

time PCR analysis of HeLa cells infected with C. trachomatis revealed thae 

expression level of IL-8 was higher in cells that have reduced levels of SIGIRR  
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Figure 3.2: Transient silencing of SIGIRR in HeLa cells induces higher levels of IL-8. (A) 
Using Lipofectamine 2000 transfection reagent, HeLa cells were transfected with siRNA non-
target control (siRNA CONT); SIGIRR-siRNA (sequence A or B); Lipofectamine treated (Lipo 
Cont) or untreated wild type (WT). Relative expression level of SIGIRR compared to WT was 
reduced by 40 to 80% in SIGIRR-siRNA A and B respectively. (B) 24 hpi, IL-8 expression in C. 
trachomatis serovar L2 infected HeLa cells, at MOI of 1, shows higher levels of the 
proinflammatory cytokines in the cells that are expressing lower level of SIGIRR compared to 
WT infected cells. The increase of IL-8 expression inversely correlates with the expression 
levels of SIGIRR as shown in part A. Data are collected from 4 independent experiments. 
Error bars represent ±SD, and Student’s t test was conducted. n.s (not significant), (*p < 0.05, 
**p < 0.01, , ***p < 0.001. 
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compared to the WT infected HeLa cells (Figure 3.2B).  Both siRNA sequences 

used (SIGIRR-siRNA-A and B) had 2-6 fold increase of IL-8, respectively, which 

inversely associated with the reduced levels of SIGIRR that have been observed 

in Figure 3.2A. No significant differences were detected in the two control groups. 

This data suggests that SIGIRR is involved in reducing the immune response 

against C. trachomatis infection.  

 

3.2.3. SIGIRR distribution and localization in infected cells  

Distribution of SIGIRR around the cell under normal circumstances or during 

Chlamydia infection was tested through immunofluorescent staining.  Transiently 

transfected HeLa cells with 2.0ug of SIGIRR-FLAG construct were either left 

untreated or infected with C. trachomatis. SIGIRR localization was not limited to 

the cell membrane, but we show here that it was also distributed around the 

cytoplasm of non-infected cells, with slightly higher concentration toward the 

outer sides of the cells (Figure3.3A, top panel). On the other hand, SIGIRR 

localization in Chlamydia infected HeLa cells was concentrated around the 

nucleus of the HeLa cells and the inclusion of the bacteria (Figure 3.3A middle).  

Next, we questioned whether SIGIRR co-localizes with different 

components of the TLR signaling pathways during Chlamydia infection.  MyD88 

adaptor protein is the likely candidate to interact with SIGIRR through the TIR 

domain124.  HeLa cells transfected with SIGIRR-FLAG construct were stained 

with Cy3-conjugated anti-FLAG antibody (red) and anti-MyD88 antibody (green).  
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Figure 3.3: SIGIRR and MyD88 localization in C. trachomatis infected cells. HeLa cells 
were transiently transfected with SIGIRR-FLAG construct alone (A) or with MyD88-HA 
construct (B). Forty-eight hrs post transfection, cells were grown on coverslips and left 
untreated or infected with C. trachomatis serovar L2, MOI of 1 for 24 hrs. Fixed cells stained 
with Hoechst stain (blue), Cy3-conjugated anti-FLAG antibody (red), and anti-Chlamydia or 
anti-HA antibody (green) and visualized on a fluorescence microscope. A) SIGIRR localizes 
on the surface and around the cytoplasm of uninfected cells (top panel).  In Chlamydia 
infected cells, SIGIRR localizes around the bacterial inclusion and the nucleus of the host 
cells (middle panel). B) SIGIRR and MyD88 co-localizes around Chlamydia inclusion (red 
arrow)2.  
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Both SIGIRR and MyD88 were distributed around the nucleus of the uninfected 

HeLa cells Chlamydia infection of the HeLa cells redistributed both SIGIRR and 

MyD88 to co-localize around the inclusion of the bacteria (Figure 3.3A bottom). 

3.2.4. SIGIRR association with MyD88 

Since localization of SIGIRR with MyD88 has been shown here and 

elsewhere, we further investigated whether SIGIRR can physically associate with 

MyD88 during Chlamydia-infection 124. HeLa cells transfected with 4.0 ug of 

MyD88-HA along with 4.0 ug of SIGIRR-FLAG, or 4.0 ug of pCDNA3.1+ empty 

vector were either left uninfected or infected with C. trachomatis.  Immunoblotting 

of the immunoprecipitated cell lysate showed that immunoprecipitation of 

SIGIRR-FLAG has been successful and specific since transfection with empty 

vector did not have a signal for SIGIRR (Figure 3.4 top panel-left). However, co-

immunoprecipitation results also showed that MyD88 was associated with 

SIGIRR regardless of Chlamydia infection (Figure 3.4 top panel-right).  

Interestingly, infected samples show increased intensity of the MyD88 band 

compared to non-infected samples indicating Chlamydia infection increases the 

association between MyD88 and SIGIRR.  Cell lysate from all the samples 

successfully express MyD88-HA (Figure 3.4 bottom panel). 

 

3.2.5. SIGIRR overexpression reduces the mRNA level of IL-8  

Since our data from Figure 3.2B showed that SIGIRR deficiency induces 

the expression of IL-8, we next examined the impact of SIGIRR overexpression 
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Figure 3.4: SIGIRR associates with MyD88.  HeLa cells on 60mm tissue-culture dish were 
transfected with 4.0 ug of MyD88-HA and with either SIGIRR-FLAG construct or mock-
transfected with 4.0 ug of pCDNA3.1+ empty vector as described before. Forty-eight 48 hours 
post transfection, cells were either left uninfected or infected with LGV/L2 as indicated. 
Seventy-two hours post transfection, cells were lysed in lysis buffer and immunoprecipitated 
using FLAG Immunoprecipitation Kit (IP) . Samples were loaded into SDS-PAGE gel and 
immunoblotted (IB) using anti-FLAG M2 or anti-HA.  Bothe L2 infected or uninfected HeLa 
cells shows an association of MYD88 with SIGIRR. 
 



47 

 

on Chlamydia infected cells. Unlike HEK- 293 cells, HEK-Blue-hTLR2 cells are 

ideal for the overexpression experiment since they constantly express TLR2, 

have no endogenous SIGIRR, and provides rapid measurement of NF-κB 

activities (Figure 3.1A).  HEK-Blue-hTLR2 cells transiently transfected, or mock-

transfected, with 0.1 ug and 1.0 ug of SIGIRR-FLAG construct or pCDNA3.1+ 

empty vector. Real-time PCR showed that the level of SIGIRR mRNA in the 

transfected cells was proportional to the amount of plasmid DNA introduced to 

the cells, while cells transfected with the empty vector had undetectable level of 

SIGIRR as expected (Figure 3.5A).  Infecting the cells with C. trachomatis 

induced IL-8 expression in both SIGIRR-FLAG and empty vectors transfected 

cells (Figure 3.5B).  However, HEK-Blue-hTLR2 cells that expressed lower level 

of SIGIRR, 0.1 ug, showed slightly reduced, but statistically significant, levels of 

IL-8 compared to the cells that were not expressing SIGIRR (Figure 3.5B, left).  

On the other hand, cells transfected with higher level of the SIGIRR-FLAG 

construct have also showed reduced, but statistically insignificant, level of IL-8 

mRNA. To evaluate whether the reduction of IL-8 in SIGIRR expressing cells 

would also impact the secretion of the cytokine, we tested the level of IL-8 in the 

supernatant of Chlamydia infected HEK-Blue-hTLR2 via ELISA.  As shown in 

Figure 3.5C, both SIGIRR-FLAG and empty vector transfected cells secreted 

high levels of the cytokine with no significant difference being observed between 

the two groups of variable concentrations of the plasmids (concentrations of IL-8 

from all groups reached the higher end of the kit’s maximum level).  
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Figure 3.5: Overexpression of SIGIRR slightly reduces the expression level, but not the 
secretions, of IL-8.  HEK-Blue-hTLR2 cells transiently transfected, or mock-transfected, with 
0.1 ug  and 1.0 ug of SIGIRR-FLAG construct or pCDNA3.1+ empty vector using 
Lipofectamine reagents. (A) The expression of SIGIRR in HEK-Blue hTLR2 cells was detected 
only in SIGIRR-FLAG trnasfected cells.  The expression levels of SIGIRR mRNA was 
proportional to the level of the plasmid DNA introduced to the cells. (B)  Both mock-cells and 
SIGIRR-FLAG infected with C. trachomatis serovar L2  strain at m.o.i of 1 for 24 hrs. The 
mRNA expression level of IL-8 was reduced in cell transfected with SIGIRR-FLAG construct 
compared to the empty vector.  This reduction was statically significant only at the lower 
concentration of SIGIRR (0.1 ug). (C)  ELISA analysis of supernatant of chlamydia infected 
HEK-Blue-hTLR2 cells had similar levels of IL-8 secretion for both groups that are transfected 
with SIGIRR-FLAG vector or the empty vector. Data are collected from at least 3 independent 
experiments. Error bars represent ±SD, and Student’s t test was conducted. N.D (not 
detected), n.s (not significant), *p < 0.05, **p < 0.01. 
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3.3. DISCUSSION: 

 
3.3.1. Function of SIGIRR during Chlamydia infection 

 

As a member of the Toll/IL-1 receptor superfamily that plays a major role 

in activating the innate immune system, an orphan receptor like SIGIRR is 

expected to function as a regulator of these pathways.  Indeed, studies have 

shown that manipulation of SIGIRR affected the activities of various signals that 

are associated with induced immune response 156,158,159.  Therefore, we 

hypothesized that SIGIRR may negatively regulate the TLR signaling pathways 

during C. trachomatis infection.  

SIGIRR expression in various human and murine tissues has been 

reported 124,164. Our data shows that the humans cell lines HeLa, HEK293 and 

THP1 all express SIGIRR. Unexpectedly, SIGIRR mRNA was completely absent 

in the modified HEK cells that express hTLRs. Since the stimulation of the 

immune system affects SIGIRR expression in different ways depending on the 

stimulus and the type of cells, we first measured the levels of SIGIRR during 

Chlamydia infection at various time points 164,165.  The decreased level of SIGIRR 

at 6 and 12 hpi before returning to its base level 24 hpi indicates its involvement 

during the early stages of Chlamydia infection, which correlates with similar 

findings for other pathogens by other reports 164,172. Production of 

proinflammatory cytokines is a crucial mechanism by which infected cells 

modulate inflammation. Since it is considered as one of the early markers of 

bacterial infection, including Chlamydia, our study focused on the expression and 
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the secretion levels of IL-8 cytokine during Chlamydia infection 42,173. We 

observed that Chlamydia infection of HeLa cells induces IL-8 expression as early 

as 3 hpi before declining at 6 and 12 hpi (Figure 3.1C). Since it has been shown 

that the induction of IL-8 as a result of NF-κB activation by Chlamydia 

trachomatis infection does not take place until 15 hpi, we believe that the early 

induction of IL-8, followed by a reduction, was not directly related to NF-κB 

activities 42.  Instead, we believe this early increase of IL-8 is caused by the entry 

of the EBs of Chlamydia trachomatis to the cells, a phenomena that has been 

reported for other stimuli 42,174,175. Therefore, the correlation between SIGIRR and 

IL-8 expression seen in Figure 3.1B and C in the early stages of the infection is 

not related to SIGIRR’s effect on TLR signaling. However, since the expression 

of SIGIRR returns to its base level by the time RBs start transforming into EBs, 

we predict that SIGIRR up-regulation takes place as a results of EBs’ presence.   

The goal of this study was to determine if SIGIRR functions as a down-

regulator of the innate immune system in response to Chlamydia infection. siRNA 

knockdown of SIGIRR indicated that SIGIRR is a down-regulator during 

Chlamydia infection as the IL-8 expression is elevated in the absence of SIGIRR. 

This increase of IL-8 level when SIGIRR level is being reduced seems to 

contradict the observed correlation between SIGIRR and IL-8 24 hpi, as seen in 

Figure 3.1 B and C.  However, it is clear that the level of SIGIRR in Figure 3.1B, 

24 hpi, was similar to the expression level observed in the non-infected cells, 

while IL-8 expression for the same time point was 30 fold higher than non-

infected cells.  Hence, we predict that the increase of SIGIRR at later stages of 
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the infection is part of its temporal and spatial dynamics to reduce the immune 

response against Chlamydia. Therefore, when the level of SIGIRR is reduced as 

seen in Figure 3.2, the expression of IL-8 is greatly increased compared to the 

infected control groups. The literature limits SIGIRR distribution to the cell 

membrane, however, SIGIRR on the non-infected cells appears to be localized 

around the cytoplasm as well. Immunocytochemistry showed that during 

infection, SIGIRR localizes around the nucleus of the infected cells as well as 

around the Chlamydia inclusion.  Unlike other pathogens that have been used to 

investigate SIGIRR’s role in regulating the immune response, this is the only 

report that shows localization of SIGIRR protein around the pathogen inside the 

cell 164,172. 

A report by O'Connell et al. showed that TLR2 and MyD88 co-localize 

around C. trachomatis inclusion of the infected cells 176. Since SIGIRR has been 

shown to interact with MyD88 and based on our observation that SIGIRR 

localizes around the inclusion, we sought to investigate whether both SIGIRR 

and MyD88 co-localize around the inclusion of C. trachomatis.  Our results show 

that SIGIRR indeed co-localizes with MyD88 around the inclusion of infected 

HeLa cells. Co-immunoprecipitation studies confirmed a specific association 

between SIGIRR and MyD88 in both infected and non-infected HeLa cells.  

SIGIRR’s role as a negative regulator was confirmed by an 

overexpression of the protein and observing its effect on the production of 

proinflammatory cytokines.  Since the knockdown analysis of SIGIRR induced 

higher level of IL-8 expression during infection, we expected that SIGIRR 



52 

 

overexpression will result in a lower level of IL-8.  Certainly, the level of IL-8 

expression in C. trachomatis-infected HEK-blue-hTLR2 cells that are 

overexpressed lower levels of SIGIRR (0.1 ug) were significantly lower than the 

level observed in mock-transfected cells.  However, due to the toxicity of the 

transfection with higher levels of plasmids (1.0 ug) on HEK-blue-hTLR2, there 

was no significant difference on the expression level of IL-8 compared to mock-

transfected cells (Figure 3.5B).  However, the secretion levels of IL-8 in response 

to Chlamydia infection did not show any significant difference between the cells 

overexpressing SIGIRR, both 0.1 and 1.0 ug, and the ones that maintain normal 

level of the endogenous protein of mock-transfected cells (Figure 3.5C).  Once 

again, the toxicity effect of the transfection process on these cells greatly 

increased the secretion of IL-8 regardless of the treatment and we cannot predict 

the effect of SIGIRR’s overexpression on the secretion of IL-8.   

Our in vitro findings correlate with the preliminary in vivo results collected 

by our collaborator at UC Irvine. In these experiments, mice that were intra-

nasally challenged with MoPn strain showed that SIGIRR KO mice lost less body 

weight, and at a slower rate, than the WT C57BL/6 mice 10 dpi. Additionally, the 

number of MoPn inclusion forming units (IFU) recovered from the lungs of 

SIGIRR KO mice was greatly less than those recovered from the WT mice. 

Preliminary analysis of human SNPs provided the promising results that indicate 

significant correlation in the SIGIRR gene (G allele) with reduced risk of both 

infection and tubal pathology in women. 
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Figure 3.6: SIGIRR down-regulation model: A) SIGIRR localizes in the membrane and 
the cytosol and associates with MyD88 in un-infected cells. B) C. trachomatis (C.T) infected 
cells induces higher levels of pro-inflammatory cytokines in the absence of SIGIRR. C) 
Presence of SIGIRR blocks TLR2 activation by binding to the TIR domain of MyD88. Both 
MyD88 and SIGIRR localizes around the nucleus and C.T inclusion of the infected cells. 
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In summary, our in vitro, in vivo and SNPs data suggest that SIGIRR is a 

negative regulator of the immune response induced by C. trachomatis infection. 

The changes of IL-8 levels, body weight and IFU in the absence of SIGIRR as 

well as the reduced risk of infection all support the notion that SIGIRR influences 

the immune response.  These data also shows that SIGIRR localizes with 

pathogens inside the cells and that MyD88’s physically association with SIGIRR 

during Chlamydia infection partially explains the mechanism that SIGIRR utilizes 

to exert its inhibitory effect on the immune system.  
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CHAPTER 4 

Triad3A Role During Chlamydia trachomatis Infection 

 

4.1. INTRODUCTION: 

The Two RING fingers and DRIL protein, Triad3A: 

The two RING fingers and DRIL proteins, TRIADs, were first identified by 

Van Der Reijden and colleagues as conserved cysteine-rich zinc-binding domain 

that is flanked by two RING finger structures known as double RING finger-linked 

(DRIL) domain177. Triad3, also known as zinc-finger protein inhibiting NF-κB 

(ZIN), has been identified as an E3 ubiquitin –protein ligase that promotes Lys-48 

linked ubiquitination69,178. The use of the yeast two-hybrid system by the Chuang 

group indicated that Triad3 interacts with the cytoplasmic domain of TLR3, 4, 5, 

and 9 but not with TLR2.  Further analysis revealed that there are 5 splice 

variants of Triad3, named Triad3A-E, with Triad3A being the most abundant 

isoform and the largest in size.  In addition to being moderately expressed in 

many tissues like the brain and the heart, Triad3A is highly expressed in the 

lungs, spleen and pancreas as well as many cell lines such as THP-1, HeLa and 

HEK29369. The role of Triad3A on reducing the activities of NF-κB by promoting 

ubiquitination and degradation of various proteins in different pathways has been 

reported repeatedly69,178-181.  

Even though the Chuang group demonstrated that Triad3A has the ability 

to interact with the TIR domain of TLR3, 4, 5 and 9, the authors reported that the 
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effect of Triad3A on the activities of TLR4 and 9 was more apparent than that 

observed for TLR3 and 569. The group showed that transfection of Triad3A into 

HEK293 cells that expresses human TLRs induces complete degradation of both 

TLR4 and 9, and minimal degradation of TLR3 and 5 without affecting the 

expression levels of any of these receptors69. However, co-transfection of 

Triad3A and TLR3 into 293T cells blocks the activities of IL-1Β completely, but 

partially affects NF-κB activities upon stimulation of the cells 181. This inhibitory 

effect of Triad3A on IFN-β and NF-κB activities was mediated through RIG-

1/MAVS signaling pathway instead of TLR3 by directly targeting TRAF3 for 

degradation.  The increase of the endogenous Triad3A protein in response to 

viral infection of human bronchial epithelial A549 cell line was accompanied by 

an increase in the degradation of TRAF3 protein181. On the other hand, 

stimulation of TLR4 and TLR9 signaling pathways in various cell types that 

overexpress Triad3A resulted in a reduction of the NF-κB activity compared to 

control cells69. Similarly, the silencing of Triad3A via siRNA stabilizes the protein 

level of TLR9 in un-stimulated cells and induces higher level of NF-κB activation 

in response to TLR4 and 9 stimulation 69.  

Using the same discovery tool of yeast two-hybrid system, other groups 

showed that Triad3A also interacts with receptor-interacting protein (RIP) and 

promotes its degradation178. The authors further showed that Triad3A is capable 

of inhibiting RIP, IKK, TNF and IL-1 induced-NF-κB activity. Since the activity of 

Triad3A seems to be mediated through the TIR domain, another study that 

focused on the interaction between RIP and Triad3A investigated the possible 
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involvements of other TLRs’ adaptors. The group reported that Triad3A mediates 

protein degradation of TIRAP and TRIF without affecting the level of mRNA 

expression180. On the other hand, they also showed that the protein levels of 

other adaptors in the TLRs signaling pathways, such as MyD88, IRAK1, IRAK4, 

IRAK-M, TRAF2 and TRAF6, are not affected by Triad3A activities 180.  

Triad3A ubiquitination and degradation capabilities of various TLRs, along 

with other adaptors downstream these pathways, makes it a potential regulator of 

the immune response during C. trachomatis infection. This study aimed to 

investigate the ability of Triad3A to regulate inflammation in Chlamydia- infected 

cells.  

 

4.2. RESULTS: 

4.2.1. Triad3A expression during infection 

  Expression of Triad3A in various cell lines was tested via PCR as 

described above. All the tested cell lines, HeLa, HEK293, THP1, HEK-blue-

hTLR2, 3, and 4 expressed Triad3A at a very high levels as shown in Figure 

4.1A.  Determining the level of Triad3A during the course of Chlamydia infection 

is necessary to evaluate the effect of Chlamydia and Triad3A on each other. 

Real-time PCR analysis of WT HeLa cells infected with C. trachomatis     at 0, 3, 

6, 12, 24 and 36 hours shows that expression of Triad3A remained low 

throughout the 36 hrs compared to the uninfected cells (Figure 4.1B). However, 

statistical analysis revealed that Triad3A expression level at 6 hpi was 

significantly lower than its preceding time point of 3hpi (Figure 4.1B). The 



58 

 

Figure 4.1: Cell lines highly express Triad3A, and Triad3A expression remain stable 
overtime. (A) PCR analysis of Triad3A in various human cell lines. HeLa, HEK293, THP-1, 
HEK-Blue-TLR2, 3 and 4 cell lines highly express Triad3A. (B) wild type HeLa cells were 
infected with C. trachomatis serovar L2 (moi of 1) at the indicated time. The mRNA levels of 
Triad3A was measure via qPCR. Ct values are normalized to GAPDH and relative expression 
(ΔΔCt) is calculated compared to non-infected cells (0HR). (B) Triad3A expression level 
remain stable throughout the 5  time points, with the exception of a slight decrease 6 hpi. The 
slight increase in the expression at 24 hrs is statistically not significant.  Data were collected 
from 4 independent experiments. . Error bars represent ±SD, and the statistical significant 
analysis was conducted by comparing each data point to its preceding time point using 
Student’s t test. n.s (not significant), *p < 0.05. 
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increased level of Triad3A at 24 and 36 hpi were not statistically different than 

the 0 or 12 hpi.     

 

4.2.2. C. trachomatis Activates TLR2 and TLR3 pathways 

Triad3A targets TLR3 and TLR4, but not TLR2, for degradation as it has 

been previously reported 69.  Therefore, we sought to determine which signaling 

pathway of these three receptors that C. trachomatis activates. To do so, we 

utilized HEK-Blue cell lines that stably express hTLR2, 3 or 4 to allow for the 

evaluation of the role of each of these receptors independently from the other 

receptors.  These cells also express NF-κB-inducible secreted embryonic 

alkaline phosphatase (SEAP) reporter gene that is used to measure NF-κB 

activity. As shown in Figure 4.2A, NF-κB activity in HEK-Blue-hTLR2 was 

increasing in response to stimulation with C. trachomatis and TLR2 agonist 

(Pam3CSK4) over a period of 24 hours. Even though HEK-Blue-hTLR2 

stimulated with TLR4 agonist (Pure-LPS) did show a minimal increase of NF-κB 

activity at later time point, this increase was most likely due to impurity of LPS.   

On the other hand, C. trachomatis-stimulated HEK-Blue-hTLR4 cells did not 

induce any detectable levels of NF-κB (Figure 4.2B). Therefore, C. trachomatis 

activates NF-κB through TLR2, but not TLR4 signaling pathway.   

  Since TLR2 is not affected by Triad3A activities, activation of TLR3 by C. 

trachomatis PAMPs was investigated. The TLR3 signaling pathway is known to 

induce IFN-β expression in response to viral stimulation62.  Stimulation of HEK-

Blue hTLR3 cells by   
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Figure 4.2: C. trachomatis induces cell signaling through TLR2, but not TLR4. HEK-Blue 
cells expressing human TLR2 or 4 were stimulated with C. trachomatis serovar L2 (moi of 1), 
TLR2 agonist (Pam3CSK4, 5ug/ml) or TLR4 agonist (ultra Pure E.Coli lipopolysaccharide 
(LPS), 500 ng/ml), or left unstimulated as indicated. NF-κB activities were measured at 6, 12 
and 24 hpi using the supernatant of the cultured cells. (A) C. Trachomatis, Pam3CSK4, and to 
a lesser degree, pure LPS induced NF-κB activities as measured by the level of secreted 
SEAP.  (B) NF-κB activities on HEK-hLR4 cells increased with time in response to LPS only. 
C. Trachomatis and Pam3CSK4 failed to induce any significant level of NF-κB compared to 
the unstimulated HEK-hTLR4 cells. Error bars represent SD values, and the statistical 
significant analysis was conducted by comparing the readings from the treated samples to the 
untreated controls using Student’s t test (n.s (not significant), and ****p < 0.0001).  
 



61 

 

 

Figure 4.3: TLR3 is activated by C. trachomatis.  HEK-Blue cells expressing human TLR3, 
as well as HEK-Null 1 cells were stimulated with C. trachomatis serovar L2 (MOI of 1 or 5) or 
TLR3 agonist (Poly(I:C), 10ng or 50 ng/ml) or left unstimulated as indicated. Activities of NF-
κB were measured at 24 hpi as described in Figure 4.2 and the cell lysate were used for real-
time PCR. (A) C. Trachomatis infection of HEK-hTLR3 induced NF-κB activities compared to 
non-infected HEK-hTLR3cells.  Higher MOI of the bacteria (MOI of 5) induced higher levels of 
NF-κB activities.  (B&C) Real-time PCR analysis of IFN-β and IL-8 in HEK-hTLR3. Both 
PolyI:C and C. Trachomatis treated HEK-hTLR3, at lower MOI only, induced higher mRNA 
levels of IFN-β;D. C. trachomatis,but not PolyI:C, treated cells induced significant levels of IL-8 
mRNA.  Data are collected from at least 3 independent experiments. Ct values are normalized 
to GAPDH and relative expression (ΔΔCt) is calculated compared to non-infected cells.  Error 
bars represent SD values, and the statistical significant analysis was conducted by comparing 
the readings from the treated samples to the untreated controls using Student’s t test (n.s (not 
significant), *p < 0.05, and **p < 0.01.  
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C. trachomatis and TLR3 agonist (Poly I:C) induced the activity levels of NF-κB 

(Figure 4.3A).  NF-κB activity in HEK-Blue hTLR3 cells stimulated with lower MOI 

of C. trachomatis was slightly lower than those cells stimulated with higher MOI 

of the bacteria. On the other hand, lower doses of C. trachomatis induced higher 

levels of IFN-β mRNA, that is 8-folds higher than non-infected HEK-hTLR3 cells, 

but, paradoxically, higher doses of the bacteria failed to induce any significant 

level of the IFN-β (Figure 4.3B). However, both low and high MOI of C. 

trachomatis induced significantly higher, but similar, levels of IL-8 mRNA 

compared to the uninfected cells (Figure 4.3C). Stimulation of HEK-Blue hTLR3 

by Poly I:C failed to induce any significant level of IL-8.  As a result of the low 

level of endogenous TLR3 that HEK293 cells normally express, HEK-Blue Null1 

cells expressed slightly higher levels of IL-8 mRNA compared to uninfected cells 

(Figure 4.3C)182,183.  However, the level of IL-8 remained more than 4 fold lower 

than HEK-blue-hTLR3 cells.  Based on this finding, the role of Triad3A during C. 

trachomatis infection can be now investigated using HEK-Blue-hTLR3 cells since 

Triad3a interacts with TLR3.  

 

4.2.3. Triad3A silencing has no significant impact on HEK-Blue TLR2 cells 

       Since HEK-Blue cells are resistant to puromycin, the use of Triad3A-shRNA 

specific lentiviral particles to generate stable cell line is not feasible. To 

investigate the role of Triad3A on the signaling pathways of individual TLRs, we 

used siRNA to reduce the expression level of Triad3A in HEK-Blue TLR2.  Real  
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Figure 4.4: Levels of IL-8 unchanged as Triad3A decreases in HEK-hTLR2. Efficiency of 
Triad3A silencing via siRNA on HEK-hTLR2 as described in figure 10above, were evaluated 
by real-time PCR. (A) Expression level of Triad3A mRNA was reduced by 50% in these cells 
compared to the wild type cells. No significant difference of the NF-κB activities were observed 
as a result of the Triad3A silencing for all of the three cell lines in response to any of the 
stimulators. Error bars represent SD values, and the statistical significant analysis was 
conducted by comparing the readings of each time point to the untransfected WT cells. (B) 
Twenty-four hpi with C. trachomatis serovar L2, MOI of 1, the cDNA templates were generated 
from the isolated mRNA of the HEK-hTLR2 cell lysate. Changes in IL-8 expression between 
untransfected cells and Triad3A silenced cells were not significant.  Data are collected from 4 
independent experiments. Error bars represent ±SD, and Student’s t test was conducted. n.s 
(not significant), (*p < 0.05, **p < 0.01, , ***p < 0.001.  
 

A 

B 



64 

 

time PCR analysis for the knock-down efficiency showed that both siRNA 

sequences (siRNA-A and B) significantly reduced the expression level of Triad3A 

by 50% in HEK-Blue-hTLR2 (Figure 4.4A).  Stimulation of the siRNA transfected 

cells with C. trachomatis, or TLR2 agonist, pam3CSK, showed no significant 

difference in Triad3A knocked-down cells relative to cells transfected with siRNA 

control sequences (Figure 4.4B).  The findings from Figure 4.4B show, as 

expected, that Triad3A does not affect TLR2 signaling pathways.  Further 

analysis of the effect of Triad3A deficiency on stimulated HEK-Blue-hTLR3 and 

TLR4 cells is planned.  

4.2.4. Reduced levels of Triad3A negatively effect IL-8 mRNA  

        HeLa cells that are stably expressing Triad3A-shRNA vectors and 

maintaining puromycin resistance were generated to evaluate Triad3A’s effects 

on IL-8 expression during Chlamydia infection. Knock–down efficiency of Triad3A 

was evaluated using real-time PCR.  HeLa cells expressing Triad3A-shRNA-A 

and B displayed significantly reduced levels of Triad3A mRNA expression by 

about 40% compared to the WT cells (Figure 4.5A). No significant difference was 

observed for the expression of Triad3A between WT and the shRNA non-target 

control (sh CONT).  Surprisingly, the expression levels of IL-8 in response to 

infection by C. trachomatis, as shown in Figure 4.5B, was greatly reduced by 70-

80% in cells that expressed either sequence of Triad3A shRNA. This reduction 

was statistically significant when compared to the level of IL-8 in the C. 

trachomatis infected non-target shRNA control.  Taken together, it is likely that  
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Figure 4.5: Triad3A contributes to the production of IL-8 in Chlamydia infected HeLa 
cells. HeLa cells were transduced for 48 h with lentiviruses expressing either non-target 
shRNA control (sh Cont) or Triad3A Sequence A and B (T3A-shRNA-A or B). (A) real-time 
PCR analysis of the efficiency of Triad3A silencing. Relative expression level of Triad3A 
compared to wild type (WT) was reduced by about 40% for both sequences. (B) HeLa WT, sh 
Cont, T3A-shRNA-A and B cells were infected with C. trachomatis serovar L2 at MOI of 1. 24 
hpi, real-time PCR analysis of IL-8 expression was lower in the Triad3A knocked-down cells 
compared to WT infected cells. Data are collected from at least 3 independent experiments. 
Error bars represent ±SD, and the statistical significant analysis was conducted by comparing 
the expression level of IL-8 on the Triad3A knocked-down cells to the non-target shRNA 
control using Student’s t test (n.s (not significant), *p < 0.05, and **p < 0.01). 
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Triad3A exerts its effect on Chlamydia infected cells through indirect mechanism 

that manipulates TLR2 signaling pathways. 

 

4.3. DISCUSSION: 

Triad3A indirectly regulate TLR2 activity during infection 

 Triad3A is the most abundant variant isoform of the known TRIADs and is 

known to reduce NF-κB activities by promoting the degradation of various TLRs 

69,178-181. In addition to the increased levels of Triad3A protein in response to viral 

stimulation, it has been suggested that degradation of Triad3A’s targets is 

dependent on the activation of the target itself 69,181. Therefore, we first 

investigated if the activation of the innate immune system by C. trachomatis 

caused any changes to the level of Triad3A mRNA.  Our results clearly indicated 

that Chlamydia infection of HeLa cells did not have a significant effect on the 

expression level of Triad3A compared to the non-infected cells. However, 6 hpi, 

Triad3A level was significantly reduced to its lowest level compared to the earlier 

point of 3 hours.  The reduction of Triad3A at the 6 hpi coincides with the early 

activation of NF-κB as reported before.    

 Chuang and colleagues showed that Triad3A interacts with the TIR 

domain and promotes the degradation of TLR3, 4, 5 and 9, but not TLR2 69.  At 

the onset of our work, it was not fully illustrated whether TLR2, TLR4 or both, are 

the receptors that detect microbial components of C. trachomatis that lead to the 

induction of the immune system. Therefore, we first characterized the role that 

TLR2 and TLR4 play during Chlamydia infection utilizing HEK-Blue cells that are 
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expressing individual TLRs. Our results clearly show, for the first time, that the 

recognition of C. trachomatis by the immune system that leads to the activation 

of NF-κB, is mediated through the TLR2, but not TLR4 signaling pathway.   

Since Triad3A targets TLR4, but not TLR2, for degradation, our focus 

shifted toward the possible role of TLR3 in inducing a proinflammatory cytokines 

in response to C. trachomatis infection. TLR3 is a receptor that has been 

historically associated with the induction of IFN-β in response to viral dsRNA 

stimulation62.  Recently, few studies focused on the ability of some bacterial 

species, including Chlamydia muridarum, to induce the production of TLR3-

dependent IFN-β 63,184,185.  However, there is no indication that dsRNA 

associates with Chlamydia species186. Using HEKBlue-hTLR3 cells, our results 

show that C. trachomatis activates NF-κB. To our knowledge, this is the first 

report ever to show that C. trachomatis activates TLR3 signaling pathway in a 

way that leads to the production of proinflammatory cytokines, such as IL-8 and 

IFN-β, in a NF-κB dependent manner. Interestingly, stimulation of these cells with 

synthetic dsRNA and PolyI:C, induced the production of IFN-β but not the IL-8, 

emphasizing the existence of separate mechanisms for the production of these 

cytokines in response to different stimuli.  Even though such observation has not 

been described in bacterial infection, Ye et al. showed that the level of TLR3-

induced IFN-β decreases in response to HBV polymerase in a dose-dependent 

manner 187.   Therefore, the reduction of IFN-β expression observed at higher 

MOI can be explained by the inhibitory effect that higher dose of C. trachomatis 

that cause the decrease observed in figure 4.3B.  The slight increase of IL-8 
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expression in HEK-Blue-Null1 cells came as result of the endogenous, but low, 

level of TLR3 that HEK cells are expressing 182. The higher precision and 

increased sensitivity of qPCR over the NF-κB activity assay could explain the 

discrepancy observed between the expression of IL-8 and NF-κB activation in the 

HEK-Blue-Null1 cells that were infected with Chlamydia.  It is also possible that 

there are factors other than NF-κB that regulate the expression of IL-8. 

Based on the present evidence of the role of TLR2, TLR3 and TLR4 

during Chlamydia infection, and the role of Triad3A on regulating these 

receptors, we hypothesized that silencing of Triad3A in cells expressing TLR2 

alone will not cause a change in the inflammatory response against C. 

trachomatis.  Indeed, HEK-Blue-hTLR2 cells that expressed lower levels of 

Triad3A showed no significant difference in their ability to activate NF-κB or to 

induce proinflammatory cytokines in response to C. trachomatis and TLR2 

agonist (PAM3CSK) stimulation compared to the control groups, WT and siRNA 

control.  

On the other hand, Triad3A silencing in a physiologically relevant cell line 

for C. trachomatis infection, such as HeLa cells that express all three receptors; 

TLR2, 3 and 4, would cause an increase in the proinflammatory cytokines in 

response to C. trachomatis infection 188. This increase is expected to be the 

result of TLR3 stabilization in the absence of Triad3A. Surprisingly, C. 

trachomatis infections of HeLa cells that have reduced level of Triad3A induced 

lower levels of IL-8 compared to the WT and sh-control groups.  However, our 

lab had previously showed that TLR4 deficient macrophages and fibroblasts 
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Figure 4.6: Regulation model of inflammation via Triad3A.  A) The presence 
of Triad3A protein induces the ubiquitination and degradation of TLR4 leading to 
the reduction of the inhibitory effect that TLR4 exerts over TLR2 activity 
(heterotolerance) leading to increased production of pro-inflammatory cytokines.  
B) Absence of Triad3A prevents TLR4 degradation and increases its stability.  
Increased TLR4 stability further enhances its inhibitory effect over TLR2, which 
ultimately leads to the production of reduced levels of pro-inflammatory cytokines.  
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induced higher proinflammatory cytokines, such as MIP-2 and IL-6, in response 

to Chlamydia miriudarum infection 189. This observation of an increased 

proinflammatory response was attributed to the possible increase of TLR2 

activities due to the absence of the heterotolerance effect of TLR4 that it exerts 

over TLR2 189,190. TLR-induced heterotolerance known to cause a decrease in 

the activity of NF-κB to a given stimulus that is different from stimuli of another 

TLR 191.  Since Triad3A targets TLR4 for ubiquitination and degradation, 

therefore, the absence of Triad3A in HeLa cells further stabilizes the level of 

TLR4 and prevents its degradation.  Hence, it is very likely that the increased 

stability of TLR4 lead to greater inhibitory effect on TLR2 activities that caused 

the observed reduction of the proinflammatory cytokines (Figure 4.6). Attempts to 

detect the protein levels of TLR2, TLR3 and TLR4 in Triad3A KD HeLa cells have 

failed despite the use of antibodies from different vendors.   

Our results here show for the first time that C. trachomatis induce the 

activities of TLR2 and TLR3 but not TLR4 signaling pathways. We report that C. 

trachomatis activates TLR3 signaling pathway that leads to the induction of IFN-

β, and IL-8. More interestingly, interactions between different TLRs are 

manipulated by the involvement of other factors such as Triad3A, where the 

absence of Triad3A results in the increase of TLR4 that in return leads to 

reduced activity of TLR2. Further investigation of this phenomenon will advance 

our knowledge of the exact mechanisms that TLR4 uses to overshadow TLR2 

activity. 
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CHAPTER 5 
 

TRAIL-R’s Role As A Negative Regulator Of TLR 

Signaling Pathway 

5.1. INTRODUCTION: 

The trans-membrane receptor of TNF-related apoptosis-inducing ligand 

receptor (TRAIL-R), is a member of the tumor necrosis factor receptor 

superfamily (TNFRSF) that lacks a TIR domain192. There are four different 

TRAIL-Rs that have been identified in humans (hTRAIL-R1-4) and one full-length 

receptor in mice (mTRAIL-R) 193,194. The cytoplasmic region of both TRAIL-R1 

and 2, also known as Death Receptor (DR) 4 and 5 (alternative name is 

TNFRSF10A and B), contain functional death domains that can induce 

apoptosis195. Both TRAIL-R1 and TRAIL-R2 are capable of selectively killing 

transformed cells but not normal cells, while TRAIL-R3 and TRAIL-R4 

(alternative name is TNFRSF10C and D) serve as decoys 196,197. The interaction 

between TRAIL-R and its ligand (TRAIL) has been shown to play a role in the 

prognosis of various autoimmune diseases and have undergone clinical trials as 

promising proapoptotic anti-cancer therapy for solid malignancies or non-Hodgkin 

lymphomas 195,198-201. In addition to its well-established role in inducing apoptosis 

through FADD-caspase-8, TRAIL-R is one of several trans-membrane proteins 

that have been reported to manipulate inflammation of the host cells in response 

to various pathogens and diseases 154,202-204. These reports implicate TRAIL-R as 

a negative regulator in TLR signaling. 
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The blockage of TRAIL-R signaling pathway, by neutralizing the ligand for 

TRAIL-R, induced higher inflammatory response for mice that have gone through 

MOG-induced experimental autoimmune encephalomyelitis (EAE)205. In addition, 

the activation of autoreactive T cells in these mice was also increased when 

TRAIL signaling was blocked indicating that TRAIL-R inhibits autoimmune 

inflammation.  Another report has showed that TRAIL-R deficient lymphomas 

express higher levels of basophils, NK and T-cells, indicating higher infiltration of 

various immune cells201. Sublethal irradiation of TRAIL-R deficient mice induced 

higher levels of NF-κB activity associated with inflammation and fibrosis in the 

lung that was more frequent and severe than TRAIL-R+/– mice 201.      

TRAIL-R deficient mice develop normal populations of immune cells with 

some contradiction on the effect of such deficiency on the development of T cells 

154,206,207.  However, challenging TRAIL-R deficient mice with different pathogens 

and stimuli for TLR2, 3 and 4 receptors, but not TLR9, showed an enhanced the 

ability of the innate immune system to clear out the infection and increased 

production of different pro-inflammatory-cytokines such as IFN-β 154. While the 

activation level of the MAPK pathway was similar in WT and TRAIL-R deficient 

macrophages, the regulatory mechanisms of TRAIL-R on TLR signaling seem to 

be through the stabilization of IκBα subunit 154. Interestingly, the degradation 

level of IκBα subunit of WT and TRAIL-R deficient macrophages was similar in 

the early stages of LPS-stimulation. Consistent with the increased level of TRAIL 

4 hours post LPS stimulation, the level of replenished IκBα subunit on the TRAIL-

R deficient cells was much lower than the level observed in WT 154.  This clearly 
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indicates that TRAIL-R is involved in the TLR signaling by preventing the 

translocation of NF-κB to the nucleus. In contradiction to the previous reports, 

Tang et al. showed that overexpression of TRAIL-R1 and 2 in HEK293 induces 

the production of proinflammatory cytokines in NF-κB-dependent manner 208. The 

report showed that NF-κB activation is dependent on the cytoplasmic domain of 

the receptors and that TRAIL-R2 is more potent than TRAIL-R-1 in inducing 

cytokines release. Despite this contradiction, the report further confirmed the 

involvement of IκB on TRAIL-R signaling.   

Despite its role in apoptosis and regulation of NF-κB activity, the 

involvement of TRAIL-R during C. trachomatis infection has never been 

addressed. Here we proposed to elucidate the biological factors that cause the 

abnormal immune response during C. trachomatis infection and the role that 

TRAIL-R plays in regulating TLR signaling pathway in Chlamydia–infected cells. 

 
5.2. RESULTS:  

5.2.1. TRAIL-R KO fibroblasts express higher levels of cytokines 

With few exceptions, studies on the role of TRAIL-R in regulating 

inflammation have been mainly focused in mice. Therefore, we first evaluated the 

role of murine TRAIL-R during Chlamydia infection using primary cells from 

TRAIL-R knock-out (KO) mice. Chlamydia muridarum (MoPn) is the ideal strain 

for infecting lung fibroblast since it is known to cause pneumonitis in mice, in 

addition to the LGV strain of Chlamydia trachomatis (L2) that is known to induce  
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Figure 5.1: TRAIL-R deficiency increases MIP-2 and IL-1β levels in primary lung 
fibroblasts.  WT and KO cells were infected with MoPn or L2 strains at MOI of 1 for 24 hrs. A) 
mRNA levels of MIP-2 are measure via qPCR. Ct values are normalized to GAPDH and 
relative expression (ΔΔCt) is calculated compared to non-infected cells. Significant difference 
of MIP-2 expression in both MoPn and L2 infected KO cells.  B) ELISA measurement for IL-
1β. The ratio of increased IL-1β level with respect to uninfected cells. Only L2 infected 
fibroblast secreted adequate IL-1β, where KO cells have significantly higher level of IL-1β 
compared to WT.   Error bars represent standard deviations from 3 separate experiments. * 
indicates p < 0.05;  ** indicates p < 0.01; compared to infected WT cells. 
 

Fibroblast 
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a stronger response in the infected cells 21,22,23.   Since Chlamydia muridarum is 

closely related to the LGVs of human, it has been widely used to study the 

pathogenesis of Chlamydial diseases in the reproductive and respiratory tracts of 

mouse model 22,23.  As shown in Figure 5.1A, real-time PCR analysis of MIP-2 (a 

mouse homologue of human IL-8) indicated that the mRNA level was greatly 

induced in response to Chlamydia infection from both L2 and MoPn compared to 

the non-infected lung fibroblasts.  However, L2 induction of MIP-2 expression in 

cells from both WT and KO mice was one fold higher than the response induced 

by the MoPn strain. On the other hand, the expression level of MIP-2 in the lung 

fibroblasts from TRAIL-R KO mice was significantly higher than the WT cells 

regardless of the bacterial strain used (Figure 5.1A).  The level of IL-1β beta 

secreted by these fibroblasts was measured using ELISA.  The levels of IL-1β 

secreted from lung fibroblast were normalized to the levels measured for the 

uninfected cells.  Despite the increase in the mRNA level of the pro-inflammatory 

cytokine, MIP-2, the ratio of IL-1β secreted from both WT and KO lung fibroblasts 

in response to MoPn infection was low and insignificant compared to the level of 

uninfected cells (Figure 5.1B). In contrast to MoPn-infected cells, fibroblasts 

infected with C. trachomatis serovar L2 induced the secretion of IL-1β to more 

than 50 fold compared to the uninfected cells (Figure 5.1B).  In addition, the lung 

fibroblasts that are TRAIL-R deficient secreted higher levels of IL-1β compared to 

the infected WT cells (Figure 5.1B).  
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Figure 5.2: TRAIL-R deficient BMDMs have higher MIP-2 and IL-1β levels in L2, but not 
MoPn infected cells. (A) Representative flow cytometry dot plot of differentiated BMDM cells. 
Bone marrow cells were isolated and cultured in the presence of M-CSF.  Seven days post-
isolation, cultured bone marrow cells were stained with BMDM specific receptor using anti-
mouse CD11b-PE and F4/80-APC. (B&C) BMDM infected with MoPn and with C. trachomatis 
serovar L2. qPCR analysis of MIP-2 (B); and ELISA level of IL-1β secretion (C).  Both L2 and 
MoPn infected BMDMs induced MIP-2 expression, but only L2 infected KO cells have 
significantly higher level than the WT cells as seen in B. Similarly, MoPn and L2 infected cells 
induce the secretion of IL-1β where the levels of IL-1β of the KO BMDMs are higher than the 
WT (C).  Error bars represent standard deviations from 3 independent experiments, and 
Student’s t test was conducted where n.s (not significant) and *p < 0.05, compared to infected 
WT cells. 
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5.2.3. TRAIL-R KO BMDMs induces higher levels of cytokines 

Since macrophages are effective immune cells that engulf Chlamydia and 

induce an immune response against it, differentiated bone marrow derived 

macrophages (BMDMs) from WT and KO mice were infected with both MoPn 

and C. trachomatis L2  strains 49,50. Initially, cultured cells were tested for the 

presence of differentiated BMDMs using BMDM specific markers CD11b and 

F4/80.  As shown in Figure 5.2A, seven days post isolation, more than 80% of 

cultured BM cells have been differentiated into BMDMs that expressed both 

markers of CD11b and F4/80. BMDM cells infected with both MoPn and L2 

strains induced higher levels of MIP-2 mRNA compared to non-infected cells 

(Figure 5.2B).  However, only C. trachomatis infected BMDM induced higher 

expression of MIP-2 in TRAIL-R deficient cells compared to infected WT (Figure 

5.2B). Additionally, MIP-2 mRNA expression level was 10-fold lower than the 

levels observed in the lung fibroblasts (Figure 5.1A and 5.2B).  

IL-1β secretion in BMDM, as measured by ELISA, showed that MoPn- 

level in the BMDM was 10-folds lower than the levels observed in the lung 

fibroblasts (Figure 5.1B and 5.2C). Infected BMDMs secreted low levels of the 

cytokine compared to the uninfected cells (Figure 5.2C).  However, no significant 

difference of the level of IL-1β was observed between WT and TRAIL-R deficient 

cells (Figure 5.2C). C. trachomatis L2 infected cells, on the other hand, induced 

higher secretion levels of IL-1β than MoPn- infected cells.  The ratio of secreted 

IL-1β in TRAIL-R KO BMDM, compared to uninfected cells, was about 50% 

higher than infected cells from WT mice (Figure 5.2C). 
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A 

B 

 Figure 5.3: Amino acid alignment, expression of TRAIL-R1-4 and the effect of C. 
trachomatis infection on TRAIL-R1 expression.   A) Amino acid (A.A) sequence alignment of 
TRAIL-R-2,3,4 and mTRAIL-R compared toTRAIL-R1. B) 2% agarose gel electrophoresis 
showing RT-PCR amplification of TRAIL-R1 (214 bp), 2 (145 bp), 3 (141 bp) and 4 (271 bp) 
mRNAs from HeLa, THP-1 and HE293 cell lines. C)  Wild type HeLa cells were infected with C. 
trachomatis serovar L2 (MOI of 1). Cells were collected at the indicated time and the mRNA 
levels of TRAIL-R1 was measure via qPCR. Ct values are normalized to GAPDH and relative 
expression (ΔΔCt) is calculated compared to non-infected cells (0HR). Expression of TRAIL-R1 
was constant during the early stages of the infection before slightly decreases at 8 hpi and then 
increases at 12 and 24 hpi. Data were collected from 3 independent experiments. Error bars 
represent ±SD, and the statistical significant analysis was done by comparing data points to the 
uninfected sample (0HR) using Student’s t test. n.s (not significant), *p < 0.05, **p < 0.01.  
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5.2.4. Expression of human TRAIL-R1 during infection 

The homology between the mTRAIL-R and hTRAIL-R1 and 2 has been 

reported previously192. We ran multiple alignments at the protein level for all 

TRAIL-Rs using UniProt knowledgebase by comparing the amino acid 

sequences of murine and hTRAIL-R2-3-4 to TRAIL-R1209. Our data showed that 

the extracellular domain of all receptors carried about 50% similarities to TRAIL-

R1.  While the overall homology of the cytosolic domain varied between the 

different receptor, the homology of the death domain was very high and ranged 

between 70-80% (Figure 5.3A). The presence of the four different TRAIL-Rs 

(TRAIL-R1-4) in the human cell lines; HeLa, THP-1 and HEK-293, was tested via 

PCR.  Both HeLa and HEK293 cells highly expressed all four subtypes of TRAIL-

Rs, with the exception to TRAIL-R3 that was slightly expressed in HeLa cells, 

and the THP-1 cell line which expresses TRAIL-R2 and 4 only (Figure 5.3B).  

Since TRAIL-R1 is involved in the apoptosis pathway, a process that is 

inhibited in the early stages of Chlamydia infection, the expression level of 

TRAIL-R1 in Chlamydia- infected HeLa cells was monitored over a 24-hour 

period 129. Real-time PCR analysis of TRAIL-R1 expression at 1, 2, 4, 8, 12 and 

24 hours showed that changes of the expression levels of TRAIL-R1 remained 

insignificant for the first 4 hours of the infection compared to the uninfected WT 

cells at 0 hr (Figure 5.3C). However, statistical analysis indicated that TRAIL-R1 

significantly decreased in the period between 4-8 hpi before it greatly increased 

at the period of 12 and 24 hpi compared to the uninfected samples.  
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Figure 5.4: Increased IL-8 expression and secretion in TRAIL-R1 Knockdown HeLa 
cells. (A) HeLa cells transduced with TRAIL-R1 specific shRNA (sh-TRAIL-R1) have a 
reduced level of TRAIL-R1 mRNA by about 50% when quantified by real-time PCR and 
compared with wild-type (WT) and non-target control (sh Ctrl). (B&C) HeLa cells were infected 
with C. trachomatis serovar L2 at MOI of 1. (B)RNA was harvested 24 hpi for quantification of 
IL-8 expression using qPCR. Data is normalized to GAPDH and infected wild type HeLa used 
to calculate the relative expression (ΔΔCt). (C) ELISA measurement of IL-8 secretion. The 
ratio of increased IL-8 secretion, with respect to uninfected cells, in response to C. trachomatis 
serovar L2 infection at MOI of 1, 24 hpi. TRAIL-R1 KD cells express higher level of IL-8 mRNA 
(B); and secreted more IL-8 (C) to the supernatant compared to both WT and shRNA control. 
Error bars represent SD from least 3 separate experiments and Student’s t test was 
conducted . “n.s” indicate not significant; * indicates p < 0.05; . ** indicates p < 0.01;  and *** 
indicates p < 0.001 compared to infected WT cells. 
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5.2.5. Silencing of hTRAIL-R1 increases proinflammatory cytokines  

Transduction of HeLa cells with shRNA non-target control (sh CONT) and 

TRAIL-R1-shRNA specific vectors to establish stable knockdown of the target 

gene was  performed as described before. Real-time PCR confirmed that HeLa 

cells transduced with TRAIL-R-1 specific shRNA vector have 40% reduction in 

the mRNA level of the gene compared to WT cells (Figure 5.4A). Both WT HeLa 

and non-target shRNA control maintained similar level of the TRAIL-R1 mRNA.  

To determine whether TRAIL-R1 reduction influences the response of HeLa cells 

to Chlamydial infection, WT, non-target shRNA control and TRAIL-R1 knocked-

down cells were infected with C. trachomatis serovar L2. Real-time PCR analysis 

of IL-8 expression in the infected cells indicated that WT and non-target shRNA 

control expressed similar levels of the cytokines in response to Chlamydia 

infection (Figure 5.4B).  However, C. trachomatis infection of HeLa TRAIL-R1 KD 

cells induced level of TRAIL-R1 induced higher expression of IL-8 mRNA that 

was 4 fold higher than the level measured for both WT and non-target-shRNA 

control (Figure 5.4B).  Similarly, ELISA analysis of TRAIL-R1 knocked-down 

HeLa cells showed that the ratio of IL-8 secretion during Chlamydia infection of 

these cells, compared to the uninfected ones, was significantly greater than 

infected WT and non-target control cells (Figure 5.4C). Collectively, this data 

shows that both mTRAIL-R and hTRAIL-R1 down-regulate the proinflammatory 

response of cells that are infected with C. trachomatis.   
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5.3. DISCUSSION 

Function of mouse and human TRAIL-R during Chlamydia infection  

Several studies have focused on the role of TRAIL-R to induce apoptosis, 

with few emerging studies that shift their focus on the role of TRAIL-Rs in 

regulating the innate immune response against bacterial and viral pathogens.  In 

this study, to elucidate the potential role of TRAIL-R in regulating Chlamydia 

infection, we first examined the effect of TRAIL-R absence in the response of 

murine primary lung fibroblast to C. muridarum (MoPn) and C. trachomatis 

(LGV/L2) infection. Our results show that the absence of TRAIL-R KO in lung 

fibroblasts increased the expression level of MIP-2 mRNA in response to both 

MoPn and C. trachomatis infection compared to the uninfected cells.   

The secretion of the proinflammatory cytokines of IL-1β in response to 

infection shows some differences between the two-Chlamydia strains. Here, 

MoPn-infected lung fibroblast failed to secrete adequate levels of IL-1β with no 

significant difference between the WT and TRAIL-R KO fibroblasts despite the 

increased level of MIP-2.  Activation TLR signaling up-regulates the expression 

of pro-inflammatory cytokines, such as MIP-2 and inactive IL-1β, known as pro-

IL-1β. However, the secretion of the active form requires the presence of a 

second signal that activates the inflammasome complex, which in return leads to 

the cleavage of pro-IL-1β and the secretion of mature IL-1β 151,210.  Therefore, the 

different trends seen between MIP-2 expression and IL-1β secretion in MoPn 

infected fibroblasts can be explained simply by the absence of the second signal 

due to the weak response to MoPN infection. On the other hand, the more 
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invasive strain of C. trachomatis, the L2, induced a high secretion level of IL-1β.  

Similar to increased MIP-2 expression, TRAIL-R KO fibroblasts that were 

infected with L2 secreted higher levels of IL-1β than that seen from the WT.  The 

extreme difference in the fibroblasts’ response to the two strains is caused by the 

ability of L2 strain to induce a stronger immune response than other strains.     

Macrophages are one of the main components of the innate immune 

response to many pathogens including Chlamydia.  However, some Chlamydia 

species are unique in their ability to infect macrophages and survive in them 

211,212.  In addition, macrophages infected with C. trachomatis have been shown 

to induce apoptosis of T cells by up-regulating Fas, a caspase-8-dependent 

apoptosis pathway that is also used by TRAIL-R, contributing to the persistent of 

the infection 213.  We show here that isolated bone marrow cells that have been 

differentiated into BMDMs respond to stimulation by both strains of Chlamydia. 

However, MIP-2 expression and IL-1β secretion in MoPn-infected BMDMs were 

extremely low with no significant difference between cells isolated from WT and 

TRAIL-R deficient mice. In contrast, C. trachomatis L2-infected BMDMs induced 

much higher levels of both MIP-2 and IL-1β, where TRAIL-R deficient cells 

clearly had a higher amount of both cytokines than the WT cells. Even though 

Chlamydia infection induced a proinflammatory response in BMDM cells, the 

expression level of MIP-2 appeared to be 10-fold lower than the levels observed 

in the lung fibroblasts.  Such reduction in BMDMs is most likely linked to the 

ability of macrophages to suppress the growth of C. trachomatis 214.  The results 



84 

 

from lung fibroblasts and BMDMs collectively confirm the role of mTRAIL-R as a 

negative regulator of the immune system.  

Since the hTRAIL-R1 and 2 proteins are closely homologous to the 

mTRAIL-R, we predicted that TRAIL-R1 functions as a down-regulator of the 

immune response during C. trachomatis infection 192. The pattern of low mRNA 

level of TRAIL-R1 at the early point of the infection and the increase at later 

stage can be related to the observed effect of C. trachomatis on the apoptosis 

process of the infected cells129. It is not clearly understood what mechanism or 

factors that Chlamydia uses to inhibit apoptosis during the early stages of the 

infection and this result indicates a possible role that TRAIL-R1 plays during this 

process 129,203.  

  The protein structures of both TRAIL-R1 and TRAIL-R2 greatly resemble 

each other.  However, there are few distinct differences in which the N-linked 

glycosylation sites are present in TRAIL-R1 but not in TRAIL-R2, as wells as the 

absence of the sequences adjacent to the trans-membrane in TRAIL-R1 that 

TRAIL-R2 has 215. Therefore, only TRAIL-R1-shRNA specific lentiviral particles 

were used to knockdown HeLa cells. The increased expression of IL-8 seen in 

TRAIL-R1 KD cells in response to Chlamydia infection further illustrates that 

TRIAL-R1 negatively regulates the immune response against C. trachomatis. The 

secretion of IL-8 has been associated with C. trachomatis infection of HeLa cells 

and used as an indication of the inflammatory response of the immune 

system41,42,216.  Our results here show that TRAIL-R1 KD cells secreted higher 

…. 
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Figure 5.5: TRAIL-R1 model for regulating TLR activity.  The presence of TRAIL-R1 
during C. trachomatis infection leads to the reduction of pro-inflammatory cytokines via 
unknown mechanism. Cell death via TRAILR-R1 apoptotic pathway is likely to be 
involved.  



86 

 

levels of IL-8 compared to infected WT cells indicating its role in regulating 

inflammatory response.  

In conclusion, the ex-vivo results presented here demonstrate that TRAIL-

R is involved in the mechanisms that regulate some pro-inflammatory cytokines 

of primary lung fibroblast in response to infection of either C. trachomatis or 

C. muridarum.  However, infection with C. trachomatis, but not C. muridarum, is 

capable of inducing such response in the BMDM cells. The different responses to 

C. muridarum infection observed between lung fibroblasts and BMDMs; and 

between C. trachomatis vs. C. muridarum infected BMDM raise the question of 

whether TRAIL-R negative regulation is tissue/strains specific.   

This is the first report to show that hTRAIL-R1 functions as a negative 

regulator for inflammation in response to C. trachomatis in vitro. The mRNA 

expression and protein secretion of IL-8 is greatly increased in TRAIL-R1 KD 

cells. The exact mechanism, or the mediators that TRAIL-R1 interacts with, that 

leads to the reduction of pro-inflammatory response in humans is yet to be 

investigated. It is likely that the absence of TRAIL-R prevents apoptosis from 

occurring in the inflamed tissue, and therefore causes higher levels of 

proinflammatory response (Figure 5.5).  Understanding these components and 

their cross-reaction with TRAIL-R1 could ultimately lead to the development of a 

therapeutic approach to minimize the side effects of inflammation when infection 

occurs.  
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Conclusion and Future Directions: 
 

We have shown that absence of SIGIRR increases the level of IL-8 in 

Chlamydia infected cells. Our data also discloses the association of MyD88 with 

SIGIRR during Chlamydia infection that potentially links SIGIRR’s inhibitory effect 

of the immune system.  Our data also illustrates for the first time that TLR2 and 

TLR3, but not TLR4 signaling pathways are activated by C. trachomatis.  Despite 

the fact that Triad3A does not affect TLR2, we predict that its interaction with 

TLR4 indirectly manipulates the activities of TLR2 during C. trachomatis 

infection. This phenomenon of TLR4 interaction with TLR2 in the absence of 

Triad3A that leads to a reduced activity of TLR2 is an interesting observation that 

is worth investigating.  The study of genetic polymorphisms of both SIGIRR and 

Triad3A may also elucidate the variations in the immune responses during 

Chlamydial infection that may contribute to the persistence of Chlamydia and the 

complications that the bacteria cause. 

Murine TRAIL-R functions as a negative regulator of pro-inflammatory 

response to both C. trachomatis and C. muridarum.  The observed discrepancy 

of pro-inflammatory response between lung fibroblasts and BMDMs during 

C. muridarum infection; as well as the difference observed in BMDMs that were 

infected with either C. trachomatis or C. muridarum emphasizes the specificity of 

tissue/strains interaction.  Our data illustrates, for the first time, that human 

TRAIL-R1, that normally involved in apoptosis, functions here as a negative 

regulator for inflammation during C. trachomatis infection. Since TRAIL-R1 
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known trigger apoptosis via FADD and caspase-8, and that C. trachomatis 

manipulate cell death during the infection, evaluating the effect of TRAILR-R1 

absence or over expression on the activation of the apoptotic pathway during 

Chlamydia infection may explain the mechanism of action of TRAIL-R1 as a 

negative regulator.  

Although we have shown that TRAIL-R1 is a negative regulator during 

Chlamydia infection, similar functions of TRAIL-R2, which is homologous to 

TRAIL-R1, remains unknown. Therefore, further analysis of the role of TRAIL-R2 

could be carried out to determine if the absence of TRAIL-R2 alone, or in 

combination with TRAIL-R1, increases the pro-inflammatory cytokines in 

response to Chlamydia infection and establishes its role as negative regulator.  In 

addition, TRAIL-R3 and 4, which both lack the death receptors in their cytosolic 

domain, are known as decoy receptors that could possibly neutralize TRAIL-R1 

and 2 function.  Experiments that overexpress either TRAIL-R3, 4, or both could 

reveal any possible role that these receptors may have in manipulating the innate 

immune response.  Overall, the studies conducted here for SIGIRR, Triad3A and 

TRAIL-R were all done in vitro.  Hence, conducting in vivo studies for these three 

genes, using C. trachomatis or C. muridarum strains, further confirms our finding 

about the role of these genes during infection.  

Finally, in addition to the genes encoding intracellular negative regulators 

of TLR mediated inflammation, other genes, such as NLRx1 and NLRC5 are 

worth exploring since they have been reported to regulate inflammation 217,218. A 

better understanding the different components and the cellular mechanisms that 
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regulate inflammation will be valuable in revealing host-pathogen interactions 

that can be utilized during the development of new therapeutic approaches and 

effective vaccine. 
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APPENDICES 

 
Appendix A: Analysis of Signals That Regulate The Fate of Early T cell 
Precursors. 
 This is an overview of the project that I worked on in Dr. Garcia-Ojeda’s 
lab.  The project investigated the signals that regulate the fate of early T cell 
precursors. The design of the project and the execution of the different 
experiments described here were fully developed under the supervision of Dr. 
Garcia-Ojeda.  
 
 
Appendix B: Multiplex single cell RT-qPCR analysis of fetal and adult murine 
long-term hematopoietic stem cells. 
  A draft for a paper that is under review at Stem Cell Reviews and Reports 
journal that outlines the protocol for single cell q-PCR.  The development of a 
novel multiplex single cell RT-qPCR technique was part of my project to 
characterize the signals that regulate the development of T cell (presented in 
Appendix A).  The development and the optimization of the technique were 
conducted along with Dr. Jesus Ciriza.  Data presented on Figure 7 and 8 are 
specifically corresponding to the population of cells that I was studying. The 
manuscript was prepared by Dr. Ciriza and reviewed by me.  
 
 
Appendix C:  Single-Cell Analysis of Murine Long-Term Hematopoietic Stem 
Cells Reveals Distinct Patterns of Gene Expression during Fetal Migration. 
 This is a published article on PlosOne journal for the work conducted by 
Dr. Ciriza. My contribution for this project was limited to the development of the 
single cell q-PCR assay (presented in Appendix B). This includes the 
optimization of the sorting technique and the q-PCR analysis as seen on Figure 
1A.  
 
 
Appendix D:  Transcription factor complex AP-1 mediates inflammation initiated 
by Chlamydia pneumoniae infection. 
 This is a published article on the journal of Cellular Microbiology for our 
collaborative work with the lab of Dr. Deborah Dean from Children’s Hospital 
Oakland Research Institute and UC-Berkeley.  My contribution to the paper 
includes the characterization of NF-κB activity and IL-8 expression on cells 
expressing TLR3 in response to Chlamydia pneumoniae infection (Figure 7).  
Preparation of different sections of the manuscript was partially completed by 
me.     
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A-Specific Aims: 

 During lymphopoiesis, the transition from Hematopoietic Stem Cell (HSC) 

to Common Lymphoid Progenitor (CLP) with potential to give rise to dendritic, 

NK, B and T cells depends on the signals they receive from their 

microenvironment. The transmembrane receptor Notch-1 and the zinc-finger 

transcription factor GATA-3 are two of the signals that regulate the commitment 

of CLP towards the T cell lineage. Notch-1 instructs thymic lymphocyte 

progenitors to differentiate into T cells while inhibiting B cell development. 

Disruptions of Notch-1 signaling lead to an early arrest of T cell development. 

GATA-3 expression in mature TH2 T cells is regulated by Notch signals. 

However, the role of GATA-3 in early T cell development is poorly characterized. 

In vitro studies show that GATA-3 deficient (GATA-3-/-) progenitors initiate a T 

cell developmental program characteristic of early T cell progenitors but become 

arrested at the CD44+CD25+ double negative 2 (DN2) stage. These GATA-3-/- 

DN2 cells display an aberrant capacity to generate B cells in the presence of 

Notch-1 signals suggesting that the final fate decision toward the T lineage is 

dependent on GATA-3 transcriptional activity. Gene expression profile analysis of 

GATA-3-/- DN2 cells showed elevated expression of Deltex-1, a Notch-1 regulator 

known to induce B cell development while inhibiting T cell differentiation. We 

hypothesize that GATA-3 transcriptional activity controls the expression of 

Deltex-1, and possibly other regulators of Notch-1 such as Mint, Nrarp and 

Numb. To determine how GATA-3 transcriptional activity influences the 

expression of Deltex-1, Mint, Nrarp and Numb, we will: 
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1) Evaluate the expression level of Notch-1 regulators in wild type and 

GATA-3 knockdown thymocytes. We hypothesize that GATA-3 regulates the 

expression of Notch-1 regulators. We will measure the expression level of GATA-

3, Deltex-1, Mint, Nrarp and Numb in DN1-DN4 cells from wild type thymus as 

well as cocultured cells using a quantitative PCR technique in the following sets:    

     a) We will determine the expression levels of Deltex-1, Mint, Nrarp, Numb and 

Gata-3 in DN1-DN4 cells isolated from wild type thymus and from DN1-DN4 cells 

generated in vitro from co-cultures of OP9DL1 stroma with wild type fetal liver 

hematopoietic stem cells (FL-HSC). This will allow us to determine the steady 

state expression of these genes and will serve as a base to establish how their 

expression is affected by modulating the levels of GATA-3. 

     b) GATA-3-/- DN2 cells generated from wild type FL-HSC retrovirally 

transduced with GATA-3-GFP shRNA will be cultured on OP9Dl1 stroma for 2 

weeks. The generated GATA-3-/- DN2 cells will be sorted on the basis of GFP 

expression. Molecular analysis by qPCR of GATA-3 and Notch-1 regulators will 

be compared to their steady state expression.  

2) Investigate by qPCR Array the genes involved in the Notch signaling 

pathway that are modulated by GATA-3. We hypothesize that the knockdown 

of GATA-3 affects the expression of various Notch-1 targets and regulators.  We 

will perform a genetic profile utilizing a Notch-1 qPCR array to examine how 

genes involved in Notch signaling are affected by GATA-3 deficiency. Genes 

whose expression are affected by GATA-3 deficiency will be evaluated for 
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potential GATA-3 binding sites on their promoter regions and validated by 

Chromatin Immunoprecipitation (ChIP) assays.  

3) Determine the threshold level of GATA-3 protein required to rescue T cell 

commitment in GATA-3-/- DN2 cells.  We hypothesize that commitment to the T 

cell lineage is dependent on the amount of functional GATA-3 protein.  GATA-3-/- 

FL-HSC will be transduced with a destabilized FKBP:GATA-3 fusion protein 

whose stability depends on the concentration of FKBP’s ligand Shield-1.  The 

GATA-3 protein level will be evaluated by western blot, and the effect on gene 

expression for Deltex-1, Mint and Numb will be evaluated via qPCR.  

Commitment to the T cell lineage will be examined by culturing GATA-3-/- DN2 

cells at various concentrations of Shield-1 in OP9 and OP9DL1 stroma at limiting 

dilution. 

 Understanding the mechanisms of interaction between GATA-3 and 

Notch-1, as well as other genes involved in T cell commitment, will allow us to 

elucidate how early lymphocyte precursors commit to the T cell fate. This will 

facilitate the development of new stem cell-based therapeutic approaches to treat 

diseases related to impaired T cell development, such as immunodeficiencies, or 

the reconstitution of immune function following stem cell transplantation for the 

treatment of cancer.  
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B-BACKGROUND AND SIGNIFICANCE: 

 

I-Overview of Early T-Cell Development: 

 Hematopoietic stem cells (HSC) differentiate into all mature blood cells [1].  

During lymphopoiesis, HSC transition through a Common Lymphoid Progenitor 

(CLP) that gives rise to dendritic, NK, B and T cells [2].  The final fate of CLPs 

depends on the signals and growth factors they receive from their 

microenvironment.  In the thymus, early T cell precursors commit to the T cell 

lineage, losing the capacity to differentiate into other cell types [3]. The most 

immature T cell population, known as double negative (DN), is defined by the 

absence of CD4 and CD8 markers.  This group is subdivided further into four 

different subgroups (DN1-4) based on the expression of CD44 and CD25 [4].  

The most immature population is CD44+CD25-, and is called DN1 or ‘early T cell 

progenitors’ (ETP) [5].  This population was further characterized into five 

subpopulation (DN1a-DN1e) based on the expression of c-Kit and CD24 markers 

[6].  

 The DN1a and DN1b populations, which resemble the bone marrow 

derived stem cells as they express c-Kit and Sca-1 but not CD127 or CD3∑, 

serve as DN2 precursors since they have the potential to generate Natural Killer 

cells (NK cells) and T cells but not B cells [6]. DN2 cells have been characterized 

by the presence of both CD25 and CD44 [4]. However, there have been some 

recent challenges to the current characterization of the DN2 cells that distinguish 

them from the DN3 cells.  DN2 cells down regulation of CD44 and c-Kit along 
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with the increased expression of intracellular CD3∑ all indicate their transition 

into the DN3 stage [7]. However, Ceredig and colleagues showed that DN2 cells, 

defined as CD25+CD44++CD117++, have an overlapping sub-population that is 

both intracellular CD3∑+ and CD3∑-.  This led them to conclude that CD44 

expression alone cannot be used to characterize the transition of DN2 into DN3 

[8].  The loss of both CD44 and CD25 from the DN3 population marks the 

transition to the DN4 stage, which subsequently becomes CD4+CD8+ double 

positive (DP) before further differentiating into single positive CD4+ helper T cells 

or CD8+ cytotoxic T cells [4].  

 

 

S

Figure1: Notch-1 signaling pathway.  Engagement of the Notch’s extracellular domain 
(NECD) with its ligand leads to two proteolytic cleavages (bolts), which release Notch’s 
intracellular domain (NICD) and allow its translocation into the nucleus to activate the 
targeted genes. 
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everal genes, including Notch-1 and the transcription factor GATA-3, are involved 

at the different stages of T cell development [9]. Notch proteins are large, single 

pass type I transmembrane receptors conserved across many diffe 

rent species [10]. They are involved in the regulation of various developmental 

activities during embryonic and post-natal development such as proliferation, 

apoptosis and cell fate decisions [11]. Mammals possess four Notch receptors 

(Notch1-4) and five ligands (Delta-like-1, -3, -4 and Jagged-1 and -2).  Notch 

ligands are characterized by three motifs that are structurally related, an N-

terminal Delta/Serrate/LAG-2  (DSL) motif, a Delta and OSM-11-like protein 

(DOS) domain, and Epidermal Growth Factor (EGF)-like repeats [12].  The 

binding of ligands containing the DSL and DOS domains to the Notch’s 

extracellular domain (NECD) induces the canonical activation of Notch signaling 

pathway.  However, several proteins lacking both the DSL and DOS domains, 

such as F3/Contactin1, MAGP1 and MAGP2, have been shown to act as Notch 

ligands that initiate an alternative, noncanonical signaling pathway [12].  

 As it is illustrated in Figure 1, the engagement of Notch receptors by its 

ligand induces two proteolytic cleavages in Notch, resulting in the release of 

Notch’s intercellular domain (NICD) from the plasma membrane [13]. NICD 

translocates to the nucleus, where it binds to the transcription factor CSL (CBF-1 

suppressor of Hairless-Lag1) and recruits the transcriptional co-activator 

Mastermind-like (MAML) [14], forming a transcriptional activator.  This complex 

activates the expression of Notch-1 target genes including HES-1 [15], Deltex-1 

[16-18], and GATA-3 [15]. During lymphocyte development, Notch-1 instructs 
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lymphocyte progenitors in the thymus to differentiate into T cells while blocking B 

cell development [19, 20].  Notch-1 involvement on T cell development spans 

different maturation stages, starting with TCRβ gene rearrangement, β-selection, 

as well as providing the signals required for specification of T helper cells [21, 

22].  Gain of function and conditional knockout studies revealed that Notch-1 is 

necessary and sufficient for the induction of T cell development and the 

suppression of B cell fate [23].  Any disruption of Notch-1 signaling in 

hematopoietic progenitors arrests T cell development at an early stage [13, 24].  

 GATA transcription factors are a family of zinc-finger transcriptional 

regulatory proteins involved in the development and differentiation of many 

different types of cells [25, 26].  Only GATA-1, GATA-2 and GATA-3 are 

expressed in hematopoietic cells [25].  GATA-3 is predominantly expressed in 

lymphocytes, particularly T cells, but the expression of GATA-3 is tightly 

regulated during T cell development through Notch-1 signaling [15, 25], 

especially in the differentiation of TH2 cells [27].  Although GATA-3 can be 

detected in fetal and adult HSC and increases as cell development advances 

toward the lymphoid lineage [28, 29], its exact role during early T cell 

development is poorly characterized. Fetal thymocytes over-expressing GATA-3 

fail to develop beyond the DN1-DN2 stage under constant expression of Notch-1 

[30]. Instead, these DN1-DN2 cells differentiate into mast cells when cocultured 

on OP9 stroma cells in the absence of cytokines that support such development 

[30].  A study by Georgescu and colleagues revealed that GATA-3 

overexpression induces the expression of an early target of Notch-1, Hes-1 [31].  
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However, GATA-3 overexpression down-regulates the expression of other T cell 

specific genes, such as Rag1, Ptcra, Tcf7 and Lef1, that are needed during the 

transition from DN1 to DN3 stages [31].   

 The importance of GATA-3 in early T cell development is evidenced by the 

early DN stage developmental arrest observed in C57BL/6 complementation 

chimeras created with GATA-3 deficient embryonic stem cells [32, 33].  GATA-3 

deficient embryos die by day 11.5 of gestation from developmental defects of the 

sympathetic nervous system and heart [34].  However, these embryos could be 

pharmacologically rescued to day 14.5 of gestation by treatment with α- and β-

adrenergic receptor agonists [35], facilitating the study of lymphopoiesis from 

GATA-3-/- hematopoietic stem cells.  The rescued embryos generate functional 

fetal liver HSC but lack a thymus, further complicating the study of T 

lymphopoiesis.  To overcome these obstacles and study the role of GATA-3 in 

early T cell development, we used the system developed by Schmitt and 

colleagues where the bone marrow stroma OP9 was engineered to express the 

Notch-1 ligand Delta-like-1 [36].  In these experiments, GATA-3-/- HSC were co-

cultured on OP9Delta-like-1 (OP9DL1) cells in the presence of IL-7 and Flt-3L for 

2 weeks. Under these conditions, T cell development was arrested at the early 

CD44+CD25+ DN2 stage.  These DN2 cells express a phenotypic and molecular 

profile characteristic of DN2 cells found in the thymus, including expression of 

pre-Tα, Rag-1 and Rag-2.  Furthermore, these DN2 cells aberrantly generated B 

cells in the presence of Notch-1 signals, which are inhibitory of B cell 

development [37].  Hence, the balance between T and B cell commitment is 
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perturbed in GATA-3 deficient T cell progenitors.  These results illustrate that the 

commitment to the T cell lineage observed after Notch-1 signaling is dependent 

on GATA-3 transcriptional activity, elucidating a novel functional dependence 

between the Notch-1 and GATA-3 signaling pathways in early T cell development 

[37].  The gene expression profile of GATA-3-/- DN2 cells revealed an increased 

level of Deltex-1, a regulator of Notch-1 signals [37]. Deltex-1 overexpression in 

HSC results in an induction of B cell development and an inhibition of T cell 

differentiation [38]. Therefore, we hypothesize that GATA-3 plays a critical role in 

controlling the expression of Deltex-1 and other Notch-1 regulators. 

 

II- Regulators of Notch-1 activity: 

 Extracellular, cytoplasmic, and nuclear proteins regulate Notch-1 

signaling. Fringe proteins are an example of extracellular regulators of Notch-1.  

There are three Fringe N-acetylglucosamine (GlcNAc)-transferase enzymes, 

known as Lunatic, Manic, and Radical Fringes, all capable of modulating NECD’s 

affinity towards various ligands.  They do so by possessing a fucose-specific β1,3 

N-acetylglucosaminyl transferase activity that catalyses the elongation of O-

linked fucose on the EGF repeats of Notch NECD [39].This post-translational 

modification of NECD skews its binding specificity to the Delta ligands, but not to 

the Jagged ligands. 

 The cytoplasmic regulators of Notch-1, such as Deltex-1, are involved in 

the inhibition of NICD translocation into the nucleus by binding to the ankyrin 

repeats of the NICD [40]. Deltex-1, Deltex-2 and Deltex-4 comprise a gene family 
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of mammalian orthologues of Drosophila Deltex [17].  Even though Deltex was 

shown to be a positive modulator of Notch in Drosophila, the overexpression of 

Deltex-1 on mouse HSC skews lymphoid development toward the B-cell lineage 

at the expense of T cell development [38]. Deletion of Deltex-1 did not impaired 

lymphoid development, probably as a result of functional compensation by other 

Deltex orthologues [41].  However, Lehar and Bevan postulated that although 

Deltex-1 acts as a negative regulator of Notch signals in T cell development, 

neither Deltex1 nor Deltex2 are important for regulating Notch signals during 

thymocyte development [17].  Interestingly, Notch-1 activity controls the 

expression of Deltex-1, but this process is not completely understood.  

 Numb and its homolog Numblike, form a group of membrane associated 

cytoplasmic adaptor proteins that act upstream of Notch [42, 43]. In Drosophila, 

Numb negatively regulates Notch through direct protein-protein interactions of its 

phosphotyrosine-binding (PTB) domain with either the RAM23 motif of CBF-1 or 

the C-terminal end of Notch [44].  However, the role of Numb in T lymphocyte 

development remains controversial. The overexpression of p66, the predominant 

isoform of Numb in the thymus, resulted in a reduction of Notch signaling on 

immature thymocytes but did not alter either the γδ vs. αβ or the CD4 vs. CD8 T 

cell fates, probably by the presence of Numblike [45]. On the other hand, 

simultaneous deletion of Numb and Numblike did not affect the ability of stem 

cells to undergo intrathymic T cell development [42]. Together, these data 

suggest that Numb acts as a Notch-1 antagonist in immature thymocytes, but 
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does not alter T cell development.  However, the regulation of Numb expression 

in developing lymphocytes is not completely understood.   

 Notch regulated ankyrin repeat protein (Nrarp, formerly known as XNAP or 

5D9) is a Notch/Wnt regulator protein involved in somitogenesis [46], 

angiogenesis [47] and T cell development [48].  It contains two ankyrin repeats 

that interact with CSL and NICD [49, 50].  Overexpression of Nrarp causes a 

decrease in Notch signaling, resulting in phenotypic alterations similar to those 

seen by Notch loss of function [49].  The increase of Nrarp expression on HSC 

impedes T cell development to proceed beyond the DN1 to DN2 stage transition 

[48]. 

 Msx2-interacting nuclear target protein (Mint) is another regulator of 

Notch-1 that competes with NICD for binding to CSL [51].  Mint contains three 

RNA recognition motifs (RAM) in its N-terminus and a SPEN paralog and 

ortholog C-terminal (SPOC) domain at its C-terminus [52].  These characteristics 

lead to its classification as a SPEN family protein.  The SPOC domain mediates 

homodimerization of Mint, an interaction that is important for its repression 

activity of Notch [52-54].  Mint deficiency causes an increase on fetal thymic ETP 

and DN4 cells.  Surprisingly, it induced also the expression of Nrarp, which in 

turn impaired the transition from DN1 to DN2 stages [55]. 

 Preliminary data shows that GATA-3 deficient progenitors cultured under 

constant Notch-1 signals undergo aberrant B cell development [37].  This could 

be the result of the inhibition of Notch-1 signals by Notch adaptor proteins 

upregulated during culture.  For example, we observe that GATA-3 deficient T 
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cell progenitors cultured under constant Notch-1 signals express high levels of 

Deltex-1.  Therefore, we hypothesize that the elevated levels of Deltex-1 could 

inhibit Notch-1 signaling, resulting on B cell development in an environment that 

usually fosters T cell differentiation. This observation led us to investigate how 

GATA-3 transcriptional activity influences the expression of Notch-1 regulators.  

Collectively, the mechanisms that control the expression of Notch-1 regulators 

are not clearly understood. Of the regulators mentioned above, the role of Deltex-

1, Mint, Nrarp and Numb will be investigated further in this study.   

 

III- Significance: 

 The regenerative power of stem cells harbors great potential to cure 

diseases and repair damaged tissues.  Understanding the signals that direct the 

commitment of stem cells towards desired lineages will further improve the ability 

of the biomedical research community to exploit this potential through 

regenerative medicine.  Therefore, elucidating the mechanisms governing the 

interaction between GATA-3 and Notch-1, as well as other genes involved in T 

lymphocyte cell fate decisions, will help us comprehend how these decisions are 

made. Such understanding will enable the development of new stem cell-based 

therapeutic approaches to treat cancer and diseases related to impaired T cell 

development.  
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C- PROJECT DESIGN:  

 

Aim 1: Evaluate the expression level of Notch-1 regulators in wild type AND 

GATA-3 knockdown thymocytes and DN2 cells.  We hypothesize that the 

expression of Notch-1 regulators is controlled by GATA-3 activity. Studies have 

shown that the expression of Deltex-1, a regulator of Notch-1, increases in 

GATA-3 deficient DN2 cells [37]. Therefore, it is possible that the expression of 

other Notch-1 regulators is affected also by GATA-3 deficiency.  We will measure 

the expression level of GATA-3, Deltex-1, Mint, Nrarp and Numb genes on the 

different subpopulation of DN1-DN4 cells using a quantitative PCR technique. 

Such approach requires careful examination of the primers to be used in this 

process. 

 

Aim 1a: Measuring the steady state expression of GATA-3, Deltex, Mint, 

and Numb in wild type DN1-4 populations from the thymus and cocultured 

FL-HSC: 

 

i) Primer design and efficiency analysis: 

 Forward and reverse primers for GATA-3, Deltex-1, Mint, Nrarp, Numb, 

and HPRT were carefully designed to minimize primer dimer formation.  The 

comparison of the qPCR amplification efficiency of all primers will be evaluated 

using R software (R Foundation for Statistical Computing).  Statistical analysis 

will determine if there is a significant difference in the amplification of the gene 
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products between all 6 primers sets.  A p-value of < 0.05 will be considered 

significant. 

ii) Cell Culturing and Sorting:  

 Fetal liver (FL) cells will be harvested from wild type C57BL/6 d14 

embryos and depleted of mature, lineage positive (Lin+) cells expressing CD3, 

CD4, CD8, CD11b, CD19, GR1, NK1.1, and Ter119 by MACS. The Lin- fraction 

will be stained with c-Kit and Sca-1 and the Lin-Sca-1+c-Kit+ (LSK) population 

containing FL-HSC [56] will be sorted. Sorted LSK will be co-cultured on OP9Dl1 

stroma for 2 weeks in the presence of 5 ng/ml rmIL-7 and rmFlt3L [36]. After 

culture, the Lin+ fraction will be depleted by MACS, followed by staining of the Lin- 

population with c-Kit, CD44, and CD25. Cells from the four DN populations 

(CD44+CD25– for DN1, CD44+CD25+ for DN2, CD44–CD25+ for DN3, and CD44–

CD25– for DN4) will be sorted for qPCR molecular analysis for the expression of 

GATA-3, Deltex-1, Mint, Nrarp, Numb and HPRT.  The isolation of wild type DN1-

4 thymocytes will be conducted by enriching for the DN population by removing 

the CD4 and CD8 positive cells by MACS.  DN subpopulations (DN1-4) will be 

sorted based on the expression level of CD44, CD25 as explained above. The 

threshold cycle (Ct) values obtained from Applied Biosystems Step One Plus 

Real time PCR System software are used to calculate the average (Ct) values of 

the triplicate qPCR samples for each gene in each sorted population.  The ΔCt 

value is calculated using the following equation: 

 

∆Ct =(Avg. Targeted gene Ct - Avg. HPRT Ct) 
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The standard deviation for each cell and the mean for each population are 

determined also and the ∆Ct values obtained are used as a reference for future 

experiments [57]. We will determine the fold change in gene expression by 

calculating the 2-∆∆Ct values using the follow equation: 

 

∆∆CT = (Avg. Targeted gene Ct - Avg. HPRT Ct) shRNA - (Avg. Targeted gene 

Ct - Avg. HPRT Ct) Steady state 

 

 

Aim 1b: Knockdown GATA-3 on FL-HSC by shRNA followed by 

quantification of the expression level of the GATA-3, Deltex-1, Mint, Nrarp, 

Numb and HPRT in the emerging DN2 cells. 

Fetal liver hematopoietic stem cells (FL-HSC) will be retrovirally transduced with 

a GATA-3-shRNA-GFP retrovirus [58].  Following transduction, the HSC will be 

cultured on OP9Dl1 stroma as described before.  After 2 weeks of culture, the 

emerging DN2 cells will be sorted based on their GFP expression.  The mRNA 

and protein levels of GATA-3 in the transduced DN2 cells will be analyzed via 

qPCR and western blot to verify the level of the knockdown of GATA-3.  The 

average of the Ct values of the triplicate qPCR samples for each gene will be 

normalized to the housekeeping gene HPRT.  The Ct value will then be 

compared to the untreated control, the steady state gene expression obtained 

previously on Aim1a, and presented by calculating the 2-∆∆Ct as fold change in 

gene expression [57].   



 

 
 

124 

 

Expected Results: 

 The involvement of the selected genes (Deltex-1, Mint, Nrarp and Numb) 

in the regulation of Notch-1 through GATA-3 is expected to show upregulation of 

their expression level in comparison to the steady state expression obtained from 

the wild type control.  Since the sorting of the cells will be based on the 

expression level of the GFP, we would expect that the higher the GFP 

expression of the sorted cells, the higher the expression level of the targeted 

genes.   

 

Alternative Approach: GATA-3 conditional deletion mutant.   

GATA-3+/nlsLacZ [33] or GATA-3flx/flx mice [59] can be used to obtain GATA-3-/- FL-

HSC.  These stem cells will be cultured on OP9Dl1 stroma for 2 weeks to 

generate GATA-3-/- DN2 cells.  Gene expression and developmental potential 

studies will be performed as described in Aim 2b. 

 

Aim2: Investigate by qPCR Array the genes involved in the Notch signaling 

pathway that are modulated by GATA-3. We hypothesize that the deletion of 

GATA-3 affects the expression of various targets of Notch-1. Our preliminary 

data shows that Deltex-1 expression is upregulated in the absence of GATA-3.  

ChIP assay will be used to confirm the binding of GATA-3 protein to the promoter 

regions of these genes.  To test this hypothesis, we will propose the following:  

 



 

 
 

125 

Aim 2a: Explore the various genes that are involved in the Notch signaling 

pathway using qPCR Array. 

 Since Notch signaling regulates the activity of several developmental 

genes, we will explore how GATA-3 silencing can affect the expression levels of 

these genes.  SA Biosciences has developed an array capable of monitoring the 

expression level of 84 genes involved in Notch signaling.  The genes in this array 

include Sonic Hedgehog and Wnt genes, known to cross talk with the Notch 

signaling pathway.  Wild type HSC cells and HSC that are transduced with 

GATA-3-shRNA-GFP retrovirus will be cocultured on OP9Dl1 stroma cells for 14 

days to isolate DN2 cells.  The RNA from sorted wild type and GATA-3-/- DN2 will 

be isolated, reverse transcribed to generate cDNA, then assayed by qPCR Array 

following manufacturer’s instructions. Gene expression analysis will be 

conducted as described previously using the following equation: 

∆∆CT = (Avg. Targeted gene Ct - Avg. HKG Ct) GATA-3-shRNA - (Avg. Targeted 

gene Ct - Avg. HKG Ct) Wild type 

 

Aim2b: Determine whether GATA-3 binds to the promoter regions of the 

targeted genes selected on Aim 1 and the ones revealed from the qPCR 

array analysis. 

 We hypothesize that GATA-3 binds to the promoter region of the genes 

obtained from the qPCR Array analysis as well as the ones tested on Aim1 

(Deltex-1, Mint, Nrarp and Numb). To test this hypothesis, we will utilize 

transcription factor binding algorithms to find putative GATA-3 DNA binding 
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motifs {(W)GATA(R)} on the promoter and 5’ untranslated regions of these genes 

[60]. The 1000 base sequence of the promoter as well as the 5’ untranslated 

regulatory region of these genes will be obtained from UCSC Genome 

Bioinformatics Site. The Transcription Element Search software (TESS) [61, 62] 

and TF Search [63] will be used to search for GATA-3 binding sites as described 

by Schung et al [64].  PCR primers will be design to obtain PCR products 

spanning the putative GATA-3 binding sites. 

 To confirm the binding of GATA-3 into the selected promoter regions of 

the target genes, we will use Chromatin Immunoprecipitation (ChIP) assays as 

described by Nelson et al [65]. Briefly, isolated DN2 cells will be cross-linked with 

formaldehyde, then lysed and sonicated to shear the chromatin into 300-800 bp 

DNA fragments. These fragments will be incubated with anti-GATA-3 monoclonal 

antibodies, followed by immunoprecipitation with Protein A beads. Following the 

precipitation step, the cross-linking will be reversed and the sample digested with 

proteinase K to eliminate residual proteins.  Recovered DNA fragments will be 

analyzed via PCR to detect GATA-3 binding sites previously identified on the 

promoter and 5’ untranslated regions of the targeted genes. 

 

Expected Results: 

 Quantitative PCR array analysis will expand the list of Notch-1 genes 

affected by GATA-3 silencing.  We will use the TESS mathematical algorithm to 

find putative GATA-3 binding sites into the promoter region of these genes.  

ChIP-PCR assays will confirm that GATA-3 binds the promoter regions of these 
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Figure 2.General method for the regulation of protein expression using Shield-1 and 
the destabilization domain of FKBP (66).   

genes.  Based on our preliminary data using TESS, we expect the ChIP assay to 

detect at least one binding site of GATA-3 on the regulatory regions of these 

genes including Deltex-1, Mint, Nrarp and Numb.  Confirming a true GATA-3 

binding site will allow us to test whether such binding affect the expression level 

of these genes 

 

Alternative Approach: 

 The Electrophoretic Mobility Shift Assay (EMSA) is an alternative method 

to detect DNA:protein interactions. Using the DNA sequence of the targeted 

genes, we will design different DNA probes that contain the potential GATA-3 

binding sequence.  In order to be visualized, these DNA fragments will be 

radiolabeled on their 5´ end with [32P]ATP and T4 polynucleotide kinase.  Since 

we propose a DNA:protein interaction, our protein samples will be extracted from 

the nucleus, and not the cytoplasm, of DN2 cells.  The non-specific poly (dA•dT) 

DNA competitor will be added to minimize the nonspecific binding of proteins to 
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the target sequences. DNA:protein complexes will migrate slower in the non-

denaturing agarose gel, generating a higher (shifted) band than the DNA 

fragments alone. Since the presence of a shifted band does not identify the 

bounded protein, we will treat the DNA:protein complexes with GATA-3 specific 

antibody. If the radio-labeled DNA:protein complex contains GATA-3, the added 

antibody will bind to GATA-3, causing the complex to slow its mobility further and 

migrate at a slower rate than the DNA fragment alone and the DNA:GATA-3 

complex (creating a supershift band). 

 

Aim 3: Determine the threshold level of GATA-3 protein required to rescue 

T cell commitment in GATA-3-/- DN2 cells.  We hypothesize that commitment to 

the T cell lineage is dependent on the amount of functional GATA-3 protein. In 

vitro studies have shown that GATA-3 deficient DN2 cells develop into B cell in 

the presence of Notch-1 signals, while the overexpression of GATA-3 in wild type 

DN2 cells induces the development of mast cells [30, 37]. GATA-3-/- FL-HSC will 

be transduced with a destabilized FKBP:GATA-3 fusion protein whose stability 

and function depends on the concentration of FKBP’s ligand Shield-1.  The 

protein level of GATA-3 required to affect Notch-1 regulators will be evaluated by 

western blot, and the gene expression analysis for Deltex-1, Mint and Numb will 

be evaluated via qPCR. 

 Increasing the level of GATA-3 protein has been shown to affect the final 

fate of T cell progenitors, allowing them to differentiate to mast cells if these 

precursors are placed on a system that support their growth [30].  On the other 
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hand, GATA-3 knockout progenitors fail to develop T cells [33].  These 

observations suggest that different levels of GATA-3 influence the commitment of 

progenitors to different lineages.  Utilizing the technique developed by 

Banaszynski and colleagues, we will modulate the protein level of GATA-3 in 

hematopoietic progenitors [66].  In this technique, the leucine 106 in human 

FKBP12 protein was mutated to a proline (FKBP-L106P), effectively bestowing 

the protein with a destabilizing domain (DD) that can get degraded rapidly, along 

with any protein fused to it, when expressed in mammalian cells.  Binding of the 

DD to its synthetic ligand (Shield-1) will stabilize it, allowing the protein fused with 

it to become functional in a Shield-1 dose-dependent manner (Figure 2). We will 

clone GATA-3 into a retroviral plasmid containing the DD of FKBP-L106P, 

followed by the generation of non-recombinant retrovirus in Phoenix ecotropic 

packaging cell [66].  DN2 cells generated from GATA-3-/- FL-HSC in OP9Dl1 co-

cultures will be infected with the GATA-3:FKBP retrovirus, and the positive cells 

will be sorted by FACS onto OP9 and OP9Dl1 wells supplemented with different 

concentration of Shield-1 ligand (Shld-1). In these DN2 cells, the level of GATA-3 

protein will be manipulated by the addition of the Shld-1 until it reaches a 

threshold level required to affect Notch-1 regulators.  Cultured cells will be FACS 

analyzed for developmental progression beyond the DN2 stage, and the gene 

expression analysis will be done using qPCR technique described previously. 

Western blot analysis will be conducted to determine the protein level of GATA-3 

required for the commitment of T cells as a response of the different 

concentration of Shld-1. 
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Expected Results: 

       Since GATA-3 is required for the progression of early T cell progenitors 

beyond the DN2 stage, we expect that GATA-3-/- deficient DN2 cells expressing 

GATA-3:FKPB will develop into CD4+CD8+ DP cells in a Shield-1 dose 

dependent manner.  At low concentrations of Shield-1, GATA-3-/- DN2 cells will 

not progress beyond the DN2 stage and possibly differentiate into B cells when 

cultured on OP9Dl1 stroma. As the concentration of Shield-1 ligand increases, 

the amount of functional GATA-3 protein will increase, shifting the differentiation 

capacity of the transduced DN2 cells toward the T cell lineage, generating 

CD4+CD8+ DP cells up to mature T cells.  If the concentration of Shield-1 ligand 

increases beyond the required threshold for T-cell development, mast cell are 

expected to be generated [30]. 

 

Alternative Approach: Use different retroviral vector to deliver GATA-3. 

 This part of the proposal attempts to define a GATA-3 threshold level that 

will allow GATA-3-/- DN2 cells to progress forward with normal T-cell 

development.  To achieve this goal, an alternative approach is to induce GATA-3 

expression on these cells utilizing a bicistronic retroviral vector, in a manner 

analogous to Taghon and colleagues [30].  In this approach, the level of GATA-3 

overexpression will depend on the titer of the produced virus.  After retroviral 

transduction, the levels of GATA-3 expression will be evaluated by qPCR and 

western blot.  
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 The data generated from these experiments will lead us to establish the 

mechanism by which GATA-3 and Notch-1 signals control the commitment 

towards the T cell lineage.  This valuable finding will allow us to discover how 

early progenitors commit and differentiate into T cells, giving us insight into how 

these mechanisms can be manipulated for research and therapeutic purposes. 

D- PRELIMINARY DATA: 

Efficiency Analysis for the designed Primers: 

 The efficiency study for the primers used in the qPCR analysis is done to 

insure that all primers will work appropriately.  The use of primers with the same 

amplification efficiency will allow for the accurate comparison of the expression of 

different genes of different samples. For this purpose, whole thymus cDNA was 

used to evaluate the amplification efficiency of individual primer pairs in 

comparison to other primer pairs. The primers’ efficiency was analyzed as 

described by Peixoto et al [67].  The statistical analysis for the PCR reaction for  

  
Figure 3: Primers Efficiency: Whole thymus cDNA used to evaluate the efficiency of individual 
primers. 
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each primer set shows that they have similar amplification efficiencies (Figure 3), 

and that there is no significant difference among these PCR reactions (p>0.05). 

GATA-3 Binding Sites on Targeted Genes: 

 To determine if GATA-3 directly controls the regulation of Notch-1 

regulators, we searched for GATA-3 binding sites on the promoter and 5’ 

untranslated region of Deltex-1, Mint, Nrarp and Numb. The 1000 base pair 

sequence of the promoter and the 5’ untranslated regulatory region of Deltex-1, 

Mint, Nrarp and Numb were searched by Transcription Element Search software 

(TESS) for the GATA-3 consensus binding sites (W)GATA(R) [68].  As it is 

 
Table 1:  GATA-3 biding sites to targeted genes:  TESS statistical analysis of Log-
likelihood score (La), Approximate p-value for La score; (La/n), La/number of bases on 
the binding site; (Lpv), binding site from in the beginning of the query sequence (beg) 
and the matching sequence of binding. Binding site on the sense strand (*), Anti-sense 
strand (**). “W” represent A or T,“R” represent A or G,“Y” represent T or C. 
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shown in Table 1, there are two putative GATA-3 binding sites for Mint and 

Deltex-1, one site for Nrarp and three sites for Numb.  The statistical analysis 

obtained from TESS for these sites shows that the log-likelihood score (La) was 

very high for all sites, indicating that the sites are probably real.  However, when 

evaluating these binding sites based on the approximate p-value for the La 

score, the sites with value higher than 0.05 will be considered insignificant.  

Nevertheless, we will generate primers flanking the (W)GATA(R) sites on all 

regions for the four genes as well as those that will be obtained from the qPCR 

Array data in order to validate each site by PCR following ChIP analysis with anti-

GATA-3 antibodies. 

Transduction of DN Cells Using GATA3-shRNA-GFP:  

 

 A Banshee retroviral construct encoding GATA3-shRNA-GFP [58] is used 

to evaluate the level of GATA-3 expression needed to seal the commitment of 

DN2 cells toward the T cell lineage.  The expression level of Notch-1 regulators 

will be evaluated on GATA-3 silenced DN2 cells.  Figure 4 shows the results of 

an experiment where wild type DN cells were cocultured on OP9Dl1 stroma cells 

and then transduced with empty Banshee vector, or vector containing the GATA-

3-shRNA-GFP. Supernatant from packaging cells treated with Lipofectamine 

alone was used as a negative control. We detected GFP expressing cells in the 

cultures transduced with the Banshee control vector, and the GATA-3-shRNA-

GFP group but not on the Lipofectamine-alone control group.  The development 
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of DN cells from the GFP+ and GFP- of Banshee control vector, and the GATA-

3-shRNA-GFP show abnormal phenotypic development of the DN cells of the 

GFP+ cells with an increased number of DN2 cells on the GATA-3-shRNA-GFP 

transduced cells in comparison to the Banshee control vector. The expression 

level of GFP should correlate with the level of GATA-3 silencing on these cells.   

 

 

E- Timeline: The optimization of the techniques to be used in this project is in 

progress.  Currently, we have the necessary instruments and scientific skills to 

complete this project within a 3-year period.  Gene expression analysis for the 

 
 

Figure 4: Flow Cytometry representation of the transduction of cocultured DN cells on OP9Dl1 
stroma. GFP expression on live CD45+ cells transduced with Lipofectamine control (0.0%), Banshee 
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wild type mice is under way and the GATA3-shRNA construct for Aim 1b has 

been designed and tested. The q-PCR analysis for Notch-1 regulators for Aim 1 

is on progress.  The results from Aim 1 should be completed by the end of the 

first year. Generating the qPCR array data for Aim 2 will be started in the middle 

of the first year and be concluded and validated via ChIP assay by the second 

year. The construct of the FKBPL106P for GATA-3 has been generated and in 

the process of being tested.  The work on Aim 3 will be started toward the middle 

of year 2 and expected to be completed eight months after that.  Papers and 

chapters for the thesis will be written along the way.   

 

F- MATERIALS AND METHODS: 

Animals: Wild type C57Bl/6 mice were purchased from The Jackson Laboratories 

and bred on the vivarium facility at the University of California, Merced.  Fetal 

liver from embryos of 14.5 days post coitum (dpc) will be used to conduct our 

experiments.  GATA-3-/- embryos will be generated by mating GATA-3+/nlslacZ 

mice. To extend the life of the GATA-3 deficient embryos, the mother will be 

treated with 100 µg/ml Isoproterenol, 100 µg/ml L-Phenylephrine and 2 mg/ml 

Ascorbic acid (all from Sigma, Saint Louis, Missouri) in the drinking water, 

beginning at 8.5 dpc [35].  Fetal liver will be recovered from the embryos at 14.5 

dpc, and GATA-3-/- embryos identified by PCR [69].  All experiments and 

handling of the mice will follow the guidelines approved by UC Merced’s IACUC.  

 

Antibodies: The following antibodies were purchased from Bio-Legends: PE anti-
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mouse CD44 (clone IM7), PE anti-mouse Sca-1 (E13-161.7), APC and PECy5 

anti-mouse CD3 (145-2C11), PECy5 and PECy7 anti-mouse CD4 (RM4-5), 

Biotin anti-mouse CD45.2 (clone 104), FITC anti-mouse CD117 (2B8), FITC and 

PECy5 anti-mouse GR-1 (RB6-8C5), PECy5 anti-mouse CD8a (53-6.7), PECy5 

anti-mouse CD11b (M1/70), PECy5 anti-mouse CD19 (6D5), PECy5 anti-mouse 

NK1.1 (PK136), and PECy5 anti-mouse Ter119.  Only APC anti-mouse CD25 

(PC61) was purchased from eBiosciences. 

 

Isolation of FL-HSC and the sorting of DN cells: Fetal liver from 14.5 dpc 

embryos are collected and processed for FL-HSC isolation. Before the addition of 

any antibodies, the FcγRIIIA/B receptors of the cells are blocked with anti-

CD16/32 antibody (clone 2.4G2). Harvested cells will be stained with PECy5 

conjugated anti-lineage antibodies (CD3, CD4, CD8, CD11b, CD19, GR1, NK1.1, 

and Ter119), and incubated at 4°C for 20 min. Excess antibody will be washed 

with FACS buffer, followed by anti-PE MACS magnetic beads staining according 

to the manufacturer’s instructions.  Following the 20-minute incubation, the cells 

will be washed and the Lin+ fraction depleted using AutoMACS (Miltenyi Biotech). 

The Lin- fraction will be stained with c-Kit and Sca-1 and the Lin-Sca-1+c-

Kit+(LSK), containing FL-HSCs, will be sorted.  

 

To isolate DN cells, whole thymus will be stained with anti-CD4 and anti-CD8, 

followed by depletion of the CD4+ and CD8+ cells by AutoMacs. The CD4-CD8- 

cells will be stained further with anti CD44 and CD25. DN1-DN4 cells 
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(CD44+CD25– for DN1, CD44+CD25+ for DN2, CD44–CD25+ for DN3, and CD44– 

CD25– for DN4) will be sorted for molecular analysis into  

 

Cell sorting will be conducted in a 3-laser, 11-parameter FACSAria (Becton 

Dickinson Biosciences), and collected data will be analyzed using FlowJo 

(version 7.2.5) flow cytometry software (Tree Star, San Carlos CA). 

 

OP9Dl1 culture system: A modified version of the protocol developed by Schmitt 

et al., will be used to generate lymphocytes [36].  Fetal liver from 14.5 dpc 

embryos will be co-cultured with OP9Dl1 stroma on OP9Dl1 media (OPTI-MEM 

media + Glutamax, 20% FCS, 50 U/ml Penicillin, 50 ug/ml Streptomycin and 5.5 

x 10-5 M β-mercaptoethanol), for a period of 14 days in the presence of 5 ng/ml of 

IL-7 and Flt3L as follows:  

D0 D1 D2 D3 D4-5 D6 D7 

-Prepare 

3x105 

OP9Dl1 

cells on 6-

well plate in 

3ml media. 

-Remove the 3 

ml media 

-Add 1x105 FL-

HSC to the 

OP9Dl1 into 

final volume of 3 

ml media 

- Add 5 ng/ml of 

IL-7 and Flt3L 

NO 

change 

Add 3 

ml of 

fresh 

media 

(total 6 

ml to 

each 

well). 

NO 

change 

-Prepare new 

OP9Dl1 in 6 

well (3 ml 

volume) 

-Harvest lymphocytes 

by removing OP9Dl1 

through 70 µm filter 

-Spin the cells 5 min 

at 1500g 

-Re-incubate the 

cells on new OP9Dl1 

-Repeat from Day 1 

to Day 7 (14 days 

total). 
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At Day 14, lymphocytes co-cultured with OP9Dl1 will be harvested and DN 

populations sorted as explained above.  Sorted cell will either be used for qPCR 

analysis or for the retroviral transduction.  

 

GATA-3 transfection and transduction; The GATA3-shRNA construct will be 

cloned into a Banshee vector containing GFP [58].  This construct will be 

transfected into Phoenix ectopic packaging cell line (a kind gift from Dr. Gary 

Nolan, Stanford University) by Lipofectamine 2000 transfection, following 

manufacturer’s instructions (Invitrogen).  Viral supernatant, collected 48 hrs post 

transfection, was used to transduce the FL-HSC cocultured on OP9Dl1 stroma in 

24-well plates using OP9Dl1 media.  The transduction process is conducted 

following the protocol developed by Costa et al., [70].  Briefly, 0.5x105 cocultured 

FL-HSC cells on 0.5x105 OP9Dl1 stroma will be centrifuged for 2 hrs at 2000 

RPM at 32°C with infection cocktail that contains 1ml viral supernatant, 1ml fresh 

OP9Dl1 media, and 8 µg/ml polybrene, 5 ng/ml of Flt-3L and 5 ng/ml of IL-7.  

Plates will be incubated for 16 hrs at 32°C before replacing the media and further 

incubate it for total time of 48 hours at 37°C°. Transduced cells will be analyzed 

after 2 weeks as described above before sorting for the DN2 population based on 

their expression of GFP.  Sorted cells will be used for the qPCR analysis 

 

qPCR analysis: Total RNA extraction of the sorted cells using TRIzol reagent and 

DNase-I treatment as well as the synthesis of the cDNA template will be 

conducted according to the manufacturer’s instruction (Invitrogen). q-PCR 
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analysis using Fast SYBR Green (Applied Biosystem) will be conducted in 

triplicates.  Expression of the genes will be normalized to the housekeeping gene 

HPRT, and the resulting difference on the Ct values for each reaction will be 

compared to the difference in Ct values observed in the steady state as 

described above.  

 

FKBPL106P, Transfection, and Transductions: FKBPL106P:GATA-3iHcRed-t 

construct will be used to transfect Phoenix ectopic packaging cell line following 

manufacture protocol of Lipofectamine 2000 (Invitrogen).  Viral supernatant will 

be collected 48 hours post transfection and used to transduce the sorted DN2 of  

GATA-3-/- embryos in OP9Dl1 media that contains different concentrations of 

Shield-1 ligand (1 µM, 500 nM, 100 nM, 50 nM, 10 nM and a 0.0 nM of Shld-1 as 

control), 8 µg/ml polybrene, 5 ng/ml of Flt-3L and 5 ng/ml of mrIL-7 by spinning at 

2000 rpm, for 2 hrs at 32°C.  Transduced cells will be FACS sorted based on 

their expression of iHcRed-t.  Differentiation of the transduced cells beyond the 

DN2 stage is an indication of how much Shld-1 is required to induce GATA-3 that 

is required to seal the T cell commitment.  Western blot analysis will be used to 

determine the protein level of GATA-3.  Transduced DN2 cells while inducing the 

appropriate level of GATA-3 protein by the addition of the appropriate 

concentration of Shld-1 will generate DN3 population that will be sorted out and 

the gene expression analysis will be done using qPCR technique described 

previously.   

 



 

 
 

140 

Chromatin immunoprecipitation assay (ChIP):  ChIP will be performed following 

the protocol developed by Nelson et al [65].  Briefly, 1x106 DN2 cells will be 

cross-linked with 1.5% (wt/vol) formaldehyde.  Following cross-linking, the cells 

will be lysed in IP buffer prepared as described [65] and sonicated to shear the 

chromatin.  After sonication, the supernatant will immunoprecipitated with anti-

GATA-3 specific antibodies in an ultrasonic water bath for 15 min at 4°C followed 

by precipitation with protein A-agarose beads.  After washing, the 

immunoprecipitated complexes will be boiled to reverse the cross-linking and 

disassociate the beads. The supernatant containing the precipitated DNA will be 

collected and used for PCR [65]. 
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Abstract 

Murine long-term hematopoietic stem cells (LT-HSCs), with the CD150+CD48-

CD4-Lineage-/low phenotype, can be isolated by flow cytometry from fetal and 

adult tissues.  However, the rare number of LT-HSC in fetal tissues precludes 

their gene expression analysis by classical molecular biology techniques.  Here 

we present an affordable protocol to optimize and perform multiplex gene 

expression analysis from single cells by RT-qPCR.  In this protocol, we analyze 

expression of 9 genes per single cell, but it can be easily scaled up to examine a 

larger number of genes.  This technique can be adapted to analyze gene 

expression in other rare populations.  Our results demonstrate the power of 

single cell multiplex gene expression analysis: demonstration of gene expression 

distribution within a defined phenotypic population, which would be otherwise 

masked by whole population analysis.  

Keywords 

Fetal hematopoietic cells, Long-term hematopoietic stem cells, single cell sorting 

by flow cytometry, single cell multiplex RT-qPCR, cell migration. 
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Introduction 

Hematopoietic stem cells (HSCs) are characterized by their capacity to 

provide lifelong reconstitution of all blood cell lineages after transplantation into 

lethally irradiated recipients, calling this population long-term HSC (LT-HSCs) [1].  

All functional HSCs are included within the Lineage-Sca-1+cKit+ (LSK) population, 

but not all LSK have long-term repopulating activity.  The LSK population can be 

subdivided further into three subsets: LT-HSCs, the short-term HSCs (ST-HSC), 

and the multipotential progenitors (MPP).  The LT-HSCs, with the CD150+CD48-

CD41- phenotype, are the most immature cells within the LSK population, 

displaying long-term self-renewal potential [2,3].  LT-HSCs from the fetal liver 

and fetal bone marrow also have this phenotype [4-6].  The absolute number of 

LT-HSCs in the adult bone marrow is very low (about 4 LT-HSC per 107 marrow 

cells), with even lower numbers when fetal tissues are studied [4].  Traditional 

quantitative gene expression profiling studies of rare populations, such as LT-

HSC, are done at the population level.  This type of analysis provides the 

average expression pattern for a particular gene within the population masking 

differences in the gene expression distribution among members of that 

population [7].  Therefore, gene expression analysis of LT-HSC requires 

alternative approaches available for routine experimentation that produce more in 

depth data analysis [5]. 

The analysis of rare populations must be approached by single cell 

multiplex gene expression quantification.  Three main methods have been 
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described for multiplex quantification of single cell gene expression:  Digital RT-

PCR [8], digital mRNA-Seq [9] and RT-qPCR [10].  Digital RT-PCR is a reliable 

strategy for single cell gene expression analysis that requires a digital array chip 

and Fluidigm Access Array™ [11].  Similarly, digital mRNA-Seq requires next 

generation sequencing systems, such as the SOLiD or Illumina systems [9,12]. 

The Fluidigm Access Array™ microfluidic systems and the next-generation 

sequencing systems are not often available in labs.  On the other hand, RT-

qPCR is a technique that only requires a traditional thermocycler and a qPCR 

system, making it a more accessible strategy for single cells gene expression 

studies.  Single cell multiplex RT-qPCR consists of retrotranscription from a 

single cell followed by PCR preamplification and further quantification of genes of 

interest.  The qPCR of the preamplified product can be performed in a semi-

nested reaction [10] or by using the same primers utilized during the 

preamplification step [5].  Here, we present a protocol designed to quantify the 

expression of 9 genes from single LT-HSC, using identical primers in the PCR 

preamplification and quantification steps.  Following isolation by FACS, single 

LT-HSCs are lysed by heat shock and the cDNA for the genes of interest 

obtained by retrotranscription with gene specific primers.  The cDNA products 

undergo a 10-cycle PCR preamplification step with primer pairs for each gene of 

interest (Figure 1).  This preamplification step has been shown to maintain the 

proportion of the original gene expression sample in an efficient, reproducible 

and unbiased way, decreasing the levels of technical noise [13]. 
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Several requirements need to be met before performing the single cell 

multiplex RT-qPCR.  First, the primers need to be designed carefully to avoid the 

formation of primer dimers and hairpin loops, in order to minimize primer 

competition during the multiplex reactions and ensure similar PCR amplification 

efficiencies for all the genes tested.  All primers should have similar length 

(between 18-21 base pairs), melting temperatures and CG content, if possible 

hybridize across an intron (to avoid amplification of contaminating genomic DNA) 

and amplify products of similar sizes (between 100-150 base pairs).   

After finding the gene sequences in Genbank [14], all primers can be 

designed by means of online software such as Primer3Plus [15] and primer 

dimer formation tested with PrimersList online software [16]. The gene specificity 

of each primer must be verified using NCBI’s BLAST [17].  Following primer 

design, several analyses must be done in order to test the accuracy of the PCR 

amplification.  Primer competition needs to be evaluated for each gene of interest 

in both retrotranscription and preamplification reactions by comparing the gene-

specific amplification in a multiplex reaction containing all the primers versus 

amplification with only the primer pair specific for one gene [5].  The qPCR 

amplification efficiency and detection limit for each reaction also need to be 

determined.  In this regard, cloning the PCR products amplified for each gene 

through a classical PCR cloning system will allow the preparation of 10-fold 

dilutions samples with known concentrations.  With these samples, qPCR 

efficiency studies can be performed and the detection limit can be determined [5].  
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Primer pairs that result in similar qPCR amplification efficiencies are required in 

order to compare the expression of the different genes.  If the reactions do not 

have similar qPCR amplification efficiencies, the primer pair needs to be 

redesigned and tested.  Detection limits of 100 copies, corresponding to the 

expression of transcription factors, are sufficient for the multiplex reaction since 

lower values cannot be differentiated from intrinsic noise in the qPCR [18,19].  

Lastly, it is important to test the ability of the technique to detect variations in the 

initial template concentration for each gene in the presence of a constant 

template concentration for the other genes of interest [5]. 

Once the retrotranscription and qPCR amplification have been optimized, 

the single cell gene expression quantification can be performed.  Because the 

high cell-to-cell variation in the levels of all genes, absolute quantification is the 

best measurement to does comparing the expression of each single cell to a 

RNA or DNA standards.  However when comparing the down- or upregulation of 

genes among a large number of individual cells, relative quantification can be a 

reasonable less expensive choice.  In the following protocol, we describe a 

relative quantification procedure where a large number of single cells from a 

defined population (obtained from different tissues or experimental conditions) 

can be compared in order to evaluate simultaneously the variation in gene 

expression for several genes.  This protocol formed the basis of our previous 

study of migration-related genes in LT-HSCs across different anatomical 

locations during development [5].  However, this technique could be applied to 
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cells from other populations as long as they are able to be single-cell sorted by 

either flow cytometry or another cell isolation technique such as limiting dilution 

[10,13].  Currently, our group is using this protocol to study the variation of gene 

expression in CD4-CD8- double negative thymocyte subpopulations of genes 

important in T cell specification and commitment.   
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Materials 

Reagents 

1. C57BL/6 (B6) mice can be purchased from any breeding company and/or 

bred in house in sterile microisolator cages with sterile feed and 

autoclaved water, as required by UC Merced Institutional Animal Care and 

Use Committee.   

2. M199+ media (Invitrogen, NY, cat. no. 11150059)  

3. Fetal Bovine Serum, FBS (Atlanta Biologicals, GA, cat. no. S11550). 

4. Dulbecco’s phosphate buffered saline without calcium and magnesium, 

PBS (HyClone, UT, cat. no. SH30378.02) 

5. Affinity Purified anti-mouse CD16/32 - blocks Fc binding (clone 93, e-

Biosciences, CA, cat. no. 14-0161-82) 

6. PE-Cy5 Anti-mouse CD3ε Antibody (clone 145-2C11, BioLegend, CA, cat. 

no. 100310) 

7. PE-Cy5 Anti-mouse CD4 Antibody (clone RM4-5, BioLegend, CA, cat. no. 

100514) 

8. PE-Cy5 Anti-mouse CD8a Antibody (clone 53-6.7, BioLegend, CA, cat. 

no. 100710) 

9. PE-Cy5 Anti-mouse CD11b Antibody (clone M1/70, BioLegend, CA, cat. 

no. 101210) 

10. PE-Cy5 Anti-mouse CD19 Antibody (clone 6D5, BioLegend, CA, cat. no. 

115510) 



	  

  

155	  

11. PE-Cy5 Anti-mouse NK-1.1 Antibody (clone PK136, BioLegend, CA, cat. 

no. 108716) 

12. PE-Cy5 Anti-mouse Ter-119/Erythroid Cells Antibody (clone Ter-119, 

BioLegend, CA, cat. no. 116210) 

13. PE-Cy5 Anti-mouse Ly-6G/Ly-6C (Gr-1) Antibody (clone RB6-8C5, 

BioLegend, CA, cat. no. 108410) 

14. PE Anti-mouse Ly-6A/E (Sca-1) Antibody (clone E13-161.7, BioLegend, 

CA, cat. no. 122508) 

15. APC Anti-mouse CD117 (c-Kit) Antibody (clone 2B8, BioLegend, CA, cat. 

no. 105812) 

16. PE-Cy7 Anti-mouse CD150 (SLAM) Antibody (clone TC15-12F12.2, 

BioLegend, CA, cat. no. 115914) 

17. FITC Anti-mouse CD48 Antibody (clone HM48-1, BioLegend, CA, cat. no. 

103404) 

18. FITC Anti-mouse CD41 Antibody (clone MWReg30, e-Biosciences, CA, 

cat. no. 11-0411-82) 

19. RNaseOUT™ Recombinant Ribonuclease Inhibitor (Invitrogen, NY, cat. 

no. 10777-019) 

20. BD™ CompBeads (BD Biosciences, NJ, cat. no. 552845) 

21. TRIzol® (Invitrogen, NY, cat. no. 15596-018) 

22. DNAse I (Invitrogen, NY, cat. no. 18068-015) 

23. Gene-specific forward and reverse primers (100 mM concentration, 

Sigma-Aldrich Corp, TX) 
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24. SuperScript® III First-Strand Synthesis System for RT-PCR (Invitrogen, 

NY, cat. no. 18080-051) 

25. Platinum Taq DNA polymerase (Invitrogen, NY, cat. no. 10966-026) 

26. 1x Fast SYBR Green Master Mix (Applied Biosystems, CA, cat. no. 

4385612) 

27. UltraPure™ Distilled Water DNAse RNAse Free (Invitrogen, NY, cat. no. 

109770-23) 

28. Trypan Blue 0.4% (Invitrogen, NY, cat. no. 15250-061)  

Equipment 

1. Zeiss Stemi DV4 dissecting microscope (Zeiss, NY, cat. no. 435421-9901-

000) 

2. Cell Strainer (70 µm, BD Biosciences, CA, cat. no. 322350)  

3. Syringe (5 ml, Becton Dickinson, NJ) 

4. Syringe (1 ml, Becton Dickinson, NJ) 

5. Syringe needle (25G, Becton Dickinson, NJ).   

6. Centrifuge tubes (15 ml; BD Falcon, cat. no. 352097) 

7. Round-bottom tube (5 ml; BD Falcon, cat. no. 352063) 

8. Hemocytometer (Hausser Scientific, cat. no. 3500) 

9. Low-Profile 0.2 ml 8-Tube Strips without Caps (Bio-Rad, CA, cat. no. TLS-

0851EDU) 

10. Optical Flat 8-Cap Strips (Bio-Rad, CA, cat. no. TCS-0803EDU) 

11. Twin.tec® PCR plate 96, skirted (Eppendorf, NY, cat. no. 0030 128.672).  

We remove the tubes from these plates filling the empty frame with 0.2 ml 
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low profile thin-walled 8 tubes.  This system allows sorting just the strips 

needed instead of a whole plate.  Size higher to 0.2 ml cannot be used in 

the BD Biosciences FACSAria™ IIu cell sorter for single cell sorting. 

12. MicroAmp® Fast Optical 96-well (0.1 ml) Reaction Plate with Barcode 

(Applied Biosystems, CA, cat. no. 4346906)  

13. MicroAmp® Optical Adhesive Film (Applied Biosystems, CA, cat. no. 

4311971) 

14. BD Biosciences FACSAria IIu cell sorter (BD Biosciences, CA) 

controlled by BD FACSDiva™, v.6.1.3 software (Becton Dickinson, 

Franklin Lakes, NJ).  We used the following solid-state lasers: Sapphire™ 

488-20 (488 nm) and JDS Uniphase™ 1144-P (633 nm).  Any FACS 

system with single cell sorting capacity and five-color analysis could be 

used, but the positioning of the single drop requires optimization and 

verification. 

15. Nanodrop ND-1000 spectrophotometer (Thermo Scientific, MA) 

16. Mastercycler EP gradient S thermocycler (Eppendorf, NY, cat. no. 

E950040025).  

17. StepOnePlus qPCR System (Applied Biosystems, CA, cat. no. 4376600) 

controlled by StepOne™ software, version 2.0.  We used the “quantitation 

Relative Standard Curve” set up with SYBR® Green Reagents and Fast 

(~40 minutes) run options of the system.  Any qPCR system can be used, 

but this system allows the qPCR to run faster 
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18. AirClean®600 PCR Workstation (AirClean Systems, NC, cat. no. 

AC624LFUW) 

19. 0.22 mm GV PVDF Membrane Stericup & Steritop (Millipore, MA, cat. no. 

SC00B10RE) 

20. Dumont No. 5 super fine forceps (Roboz, MD, cat. no. RS-4955) 

21. Mouse dissection tools. 

Solutions and Buffers 

1. Trypan Blue working solution (0.04%).  Dilute 5 ml of Trypan Blue (0.4%) 

with 45 ml of PBS.   

2. Propidium iodide (PI) stock.  1 mg ml-1 PI (Sigma-Aldrich) in PBS stored at 

-20°C. 

3. FACS sorting buffer.  Add 10 ml of heat inactivated FBS to 490 ml of PBS.  

Filter-sterilize in 0.22 µm Stericup and stored at 4°C. 

4. Single cell sorting buffer:  20 units of RNAse OUT (0.5 ml of RNAse OUT) 

in 10 mM Tris-HCl, 25 mM KCl at pH 8.4 (0.25 ml of 10x RT buffer and 

4.25 ml of water RNAse free).  Prepare it in a PCR workstation and stored 

at -20°C. 

5. Antibody dilution buffer:  0.09% sodium azide, 1% BSA in PBS.  Store at 

4°C. 

6. Antibody cocktail:  add 5 ml anti CD3 conjugated to PE-Cy5, 5 ml anti CD4 

conjugated to PE-Cy5, 5 ml anti CD8 conjugated to PE-Cy5, 5 ml anti 

CD11b conjugated to PE-Cy5, 5 ml anti CD19 conjugated to PE-Cy5, 5 ml 

anti NK1.1 conjugated to PE-Cy5, 5 ml anti Ter119 conjugated to PE-Cy5, 
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5 ml anti Gr-1 conjugated to PE-Cy5, 5 ml anti Sca-1 conjugated to PE, 5 

ml anti c-Kit conjugated APC, 5 ml anti CD150 conjugated to PE-Cy7, 5 ml 

anti CD48 conjugated to FITC, 5 ml anti CD41 conjugated to FITC in a 

final volume of 500 ml of FACS solution.  Antibodies must be previously 

titrated to determine the appropriate concentration that gives the highest 

signal with the lowest background.  They are diluted in the antibody 

dilution buffer to be used at a concentration 1:100. 

7. Retrotranscription primer solution: add 0.5 ml of 10 mM dNTPs mix to1 ml 

of RT primers mix (mix contains RT primers for each gene studied at 10 

mM).  Prepare immediately before use. The volumes provided here are for 

one well.  Scale your master mix accordingly 

8. Retrotranscription mix solution:  mix 0.5 ml of 10x RT buffer, 2 ml of 25 

mM MgCl2, 1 ml of 0.1 M DTT, 0.5 ml of 40 U µl-1 RNAse OUT and 0.5 ml 

of 200 U µl-1 SuperScript® III.  Prepare immediately before use.  All the 

reagents are provided in SuperScript® III First-Strand Synthesis System 

for RT-PCR.  The volumes provided here are for one well.  Scale your 

master mix accordingly. 

9. Preamplification solution: mix 5 ml of 10x PCR Buffer, 1.5 ml of 50 mM 

MgCl2, 1 ml of 10 mM dNTPs mix, 2 ml of forward and reverse primers mix 

(this mix contains similar volumes of 10 mM forward and 10 mM reverse 

primers for each gene studied), 0.5 ml of 5 U µl-1 Platinum® Taq DNA 

polymerase.  All the reagents (except primers) are provided in Platinum® 
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Taq DNA polymerase kit.  The volumes provided here are for one well.  

Scale your master mix accordingly.  Prepare immediately before use. 

10. qPCR solution: mix 10 ml of 2x Fast SYBR Master Mix, 0.4 µl of 10 mM 

forward primer (gene of interest), 0.4 ml of 10 mM reverse primer (gene of 

interest) and 4.2 ml of water RNAse free.  Prepare immediately before 

use.  The volumes provided here are for one well.  Scale your master mix 

accordingly. 
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Methods 

Single LT-HSCs flow cytometry sorting.   

1 Mate breeder mice in the early evening and check vaginal plugs the 

following morning designated as 0.5 dpc.   

2 Euthanize adult and pregnant mice at the gestation time of interest by CO2 

asphyxiation keeping embryos alive.  All animal procedures must be performed in 

accordance with relevant authorities’ guidelines and regulations 

3 With scissor and forceps, dissect the femora and tibiae from adult mice 

and place them in ice-cold M199+ media supplemented with 2% FBS.  From 

pregnant mothers, dissect out the uterus, rinse in ice-cold PBS and remove the 

embryos from uterus.  Using fine forceps, separate the muscular wall of the 

uterus and visceral yolk sac from the embryo.  Place embryos on ice-cold M199+ 

media with 2% FBS.  Under an inverted microscope, carefully dissect fetal livers 

and fetal bones from embryos removing traces of other remaining tissues using 

Dumont No. 5 super fine forceps.  Place these tissues in ice-cold M199+ media 

with 2% FBS.  

4 Cut off both ends of adult bones and flush out bone marrow with a 25G 

needle and a 5 ml syringe containing ice-cold M199+ media with 2% FBS.  

Disaggregate adult marrow and fetal liver and bone marrow tissues on a 70 µm 

cell strainer using the rubber plunger of a 1 ml syringe.  Transfer the single cells 

suspension to a 15 ml conical tube. 

5 Centrifuge down cells for 5 min at 300g at 4°C with the brake on. 
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6 Carefully discard the supernatant and resuspend the pellet in 5 ml of ice-

cold M199+ media containing 2% FBS.  Count nucleated cells with a 

hemocytometer.  Keep some cells as unstained controls for the flow cytometry 

analysis and instrument set up.  Expect low cell numbers from the fetal bone 

marrow samples. 

7 Centrifuge down cells for 5 min at 300g at 4°C with the brake on. 

8 Carefully discard the supernatant and resuspend the cell pellet in 500 ml 

of FACS sorting buffer containing 6.25 ml of anti-mouse CD16/32 monoclonal 

antibody to block antibody-Fc receptor binding.  Incubate for 5 minutes on ice. 

9 Wash cells with 5 ml of ice-cold FACS sorting buffer and centrifuge for 5 

min at 300g at 4°C with the brake on. 

10 Resuspend pellet in 500 ml of Antibody cocktail and transfer to a 5 ml 

round-bottom tube.  At this step, set up compensation samples by mixing BD™ 

CompBeads and 0.5 µl of fluorochrome-conjugated antibodies per fluorochrome 

used.  Ensure that the BD™ CompBeads used bind to your antibody isotype. 

11 Incubate for 30 minutes on ice in the dark. 

12 Wash cells twice with 4 ml of ice-cold FACS sorting buffer by centrifuging 

for 5 min at 300g at 4°C with the brake on.  In the second washing step, filter the 

samples through a 70 µm cell strainer before proceeding to the flow cytometer to 

avoid clogs while sorting.  

13 Discard supernatant and resuspend pellets in 250 ml of ice-cold FACS 

sorting buffer.   
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14 Add Propidium iodide to a final concentration of 0.5 mg ml-1 just before 

analyzing the samples by flow cytometry.  Keep one sample completely 

unstained as a control.  Keep samples in the dark until they are ready to be 

analyzed and sorted. 

15 Analyze and sort by BD FACSAria IIu cell sorter with settings shown in 

Table 1.  Flow cytometry analyses of LT-HSCs and their sorting gates are shown 

in Figure 2.  

16 Sort single LT-HSCs into Low-Profile 0.2 ml 8-Tube Strips containing 5 ml 

of single cell sorting buffer.  Wells containing single cells must be spun down and 

can be frozen and stored for up to two months at -20°C (See Note 1).  

Single-Cell Multiplex RT-qPCR. 

1 Add 100 ng of RNA extracted from bone marrow to wells containing only 

sorting buffer. These wells will be used as a positive control while wells 

containing only sorting buffer will be used as negative control (See Note 2). 

2 Heat-lyse single cells in a Mastercycler EP gradient S thermocycler at 

65°C for 5 minutes followed by cooling at 4°C for a minimum of 5 minutes.  Treat 

positive and negative samples in the same manner as the experimental samples.  

3 Add 1.5 ml of the retrotranscription primer solution to each well and 

incubate in the thermocycler for 5 minutes at 65°C, followed by cooling down to 

4°C. 
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4 Add 4.5 ml of retrotranscription mix solution to each well and incubate in 

the thermocycler for 50 minutes at 50°C followed by 5 minutes at 85°C.  Cool 

down to 4°C. 

5 Add 0.5 ml of RNaseH (2 U µl-1) provided in the SuperScript® III First-

Strand Synthesis System for RT-PCR.  Incubate for 20 minutes at 37°C and cool 

down at 4°C. 

6 Dilute samples by adding 29 ml of DNAse, RNAse free water.  Dilution 

should be done immediately after retrotranscription to minimize the formation of 

primer dimers.  At this step, wells can be frozen and stored for up to two months 

at -20°C. 

7 Add 10 ml of preamplification solution to each well, place them in the 

thermocycler and perform the 10-cycle preamplification with the following 

conditions:  94°C for 45 seconds followed by 10 cycles, each cycle consisting on 

94°C for 1 minute, 60°C for 1 minute and 72°C for 1 minute. 

8 Transfer 45 ml of preamplified samples to a 1.5 ml microcentrifuge tube.  

Dilute by adding 180 ml of DNAse, RNAse free water.  This dilution should be 

done immediately after preamplification to minimize the formation of primer 

dimers.  Wells can be frozen and stored for up to two months at -20°C. 

9 In a MicroAmp Fast Optical 96-Well Reaction Plate, dispense 5 ml of 

preamplified sample in triplicates wells.  Add samples of positive controls and 

negative controls to triplicates wells 

10 Add 15 ml of qPCR solution containing primers for the housekeeping gene 

to each well and perform a qPCR reaction in a StepOnePlus System with the 
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following conditions: 95°C for 10 minutes followed by 60 cycles, each cycle 

consisting on 95°C for15 seconds and 60°C for 1 minute.  Add a melting curve 

analysis at the end of the reaction. 

11 Compare the melting curves of the housekeeping gene for each single cell 

triplicate with the positive control.  Wells with melting curve that does not match 

the positive control must be discarded (Figure 3). 

12 Repeat step 9 for each gene to be studied using samples not discarded in 

step 11.  Prepare qPCR solutions for each gene of interest as well as for the 

housekeeping gene.  Figure 4 shows an example of an experimental 96-well 

plate design.  Repeat this step until all single cells have been analyzed for all 

genes of interest. Add samples of positive and negative controls in triplicates 

wells for each gene studied. 

13 Analyze the data with the StepOne software, version 2.0, applying the 

same threshold value to all the samples studied.  Export Ct values from all the 

samples into a spreadsheet file.  Single cells which melting curves do not match 

with the positive control’s melting curve should be considered not detectable.  

Figure 5 shows an example of the detection of several genes following this 

procedure. 

14 Choose one single cell randomly as reference sample to calculate 2-∆∆Ct.  

Figure 6 shows the log(2-∆∆Ct) distribution of VE-cadherin expression in 24 single 

fetal liver or adult LT-HSC. 
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This technology can be used to simultaneously examine the single-cell 

gene expression of multiple genes from any cell type.  Figure 7 shows the 

expression of CD44 and CD25 markers on CD4-CD8- double negative (DN) 

thymocytes.  The DN population can be divided into DN1 (CD44+CD25-), DN2 

(CD44+CD25+), DN3 (CD44-CD25+) and DN4 cells (CD44-CD25-).  Single cells 

from the various DN subpopulations were sorted following similar parameters 

described in this protocol.  Figure 8 shows the analysis of single DN1-DN4 cells 

sorted based on the phenotype shown in Figure 7.  The single cell multiplex RT-

qPCR protocol described in this manuscript was used to perform these analyses.  

However, a different qPCR machine was used demonstrating that this protocol 

works successfully for different genes and cell populations independently of the 

qPCR system used. 
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Notes 

1. The abundance of the population to be sorted will influence the speed of 

the single cell sort.  Therefore, sort into one to three 8-well strips instead 

of a whole 96-well plate, spinning down and freezing the samples to 

preserve the integrity of the RNA.  Set up of the single cell sorting 

mechanism must be aligned in order to ensure that sorted single cells land 

in or near the sorting buffer. 

2. After single cells sorting all the manipulation should be done in a 

ventilated PCR workstation to prevent contamination.  Contaminations can 

be detected by negative controls giving same melting curve than positive 

control.  If contamination is detected, all reagents must be replaced by 

new ones and pipetters cleaned as recommended by manufacturer.  
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Figure Legends 

 
Figure 1. Schematic representation of the single cell multiplex RT-qPCR 

protocol.  cDNA is obtained by retrotranscription reaction with specific primers 

after heat shock lyses of single cells.  A preamplified product is produced by a 

10-cycle PCR.  Preamplified product is quantified by qPCR analysis with the 

same pair of primers used in the preamplification. 

Figure 2. Identification and sorting of LT-HSCs by flow cytometry.  Live, 

Lineage negative-to-low cells (gated in left panel) were analyzed for the 

expression of c-Kit and Sca-1 (center panel).  The gate shows the Lineage-/low c-

Kit+Sca-1+ (LSK) population that contains HSCs.  The LSK population was then 

analyzed for the expression of CD41 and CD48 versus CD150 (left panel).  Gate 

shows LSK CD150+CD41-CD48- LT-HSC population.  Data shown as high 

resolution, unsmoothed pseudocolor plots, using Bi-Exponential scaling.  

Figure 3. Housekeeping gene melting curve analysis in single cells.  To 

determine which wells contained a single cell, the melting curve for the 

housekeeping gene (Hprt) for each single cell (red lines) is compared to a 

positive control (whole bone marrow RNA, blue lines).  This analysis provides the 

single cell sorting efficiency.  Moreover the melting curve analysis of negative 

samples (no RNA, yellow lines) can indicate the presence of contamination. 

Based on the Hprt melting curve analysis, we obtained single cell sorting 

efficiencies ranging between 80% (left panel) to 30% (right panel). 
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Figure 4.  Example of an experimental 96-well plate design.  Each 96-well 

plate allows for the simultaneous analysis of 3 experimental and housekeeping 

genes from six independent single cells, including positive and negative controls 

for each gene.  

Figure 5.  Expression of several genes detected by single cell multiplex RT-

qPCR.  Plots show examples of the qPCR amplification slopes and melting 

curves for nine genes analyzed from single LT-HSC (red lines) and compared 

with bone marrow positive control (blue lines). Genes studied: Hprt, Cxcr4, Cdh5 

(VE-Cadherin), Cdh2 (N-cadherin), Casr (Calcium sensing receptor), Itga4 (α4 

integrin), Itga5 (α5 integrin), Itgal (αL integrin), Selplg (PSGl1).   

Figure 6.  Distribution of VE-cadherin expression in single fetal liver and 

adult LT-HSCs.  Each symbol represents the log(2-∆∆Ct) of VE-cadherin in single 

LT-HSCs from fetal liver and adult bone marrow.  A single adult bone marrow LT-

HSC was chosen randomly as reference to calculate the log(2-∆∆Ct).  The black 

bar represents the average log(2-∆∆Ct) for the entire 24-cell LT-HSC group. 

Figure 7. Identification and single cell sorting of double negative thymocyte 

populations by flow cytometry.  Live cell suspension from CD4-CD8- double 

negative (DN) thymocytes was stained with anti-CD44-PE and anti-CD25-APC 

antibodies.  The DN subpopulations were identified and sorted based on their 

expression of CD44 and CD25:  DN1, CD44+CD25-; DN2, CD44+CD25+; DN3, 

CD44-CD25+; DN4, CD44-CD25-. 

Figure 8.  Single cell gene expression distribution of Notch-related genes in 

DN thymocyte populations.  Double negative thymocyte subpopulations were 



	  

  

174	  

analyzed for expression of the Notch-related genes Dtx1 (Deltex), Gata3, Spen 

(Mint) and Numb by multiplex single cell RT-qPCR.  For each gene, a single DN1 

cell was chosen randomly as reference to calculate the log 2-∆∆Ct for each single 

cell.  Each plot shows 10 independent single cells for each DN subpopulation.  

Hprt was used as housekeeping gene.  The black bar represents the average 

log(2-∆∆Ct) for the entire 10-cell DN group. 

 

 

 

 

 

 

 

 

 

 

 

 

 



	  

  

175	  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



	  

  

176	  

 

 

 

 

 

 

 

 



	  

  

177	  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



	  

  

178	  

 

 

 

 

 

 

 

 

 



	  

  

179	  

 

 

 

 

 

 

 

 

 

 

 

 

  26!

Table 1: BD FACSAria™ IIu cell sorter settings. 

Fluorochrome Excitation (nm) Filter (nm) 
FITC 488 530/30 
PE-TR 488 610/20 
PE-Cy7 488 780/60 
PE 488 575/26 
PE-Cy5/PI 488 695/40 
APC-Cy7 633 780/60 
APC 633 660/20 
Alexa Fluor 430 407 530/30 
DAPI 407 450/40 
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Jesús Ciriza, Dominique Hall, Alison Lu, Joseph Robert De Sena, Mufadhal Al-Kuhlani, Marcos E. Garcı́a-

Ojeda*

School of Natural Sciences, University of California Merced, Merced, California, United States of America

Abstract

Background: Long-term hematopoietic stem cells (LT-HSCs) migrate from the fetal liver (FL) to the fetal bone marrow (FBM)
during development. Various adhesion and chemotactic receptor genes have been implicated in the migration of adult LT-
HSCs. However, their role in the migration of fetal LT-HSCs is not clearly understood due, in part, to the rare number of these
cells in fetal tissues, which preclude classical gene expression analysis. The aim of this study is to characterize the expression
of migration related genes in fetal LT-HSC across different anatomical locations during development.

Methodology/Principal Findings: We isolated fetal LT-HSC from different developmental stages, as well as different
anatomical locations, and performed single-cell multiplex RT-qPCR and flow cytometry analysis of eight molecules involved
in adult LT-HSC migration. Our results show that the gene expression of the chemokine receptor Cxcr4 in LT-HSC varies
across developmental microenvironments and times, while the cadherin Cdh2 (Ncad) and the calcium receptor Casr show
higher gene expression and variability only in FBM at 17.5 days post coitum (dpc). The cadherin Cdh5 (Vecad) maintains high
expression variability only during fetal development, while the integrin subunit Itga5 (a5) increases its variability after 14.5
dpc. The integrin subunits Itga4 (a4) and Itgal (Lfa1), as well as the selectin ligand Selplg (Psgl1), did not show differences in
their expression in single LT-HSCs irrespective of the developmental times or anatomical microenvironments studied.

Conclusions/Significance: Our data demonstrate that the expression pattern of phenotypically identical, single LT-HSCs
fluctuates as a function of developmental stage and anatomical microenvironment. This is the first exhaustive gene
expression comparison of migration-related molecules in fetal tissues across developmental times, enhancing the
understanding of LT-HSC migration fate decisions during development.
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Introduction

Long-term hematopoietic stem cells (LT-HSCs) are character-

ized by their capacity to provide lifelong reconstitution of all blood

cell lineages after transplantation into lethally irradiated recipients

[1]. LT-HSCs in the fetal liver, as well as in the adult bone

marrow (BM), can be identified by the Lineage2/lowSca-1+c-

Kit+CD150+CD482CD412 phenotype [2,3,4,5,6]. Hematopoiet-

ic stem cells follow a defined pattern of migration through different

embryonic locations during development [7]. The yolk sack as well

as the aorta, gonad and mesonephros (AGM) region serve as the

sites of initial hematopoiesis by 7.5 and 10 dpc, respectively.

Development continues by the colonization of the FL by 11.5 dpc,

followed by the FBM by 17.5 dpc (FBM17.5, reviewed in

references [7,8]). Interestingly, stem cells capable of long-term

reconstitution circulate in the fetal blood as early as 12.5 dpc [8],

leading to the hypothesis that circulating LT-HSC would colonize

the FBM when a suitable microenvironment is present [8].

Alternatively, circulating LT-HSC might not possess the appro-

priate chemotactic receptor or adhesion molecule repertoire

required for BM homing and migration until 17.5 dpc.

Several chemotactic receptors and adhesion molecules have

been described in mice to play important roles in HSCs migration

during development and adult life. The a-chemokine receptor

CXCR4, specific for stromal-derived-factor-1a (SDF-1a or

CXCL12), is one of the main molecules involved in LT-HSCs

migration and retention in the BM [9,10,11,12]. Adult HSCs

migrate continuously between the BM and blood, with SDF-1a/

CXCR4 signaling as one of the main regulators of this process

[13]. Cadherins are calcium-dependent, homophilic adhesion

proteins that comprise another group of molecules involved in LT-

HSC migration. VE-cadherin is expressed in fetal hematopoietic

progenitors until they reach the FL and is no longer expressed

after the HSCs have migrated to the adult BM [14]. N-cadherin is
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expressed in both osteoblasts and quiescent HSCs [15] but its role

in HSCs migration to the BM is not clear, as it has been shown

that lack of N-cadherin expression does not affect stem cell

maintenance [16,17]. Additionally, the seven transmembrane-

spanning calcium-sensing receptor (CASR), which responds to

extracellular calcium ion concentrations, has been described to

participate in HSCs migration to the BM [18]. Adult mice

deficient in Casr have reduced numbers of HSCs in the BM, but

show no differences in HSC numbers in FL at 17.5 dpc (FL17.5)

when compared with wild type controls [19].

Integrins, such as a4b1 (VLA-4) and a5b1 (VLA-5), are

expressed in murine HSCs [20,21]. Fetal HSCs deficient in the

integrin subunit b1 do not colonize the FL or adult hematopoietic

tissues. Adult integrin b1-null HSCs fail to engraft the BM of

irradiated recipient mice, remaining in circulation [22]. Further-

more, interfering with a4 integrin adhesion reduces the ability of

HSCs to home to the BM [20]. Integrins can also act in concert to

increase HSC adhesion to BM, as evidenced by the collaboration

of the aLb2 integrin (leukocyte function antigen-1, LFA-1) with

VLA-4 to increase HSCs adhesion [23]. Interestingly, exposure of

HSCs to the chemokine SDF-1a upregulates the expression of

VLA-4 and LFA-1, which in turn helps the HSCs to engraft in the

BM [24]. The selectin family of adhesion proteins also mediates

interactions between endothelial cells and HSCs. The P-selectin

glycoprotein ligand-1 (PSGL1) mediates HSC rolling in the BM

microvasculature [25]. This ligand participates in E-selectin

progenitor homing by cooperating with a4 integrin [26].

We hypothesize that the aforementioned chemotactic receptors

and adhesion molecules could be modulated throughout develop-

ment during the migration of LT-HSC from the FL to the FBM.

Studying the genetic mechanisms of migration presents several

technical challenges that hinder classical genetic analysis. For

example, our previous work showed that the number of LT-HSC

in fetal tissues is highly reduced compared to the adult BM [5],

precluding traditional molecular analysis. Single cell multiplex gene

expression analysis provides a powerful tool to circumvent this

challenge. There are two main methodologies to analyze single cell

multiplex gene expression: Digital RT-PCR [27] and RT-qPCR

[28]. The digital RT-PCR method requires a system such as the

Fluidigm Access ArrayTM System and digital array chips, an

uncommon and expensive technology not available to many

researchers. For our study, we chose to use multiplex single cell

RT-qPCR (Figure 1A) for several reasons: First, this method only

requires a classical thermocycler and a qPCR system, more common

and affordable instruments than the Fluidigm Access ArrayTM

System; Second, the low number of LT-HSCs isolated from the fetal

tissues yields small amount of mRNA, restricting classical gene

expression studies to a few, highly expressed genes [29]; Third,

population qPCR analysis reflects the average expression of a gene of

interest in a population, without providing information about the

distribution of gene expression by individual cells [28,30,31]. Single

cell multiplex RT-qPCR allows for the inexpensive, simultaneous

quantification of several genes of interest, illustrating the gene

expression distribution by single cells within the desired population.

Our results show that the single cell pattern of expression of

various genes, such as Cxcr4, varies across developmental and

anatomical locations. Moreover, expression of Ncad and Casr is

upregulated in most FBM17.5 single cells, a pattern that differs

greatly from the other microenvironments studied. Furthermore,

the expression of Vecad is downregulated after 17.5 dpc, while the

expression of a5 increases after 14.5 dpc. Taken together, our data

indicate that a phenotypically identical LT-HSC population

displays a dynamic gene expression pattern that varies as a

function of microenvironment and developmental times.

Results

Multiplex RT-qPCR accurately and specifically measures
differences in gene expression from single cells

Determining amplification efficiencies and discarding possible

competition between pooled primers in both the retrotranscription

or pre-amplification reactions are essential to validate the accuracy

of the single cell multiplex RT-qPCR technique. Our results show

that there were no statistically significant differences when

comparing qPCR amplification efficiencies for the nine genes

tested (P.0.5, Tukey test, Figure 1B). We obtained the same Ct

values when single and multiplex retrotranscription reactions

(Figure 1C), as well as single and multiplex pre-amplification

reactions (Figure 1D), were compared. We were also able to

specifically detect the fluctuation in template concentration of the

genes of interest independent of the presence of other gene

templates (Figure 1E). Regression curve analysis obtained R2

values greater than 0.99 for all studied genes, indicating high

accuracy of amplification with a direct correlation between Ct

value and template copy number (Figure 1F). Furthermore, we

determined the limit of detection of the qPCR to be 100 copies for

all genes studied, except a4, which had a detection limit of 1000

copies. Taken together, our data indicates that our multiplex RT-

qPCR technique will allow us to accurately and confidently

measure differences in gene expression from single cells.

LT-HSCs can be detected and isolated from fetal bone
marrow at day 17.5 of gestation

Previously, we identified LT-HSCs by means of flow cytometry

based on the Lineage2/lowSca-1+c-Kit+CD150+CD482CD412

phenotype from magnetically depleted, lineage negative FL14.5,

FL17.5, FBM17.5 and adult BM samples. This protocol precluded

us from obtaining single LT-HSC from FBM17.5 [5]. To

circumvent this problem, we eliminated the magnetic lineage-

depletion step from our procedure, allowing us to isolate single

LT-HSCs from fetal bone marrow. Using flow cytometry, we

identified live, Lineage negative, Sca-1 and c-Kit double positive

cells that constitute the Lineage2/lowSca-1+c-Kit+ (LSK) popula-

tion (Figure 2A, upper and middle panels). We characterized LT-

HSCs from the heterogeneous LSK population by gating cells with

the CD150+CD482CD412 phenotype (Figure 2A, lower panels).

This approach allowed us to sort an average of 5 single LT-HSCs/

embryo from FBM17.5 tissue. The rest of the samples provided

sufficient single LT-HSC to fill a 96-well plate/sample.

We confirmed the presence of LT-HSCs from the different tissues

studied by confocal microscopy (Figure 2B and Figure S1). We

identified LT-HSCs, as defined by the CD150+CD482CD412Linneg

phenotype [2], in the FL14.5 and FL17.5 as well as in adult BM,

detecting between 3–4 LT-HSCs/slide. However, LT-HSCs in the

FBM17.5 were relatively rare, detecting about 1 LT-HSC per 5

slides. This experiment corroborated that the low number of LT-

HSC in the FBM17.5 is not an artifact of flow cytometry but truly

reflects the low frequency of these cells in this tissue. Overall, we were

able to detect and isolate rare LT-HSCs from fetal tissues, particularly

from FBM17.5 samples, for gene expression analysis.

Single LT-HSC display varied expression levels of
migration-related genes depending on developmental
time and anatomical location

We were interested in studying 8 genes described as essential for

LT-HSCs migration: Cxcr4, Vecad, Ncad, Casr, Itga4 (a4), Itga5 (a5),

Itgal (Lfa1) and Psgl1. We sorted single LT-HSCs from FL14.5,

FL17.5, FBM17.5 and 4-week old adult BM to perform single cell

Single Fetal LT-HSC Multiplex RT-qPCR Analysis
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Figure 1. Validation of single-cell multiplex RT-qPCR. A) Schematic representation of the single cell multiplex RT-qPCR methodology. After
lysing single cells by heating, cDNA is obtained by retrotranscription with as many specific primers as genes studied. The cDNA template is subjected
to a 10-cycle pre-amplification reaction using a primer pair for each gene studied in order to maintain the linear ratio of the original sample. The pre-
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multiplex RT-qPCR. This technique was chosen due to the low

number of LT-HSCs isolated from the fetal tissues studied,

particularly the FBM17.5 [5]. Whole BM RNA and sorting buffer

alone were used as positive and negative controls, respectively. For

each time point, embryos from three independent pregnancies, as

well as BM from three independent adults, were studied (a total of

nine mice per time point). Following retrotranscription and pre-

amplification, we analyzed the expression of Hprt in each well,

confirming the presence of a single cell by comparing its melting

curve to the positive control (Figure S2). Samples whose Hprt

melting curves differed from the positive control were discarded.

Moreover, the expression of the gene studied was considered non-

detectable if its single cell qPCR melting curve did not correspond

to its respective positive control (Figure S3). The threshold value

for all the genes tested was set at 2.5 to differentiate real signal

from qPCR noise. The reference sample used to calculate the

22DDCt values for the entire cohort of single LT-HSCs was a

randomly chosen, single sorted BM LT-HSC. The data were

represented by box-and-whisker plots as log(22DDCt), displaying

the gene expression distribution of single LT-HSCs at the different

time points and microenvironments examined (Figure 3).

Our data showed that the median log(22DDCt) expression value

for Cxcr4 among the samples was similar except for FBM17.5,

which displayed a lower median value (Figure 3A). However, the

distribution of Cxcr4 expression among single cells differed, with

cells from the FL17.5 and adult BM having tighter distribution

and the FL14.5 and FBM17.5 displaying greater distribution. The

expression of Vecad showed a different profile, with similar median

log(22DDCt) values in all the samples studied but a large single cell

expression distribution only in the fetal tissues studied (Figure 3B).

Interestingly, many single LT-HSCs in the FBM17.5 showed

higher Ncad and Casr expression than the other fetal or adult

microenvironments tested (Figure 3C–D). However, while the

median log(22DDCt) value for Ncad in the FBM17.5 sample was

similar to the other tissues, FBM17.5 LT-HSC had a higher

log(22DDCt) median value for Casr.

We also studied the expression of a4, a5, and Lfa1 integrins, as

well as the vascular addressin Psgl1, in all the tissues tested. The

integrin subunit a4, which constitutes both the a4b1 (VLA-4) and

a4b7 integrins, showed little expression differences among single

LT-HSCs from the various microenvironments studied (Figure 3E).

Conversely, the expression pattern of the integrin subunit a5,

which constitutes the a5b1 (VLA-5), a5b5 and a5b6 integrins, was

different among the samples studied. Only single LT-HSCs from

FL14.5 had a tight a5 expression distribution, as well as a lower

median log(22DDCt) value. The median log(22DDCt) value observed

in the other microenvironments varied, displaying a high

expression value in the FL17.5 samples, decreasing to an

intermediate expression value in the FBM17.5 sample, and further

decreasing to a low expression value (comparable to the FL14.5

sample) in the adult BM LT-HSCs (Figure 3F). Lastly, no

differences in Lfa1 or Psgl1 distribution or median log(22DDCt)

values were detected between the microenvironments studied

(Figure 3G–H). Our data show that we can successfully determine

the expression levels of nine different genes from a single LT-HSC.

Moreover, our analysis demonstrates gene expression variability

among single cells within a phenotypically identical population,

depending on developmental time and anatomical location.

Flow cytometry analysis of migration related proteins in
fetal LT-HSC

We utilized flow cytometry to establish if the gene expression

distributions observed by single cell multiplex RT-qPCR corre-

lated with protein expression in the LT-HSCs populations studied.

During data acquisition, only events that fell within a broad

negative to medium Lineage/PI/CD41/CD48 gate and a

medium to high CD150 gate were saved. For analysis of protein

expression in the LT-HSC populations, we used stringent

Lineage/PI/CD41/CD482/low (Linneg) and CD150high (CD150hi)

gates (Figure 4A, upper and lower panels, respectively) [6]. This

data acquisition strategy enabled us to obtain and analyze a

statistically significant number of LT-HSCs (LinnegCD150hi) from

all of the tissues tested.

The cytometry data showed expression of CXCR4 in all the

populations tested (Figure 4B), reflecting the broader distribution

of Cxcr4 expression observed by single cell multiplex RT-qPCR in

LT-HSC from FL14.5 and FBM17.5 compared to FL17.5 and

adult BM. VE-cadherin was expressed in most of the LT-HSCs

from the fetal tissues analyzed, with the lowest expression in adult

BM LT-HSCs (Figure 4C, Table S1). We found little expression of

N-cadherin in the FL17.5 or adult BM LT-HSC, while a small

population of FL14.5 and FBM17.5 LT-HSC expressed N-

cadherin (Figure 4D). However, the mean fluorescence intensity

(MFI) values for the FBM17.5 samples was almost double when

compared to the MFI of the FL14.5 and other samples, indicating

higher expression of N-cadherin in the FBM17.5 cells.

To examine the expression of integrins in LT-HSCs, we first

gated the a4 or a5 positive populations, followed by analysis of b1

expression, which comprise the VLA-4 and VLA-5 populations,

respectively. The vast majority of the LT-HSCs from the FL14.5,

FL17.5 and adult BM were a4b1
+, while this integrin was

expressed in about 30% of the FBM17.5 LT-HSCs (Figure 4E).

These a4b1
+ populations have a tight distribution, similar to the

distribution observed by multiplex single cell RT-qPCR. About

70% of b1
+ cells in FBM17.5 were a4 negative, indicating that the

FBM17.5 b1
+ population includes other alpha integrin subunits.

On the other hand, 7% of the a5b1 expression was confined to the

FL14.5 and FBM17.5 LT-HSC populations, with few a5b1
+ cells

found in the other samples (Figure 4F). This is contrary to the

multiplex RT-qPCR data where only a5 expression was evaluated.

Similarly to single cell RT-qPCR analysis, we did not observe

differences in LFA-1 expression between microenvironments

except for FBM17.5 LT-HSCs, where most of the cells were

LFA-12/lo (Figure 4G). Unfortunately, we were not able to

analyze the expression of CasR and PSGL1 by flow cytometry, as

the antibodies available for these molecules are not suitable for this

amplified product is split into aliquots for qPCR analysis with SYBRH-Green using the same primer pairs as in the pre-amplification step. B) Efficiency
of qPCR reactions after pre-amplification using 10-fold dilutions of standards did not show significant differences between the genes studied. C)
Similar qPCR Ct values between samples using either single or multiplex RT primers indicate no primer competition during the retrotranscription
reaction. D) Similar qPCR Ct values between samples using either single or multiplex primer pairs indicate no primer competition during the 10-cycle
pre-amplification reaction. E) Quantification of varied copy number for a particular gene amplified in the presence of a constant number of plasmids
for the other genes studied. For each reaction, 102 (purple line), 104 (blue line), or 106 (red line) plasmids were mixed with a constant number (104) of
plasmids for the other eight genes studied. Gene specific multiplex qPCR amplification was then performed. Each reaction was performed in
triplicate. F) Regression lines obtained from standard curves for each gene with the single cell RT-qPCR conditions. R2-values were greater than 0.990
with detection limit of 100 copies for most genes.
doi:10.1371/journal.pone.0030542.g001
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Figure 2. Identification of LT-HSC at different microenvironments by flow cytometry and confocal microscopy. A) Live, Lineage
negative-to-low cells (gated cells in upper panels) were analyzed for the expression of c-Kit and Sca-1 (middle panels). Gates show the Lineage2/low

Sca-1+c-Kit+ (LSK) population, containing LT-HSC. The LSK population was then analyzed for the expression of CD150 versus CD41 and CD48 (lower
panels). Gate shows LSK CD150+CD412CD482 LT-HSC. Data shown as 5% contour plots, using bi-exponential scaling and representative of three
independent experiments. B) Immunohistochemistry of FL14.5, FL17.5, FBM17.5 and 4-week old adult BM. CD150 staining is shown in red while CD48,
CD41 and lineage staining is shown in green. Blue staining represents nuclei marked with TOTO-3. CD150+CD482CD412Lin2 LT-HSCs were identified
as staining only in red with blue nuclear but not green (indicated by arrow).
doi:10.1371/journal.pone.0030542.g002
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technique. Table S1 shows the mean fluorescence intensity for all

the markers examined. Altogether, the flow cytometry data shows

that the protein expression distribution in LT-HSC agrees with the

overall single cell gene expression distribution observed by

multiplex RT-qPCR among the developmental times and

anatomical locations studied.

Figure 3. Representation of single LT-HSCs multiplex RT-qPCR analysis of genes related with their migration during development.
Box plots represent the distribution of log(22DDCt) values of 72 single LT-HSCs from different microenvironments for each gene studied: A) Cxcr4; B)
Vecad; C) Ncad; D) Casr; E) a4; F) a5 G) Lfa1 and H) Psgl1. Boxes represent the middle 50% of the data, localizing the 75th percentile in the upper
boundary of the box and the 25th percentile in the lower boundary of the box. The median is shown as a bold line across the box. Vertical lines of the
plot extending from the box indicate the minimum and maximum values. Circles indicate values between inner and outer fences, whereas asterisks
indicate values beyond the outer fences. One single LT-HSCs from adult BM was randomly selected as reference sample.
doi:10.1371/journal.pone.0030542.g003
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Discussion

The molecular mechanisms that LT-HSCs use to migrate from

the FL to the FBM are not well known, even when these cells

follow an established pattern of migration during development [7].

The work presented here shows that we can isolate and determine

the expression of eight migration-related genes from a single fetal

LT-HSC by multiplex single cell RT-qPCR, accurately quantify-

ing the single cell gene expression distribution within desired

populations. We also begin to elucidate a pattern of adhesion

molecules that might mediate homing of FL LT-HSC to the

nascent BM vasculature as well as coordinate the migration of LT-

HSC to the endosteal niche within the developing bone.

Miyamoto showed that single LSK (Lineage2/lowSca-1+c-Kit+)

cells had a promiscuous expression of multilineage-affiliated genes

[32], indicating that cells within a population with similar cell

surface phenotypes might have divergent genetic expression

patterns leading to different cell fates. We examined LT-HSC

(LSK CD150+CD482CD412) from different anatomical locations

and stages of development to quantitatively determine if a similar

divergent gene expression pattern could be observed in migration-

related genes. Our results demonstrate that single cells within the

better-defined and more immature LT-HSC population still show

a variable gene expression pattern. Nonetheless, we cannot rule

out that the differences observed in our results might reflect

expression differences among discrete sub-types within the LT-

HSC population that inherently express these genes at different

levels and not to transcriptional variability among phenotypically

identical cells. Determining the single cell expression pattern of

multiple housekeeping genes (for example Actb, Gapdh, and Hprt),

believed to have more stable and uniform expression irrespective

of the cells studied, could assess the latter possibility.

Studies on bone development have shown that successful

migration of FL hematopoiesis to the FBM is dependent on

normal embryonic bone formation [33] and endochondral

ossification [34]. Initially, the primary skeleton is entirely

cartilaginous [35], and the deposition of cartilage is orchestrated

by the sequential maturation of chondrocytes (reviewed in

[35,36,37]). As chondrocytes mature, they transition from a

prehypertrophic state to a hypertropic state, secreting extracellular

matrix that later becomes mineralized. The death of hypertrophic

chondrocytes coincides with the initiation of the ossification

process, which includes the vascularization of the bone, and the

invasion of hematopoietic progenitors [37].

Our results support the idea that invasion of the fetal bone

marrow by LT-HSC and other hematopoietic progenitors is a

multi-step process involving chemotactic signals and multiple

adhesion molecules [38] (Figure 5). Bone vascular endothelial cells

constitutively express E-selectin, P-selectin, VCAM-1 and ICAM-1

in the absence of inflammation, making the BM endothelial

microenvironment unique in its ability to recruit LT-HSC

expressing PSGL-1, VLA-4 (a4b1) and LFA-1 (a4b1) [39,40].

Indeed, our data shows that VLA-4 (Figure 3E and Figure 4E) and

PSGL-1 (Figure 3H) are expressed in LT-HSC and that their

expression does not vary significantly from anatomical location or

developmental time.

Circulating LT-HSCs engage E- and P-selectins [41] on the BM

vascular endothelium through PSGL-1, tethering the LT-HSC to

the vascular endothelium and allowing them to roll along the

vessel wall. This initial contact facilitates CXCR4-SDF-1a
engagement on the extravascular space. Signals from CXCR4

are required for the migration of LT-HSC into the fetal and adult

BM [10,42,43]. Our data shows that FL17.5 LT-HSCs uniformly

express Cxcr4 (Figure 3A and Figure 4B), allowing them to respond

to SDF-1a gradients. CXCR4 signals increase the affinity of the

integrins LFA-1 and VLA-4 for their ligands (ICAM-1 and

VCAM-1, respectively) [24]. Engagement of VCAM-1 by VLA-4

stabilizes the interaction of the vascular endothelium and the LT-

HSC, causing the latter to stop rolling [38]. Together, CXCR4

and integrin signaling induces polarization and diapedesis of LT-

HSC across the BM vascular endothelium, a process mediated by

LFA-1 [24]. Our RT-qPCR data show that all LT-HSC tested,

regardless of their tissue of origin or developmental time, express

comparable levels of Lfa1 (Figure 3G). Surface LFA-1 expression

was corroborated by flow cytometric analysis on all the

populations tested. However, a lower percentage of FBM17.5

LT-HSCs were LFA-1+ (Figure 4G). Overall, our data suggests

that PSGL-1, VLA-4, and LFA-1 are expressed at a constant level

in all LT-HSC, independent of developmental time or anatomical

location, and that these molecules might allow the LT-HSC to

migrate into hematopoietic organs during development via

vascular endothelial cell recognition.

After diapedesis, fetal LT-HSCs encounter the immature

marrow microenvironment, where they interact with the basal

lamina composed of extracellular matrix (ECM) proteins collagen

type I, laminin and fibronectin [24]. They also interact via VLA-4

with CXCL12+-reticular (CAR) cells surrounding the vessel [42],

or to vascular endothelial niche cells via VE-cadherin [3,14].

Furthermore, LT-HSCs encounter both free Ca+2 [18,19] and

SDF-1a gradients [11,44] that will direct them to the osteoblastic

niche.

Our results show that most LT-HSC express levels of Cxcr4 near

the median of the FL14.5 sample. The large distribution and

down-regulation of Cxcr4 at this time reflects the fact that many

LT-HSC are able to enter and leave the FL during this period of

development. LT-HSCs with expression near the median might be

retained in the FL since hematopoiesis is occurring in this organ at

this developmental time. In contrast, Cxcr4 expression in the

FL17.5 shows a tight distribution near the median. At this time,

the liver is transitioning from a hematopoietic to a hepatic organ

[45] and many LT-HSCs are entering the circulation [8]. The

tight distribution of Cxcr4 at this time suggests that emigration of

LT-HSC from the FL17.5 is mediated by a process other than

down-regulation of CXCR4, such as decreased production of

SDF-1a by FL stromal cells or proteolytic degradation of either

SDF-1a or CXCR4 during the FL transition from a hematopoietic

to a hepatic organ. In the FBM17.5, the distribution of Cxcr4

expression resembles that of FL14.5 with a lower mean. SDF-1a
plays a critical role in the attraction and retention of HSC in the

BM during development [42]. CASR signaling increases the

sensitivity of CXCR4 to SDF-1a in the presence of free Ca+2 [18],

which results from the ossification of the bone at 17.5 dpc. In this

Figure 4. Flow cytometry analysis of proteins related with migration of LT-HSCs during development. A) Live, Lineage negative-to-low,
CD41 and CD48 negative cells (gated cells in upper panels) were analyzed for the expression of CD150 (lower panels). Data shown as 5% contour
plots, using bi-exponential scaling. The CD150+CD412CD482 Lineage2/low LT-HSC were analyzed for the expression of B) CXCR4; C) VE-cadherin; D)
N-cadherin; E) VLA-4: a4+ cells were gated (left histogram, gate shown as dark line) and further analyzed for expression of b1 (right histogram); F) VLA-
5: a5+ cells were gated (left histogram, gate shown as dark line) and further analyzed for expression of b1 (right histogram) and G) LFA-1. Histograms
represent expression of molecules from LT-HSCs at different microenvironments and stages of development: orange, unstained; purple, FL14.5; red,
FL17.5; green, FBM17.5; and blue, 4 weeks adult BM. Data representative of three independent experiments.
doi:10.1371/journal.pone.0030542.g004
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way, the lower expression of Cxcr4 that may have impaired the

LT-HSC’s ability to colonize the FBM17.5 environment is

mitigated by increased receptor sensitivity. Cxcr4 is upregulated

in the adult BM LT-HSC where it is expressed in a tight

distribution around the medium, resembling that of the LT-HSCs

in the FL17.5. In the case of the adult BM, the presence of high

concentrations of SDF-1a helps retain the HSCs in the bone,

stabilizing hematopoiesis. Outliers in the adult BM Cxcr4

expression might represent cells that have down-regulated

CXCR4 in order to leave the BM to populate other niches

(Figure 3A).

Vecad displays high expression variability but similar median

values in all the fetal tissues tested by single cell multiplex RT-

qPCR, with its expression being more uniform in adult BM LT-

HSC. This finding was confirmed by flow cytometry. Our data

supports and complements studies where FL Thy-1lowSca-12Line-

age2Mac-12 cells, a population that includes LT-HSC and more

mature progenitors, show decreased VE-cadherin expression by

16.5 dpc, and absence in adult BM cells [14]. We show that VE-

cadherin expression is maintained in both FL and FBM samples at

day 17.5 of gestation in Lineage2/lowCD150hiCD482CD412, a

more defined LT-HSC population. We propose that homotypic

VE-cadherin interactions might play an important role in

engaging LT-HSCs with both FL and FBM vascular endothelial

niche cells during development. As the bone marrow develops into

adulthood, the expression of Vecad diminishes (Figure 3B). This loss

of VE-cadherin expression might reflect the emergence of

endosteal and reticular niches as the bones are completely formed.

The role played by N-cadherin in LT-HSC interaction with its

BM niches is controversial. It was previously described that N-

cadherin does not play a role in adult LT-HSC adhesion to or

maintenance by osteoblasts [16,17]. Recent transplantation studies

have shown that loss of N-cadherin suppresses LT-HSC

engraftment [46]. However, these studies did not evaluate the

role of N-cadherin during fetal LT-HSC development, migration

or maintenance. Our results showed that single FBM17.5 LT-

HSCs express high Ncad levels. This suggests that N-cadherin

might be required for the initial adhesion or maintenance of LT-

HSCs in the FBM, an activity that is diminished when the adult

bone is completely formed. Interestingly, CAR cells express low

levels of N-cadherin [9], possibly facilitating their interaction with

N-cadherin+ FBM LT-HSC. Moreover, studies in fetal bone

Figure 5. Model for the migration of LT-HSCs from the vascular niche to the endosteal niche. LT-HSC interact with bone marrow vascular
endothelial cells via the PSGL-1/Selectin, allowing rolling on the vascular sinus. Stable LT-HSC adhesion occurs via VLA-4 binding VCAM-1, which also
facilitates CXCR4/SDF-1a engagement and initiates endothelial transmigration. Once inside the BM, LT-HSCs interact with SDF-1a-producing reticular
cells or with vascular endothelial cells. Detection of free Ca2+ gradients by CASR renders CXCR4 significantly more sensitive to SDF-1a, which is low in
abundance [18]. Together, Ca+2 and SDF-1a gradients guide the LT-HSC to the endosteal niche, where they can interact with SNO (Spindle-shaped N-
cadherin+CD452 osteoblastic) cells via N-cadherin. LT-HSC migration to the endosteum might aaaaaaoccur via VLA-5 interaction with fibronectin in
the extracellular matrix or through the action of reticular cells directing the HSC within the BM.
doi:10.1371/journal.pone.0030542.g005
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development show that N-cadherin is required for proper bone

formation [47], and that early osteoblast development from

mesenchymal stem cells can be induced through N-cadherin [48].

This raises the interesting possibility that N-cadherin expressing

LT-HSC can positively influence the ontogeny of bone marrow

osteoblasts during fetal development, in a manner analogous to

fetal thymocytes being required for the development of the thymic

medullary stroma [49,50].

Our data suggest that initial migration and colonization of the

nascent bone marrow requires the coordinated expression of the

chemokine receptor CXCR4 and adhesion molecules (Figure 5).

Bone marrow vascular endothelial cells express VCAM-1, E-

Selectin, P-Selectin and ICAM-1 constitutively. The PSGL-1/

Selectin interaction slows LT-HSC and facilitates rolling on the

vascular sinus. Stable LT-HSC adhesion to endothelial cells

occurs via VLA-4 binding VCAM-1, which also facilitates

CXCR4/SDF-1a engagement and initiates endothelial transmi-

gration. Once inside the BM, LT-HSCs interact with SDF-1a-

producing reticular cells or with vascular endothelial cells. They

are also exposed to free Ca2+ and SDF-1a, which are

significantly less abundant in the developing BM that in the

adult BM [18,35]. Expression of CASR, the receptor for free

Ca2+, is increased and its signals render CXCR4 significantly

more sensitive to SDF-1a [18]. Together, Ca+2 and SDF-1a
gradients guide the LT-HSC to the endosteal niche, where they

can interact with SNO (Spindle-shaped N-cadherin+CD452

osteoblastic) cells via N-cadherin. This migration might occur via

the VLA-5 interaction with fibronectin in the extracellular

matrix or by reticular cells directing the LT-HSC within the BM.

As the BM develops and nears adulthood, Casr is downregulated,

allowing maintenance of hematopoiesis since SDF-1a and free

Ca2+ are abundant and BM hematopoiesis has been set into

motion.

We have characterized the fetal single cell expression pattern of

molecules important in migration of adult LT-HSC, and showed

how this pattern fluctuates according to their developmental stage

and anatomical location. Recently, embryonic stem cells have

been differentiated into hematopoietic progenitors (ES-HP), which

could be used in regenerative medicine of blood disorders [51,52].

However, the therapeutic capacity of ES-HP may be limited by

their ability to home and engraft to the BM. We consider that the

expression pattern of migration related genes shown in this study

could be useful in predicting the migration potential of

hematopoietic progenitors. The present study enhances our

understanding of stem cell fate decisions during migration and

has potential clinical relevance that could be applied to

hematopoietic stem cell or ES-HP transplantation.

Materials and Methods

Mice
C57BL/6 (B6) mice were purchased from the Jackson

Laboratories or bred in house and housed in sterile microisolator

cages with sterile feed and autoclaved water. They were

euthanized by CO2 asphyxiation. The Institutional Animal Care

and Use Committee (IACUC) at UC Merced approved all

procedures.

Tissue Isolation
Breeder mice were mated in the early evening and were checked

for vaginal plugs the following morning. The morning on which

vaginal plugs were observed was designated 0.5 dpc. Fetal liver

and limbs were dissected from fetuses at day 14.5 and 17.5 dpc

and placed in cold M199+ media (Invitrogen, Grand Island, NY)

with 2% of FBS (Atlanta Biologicals, Lawrenceville, GA). Single-

cell suspensions were prepared by triturating the tissues through a

70 mm nylon mesh screen. At least three pregnant females were

used for each time point. Those fetuses that appeared develop-

mentally advanced or delayed in any age group were discarded.

Adult BM obtained from the hind leg bones of 4-week old mice

was flushed with a 25 G needle in cold M199+ media with 2% of

FBS, filtered through a 70 mm nylon cell strainer, and immediately

processed for staining.

For microscopy studies, fetal liver and limbs were dissected from

fetuses at day 14.5 and 17.5 dpc. Adult BM was flushed from the

hind bones of 4-week-old mice. All tissues were embedded in

Tissue-TekH O.C.T. Compound (Sakura Finetek USA, Inc,

Torrance, CA). Slides of five micrometers sections of OCT

embedded tissues were obtained from Cureline, Inc (Burlingame,

CA). Slides were store at 280uC until being processed for confocal

analysis.

Confocal Microscopy
Sample preparation and staining was performed as described by

Kiel et al. [2], with some minor modifications (For details see Text

S1).

Cell staining for flow cytometric sorting and analysis
Sample preparation for cell sorting was performed as described

before [5], without magnetic depletion of Lineage positive cells

(For details of antibodies, fluorochromes and methodology used,

see Text S1). Plates containing sorted single cells and negative

samples, were stored at 220uC for 2 month as maximum or until

they were used for analysis.

For flow cytometry analysis, single cell suspensions from the

different tissues were stained with anti-CD16/32 antibody to

block FccII/III receptors. Fc blockage was followed by a

15 minute staining with an antibody cocktail containing PE-

Cy5-conjugated anti-CD3, anti-CD4, anti-CD8, anti-CD11b,

anti-CD19, anti-NK1.1, anti-Ter119, anti-GR1, anti-CD41 and

anti-CD48, PE-Cy7 conjugated anti-CD150, PE-conjugated

anti-CD49d, Qdot605-conjugated anti-VE-Cadherin, biotin-

conjugated anti-CD49e, FITC-conjugated anti-CD11a, PE-

conjugated anti-CD49d, Pacific Blue-conjugated anti-CD29,

APC-conjugated anti-CD148 and Qdot525-conjugated anti-N-

Cadherin. After rinsing, samples were incubated with streptavi-

din-conjugated APC-Alexa Fluor 750. Propidium iodide

(0.5 mg/ml final concentration) was added before analysis to

exclude dead cells. At least 36107 cells/sample were analyzed

using a BD LSRII flow cytometer controlled by BD FACSDi-

vaTM, v.6.1.1 software (Becton Dickinson, Franklin Lakes, NJ).

Unstained cells were used to evaluate autofluorescence. Each

experiment was carefully compensated by single staining BDTM

compBeads (BD Biosciences, San José, CA) with the appropriate

antibody:fluorochrome combination, using BD FACSDivaTM. In

all cytometry experiments, at least three samples were analyzed

for each time point.

RNA isolation
RNA was extracted from 106 adult BM cells using Trizol

(Invitrogen), following manufacturer’s instructions. Following

DNAse I (Roche, San Francisco, CA) treatment, the concentra-

tion of RNA was determined using a Nanodrop spectrophotom-

eter (Thermo Scientific, Waltham, MA). The RNA was used as

positive control and for the setup of the conditions for qPCR

analysis as well as the validation of the single cell multiplex qPCR

analysis.
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Primer Design
Gene sequences for primers design were obtained from the

nucleotide NCBI database [53]. Primer pairs were designed with

Primer3Plus software [54], selecting oligos between 18–22 base

pairs, which hybridized across introns, had similar melting

temperatures, were ,50% G/C composition, and amplified

amplicons of similar size. The percent G/C of the amplified

products was determined with the Bioedit software, version

7.0.5.3. Formation of primer dimers was analyzed with Primer

List (http://primerdigital.com/tools/PrimerList.html). Primers

specificity was tested for each primer using NCBI BLAST search

engine in the mouse genome [55]. The primers selected for these

PCR reactions are listed in Table 1. All primers were purchased

from Sigma-Aldrich Corp, TX.

Reverse Transcription
Sorted single cells lysed by heating at 65uC for 5 min. After

cooling to 4uC, RNA from each single cell was incubated with

0.76 mM dNTPs (Invitrogen) and a cocktail containing 1.64 mM

specific 39 primers for each gene of interest for 5 minutes at 65uC.

Subsequently, the RNA was retrotranscribed with 100 units of

SuperScriptTM III RT (Invitrogen) in a solution containing 40

units of RNase OUTTM, 4.5 mM MgCl2, 9 mM DTT, 13 mM

Tris-HCl, 32.6 mM KCl at pH 8.4 for 50 minutes at 50uC and

terminated by a 5-minute incubation at 85uC. After cooling the

reaction at 4uC, the samples were treated with 1 U of RNaseH for

20 minutes at 37uC and stored at 4uC. All these reactions were run

on a MastercyclerH ep gradient S thermocycler (Eppendorf,

Hauppauge, NY). Negative samples (without cells) and positive

controls (containing 100 ng of whole BM RNA) were run

alongside each retrotranscription reaction. Similar conditions

were used for validating the parameters of the single cell multiplex

RT analysis with whole BM RNA except for competition analysis

where either single or multiplex primers were added in the

retrotranscription reaction.

Pre-amplification
All cDNAs obtained from retrotranscription reactions were

diluted 4–fold in milliQ water, followed by pre-amplification with

0.05 U of PlatinumH Taq DNA polymerase (Invitrogen) in 20 mM

Tris-HCl (pH 8.4), 50 mM KCl, 1.5 mM MgCl2, 0.2 mM dNTPs

and a mix containing primers pairs specific for each gene of

interest, at a final concentration of 0.022 mM/primer. PCR

consisted of a first step of 94uC for 45 secs and 10 cycles of

amplification (1 min at 94uC, 1 min at 60uC and 1 min at 72uC).

Pre-amplification reactions were run on a MastercyclerH ep

Table 1. Primers used for single cell qPCR analysis.

Gene name and accession number Primer name Primer sequence (59R39)

Hprt Hprt RT CAAGGGCATATCCAACAACA

NM_013556 Hprt F GGGGGCTATAAGTTCTTTGCT

Hprt R GGCCTGTATCCAACACTTCG

Cxcr4 CXCR4 RT GACAAAGAGGAGGTCAGCCA

NM_009911 CXCR4 F GTGCAGCAGGTAGCAGTGAA

CXCR4 R GGGTTCCTTGTTGGAGTCATAG

Vecad VECad RT CGGAGGGTTGTCATTCTCAT

NM_009868 VECad F TGGTCACCATCAACGTCCTA

VECad R GCACAATGGACTCTTTCCCTAC

Ncad NCad RT AGGGTCTCCACCACTGATTCT

NM_007664 NCad F ATGATCCAAATGCCCTGAAT

NCad R TTTGTCCGTGACAGTTAGGTTG

Casr CASR RT ATCCTGCCTGTGATGTTACG

NM_013803 CASR F TATCCCCCAGGTGAGCTACG

CASR R GATCACTTCCACCACCTGCT

a4 integrin VLA4 RT CTTGAGAGGCGATCCACAT

NM_010576 VLA4 F CACTCCAGCCGATCCTTCA

VLA4 R TGCAGGCAAGCTTCACTATG

a5 integrin VLA5 RT ACCTCCTGAGGTCTCCCATC

NM_010577 VLA5 F ATCCTGTCCGCCACTCAA

VLA5 R GGTCATCTAGCCCATCTCCA

Lfa1 LFA1 RT CCAGCGTCATTCCCAAGTA

NM_008400 LFA1 F AGAAGCCACCATTTCCCTCT

LFA1 R TGCTTGTTCGGCAGTGATAG

Psgl1 PSGL1 RT GTAGGGTCAGTGGTGGCAAT

NM_009151 PSGL1 F CTGTCACTGAGGCAGAGTCGTT

PSGL1 R GTTCCCGGAGATGCACAG

Note: RT primers were used for retrotranscription reaction. Forward (F) and Reverse (R) primers were used for pre-amplification and qPCR reactions. Gene accession
number for each gene obtained from NCBI database (http://www.ncbi.nlm.nih.gov/nuccore) [53].
doi:10.1371/journal.pone.0030542.t001
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gradient S thermocycler (Eppendorf). Similar conditions were used

for validating the parameters of the single cell multiplex RT-PCR

analysis with either whole BM RNA or cloned PCR amplicons,

except for competition analysis where either primer pairs or

multiplex primer pairs were added in the reaction. For details

concerning cloning of PCR amplicons, see Text S1.

Real-Time Quantitative PCR
Pre-amplified samples were diluted 5-fold before quantitative

PCR studies. Real time qPCR was performed in 16Fast SYBRH
Green Master Mix (Applied Biosystems, CA) containing 5 ml of

pre-amplified template and 200 nM of each specific primer pair in

a StepOnePlus Real-Time PCR System (Applied Biosystems,

Carlsbad, CA). After a 10 min denaturation step at 95uC, 60

cycles of amplification were performed as follows: 95uC for

3 seconds and 60uC for 30 seconds. Melting curves were

generated after amplification with the following conditions: 95uC
for 15 seconds, 60uC for 1 minute, a 0.3uC gradient increase and

95uC for 15 seconds. All genes, including the housekeeping gene

Hprt, were analyzed in triplicates for each sample as well as the

positive and negative controls. The same threshold value, falling

on the exponential phase of the qPCR curve, was applied to all the

samples amplified in order to determine the threshold cycle (Ct). A

typical experiment consisted of analyzing twenty-four cells, which

displayed the correct melting curve for Hprt, for each tissue sample

studied. Each experiment was repeated in 3 independent

pregnancies per developmental time studied or 3 adult mice.

The amplification efficiency, specificity and limit-of-detection

qPCR experiments were performed in triplicate samples using

cloned PCR amplicons as template.

Data analysis
Flow cytometry data was analyzed using FlowJo software,

version 7.2.4 or version 8.8.7 (TreeStar, Ashland, OR). Single cell

quantification based in the DDCt method and qPCR efficiency

calculations were performed using StepOneTM software, version

2.0. Confocal microscopy analysis was performed with EZ-C1

FreeViewer software, version 3.20. Tukey and Student t-test

statistical analysis were performed using SPSS software, version

13.0.

Supporting Information

Figure S1 LT-HSC identification by confocal microsco-
py. The immunohistochemical images of FL14.5 (1st row), FL17.5

(2nd row), FBM17.5 (3rd row) and 4-week old adult BM (4th row)

are shown. Staining by CD48, CD41 and lineage markers is

shown in green (1st column), CD150 in red (2nd column) and

nuclei marked by TOTO-3 in blue (3rd column). Merged images

are shown in the 4th column. LT-HSCs were identified as

CD150+CD482CD412Lin2 cells.

(TIF)

Figure S2 Verification of single cell RT-qPCR product
by comparison of melting temperature curves for Hprt.
Single cells were sorted into 8-well strips and subjected to

multiplex RT-qPCR. The melting temperature curves for the

Hprt product were used to confirm the presence of a single cell per

well and to evaluate the integrity of the sample’s mRNA. Blue lines

show the melting temperature curve of wells containing the

positive whole BM control (300 ng RNA/sample), red lines the

sorted, single LT-HSC and yellow lines the sorting buffer alone

control. Wells in which the melting curve of the Hprt product did

not match the whole BM control were discarded.

(TIF)

Figure S3 Verification of single cell RT-qPCR product
by comparison of melting temperature curves. The

melting temperature curves for each single cell RT-qPCR product

(red lines) were compared to the melting temperature curve of the

positive whole BM control (blue lines, 300 ng RNA/sample).

(TIF)

Table S1 Mean Fluorescence Intensity (MFI) values.

(DOC)

Text S1 Supplemental Materials and Methods.

(DOC)
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Summary

Chlamydia pneumoniae is responsible for a high
prevalence of respiratory infections worldwide and
has been implicated in atherosclerosis. Inflamma-
tion is regulated by transcription factor (TF)
networks. Yet, the core TF network triggered by
chlamydiae remains largely unknown. Primary
human coronary artery endothelial cells were
mock-infected or infected with C. pneumoniae to
generate human transcriptome data throughout
the chlamydial developmental cycle. Using sys-
tems network analysis, the predominant TF
network involved receptor, binding and adhesion
and immune response complexes. Cells trans-
fected with interfering RNA against activator
protein-1 (AP-1) members FOS, FOSB, JUN and
JUNB had significantly decreased expression and
protein levels of inflammatory mediators inter-
leukin (IL)6, IL8, CD38 and tumour necrosis factor
compared with controls. These mediators have
been shown to be associated with C. pneumoniae
disease. Expression of AP-1 components was

regulated by MAPK3K8, a MAPK pathway compo-
nent. Additionally, knock-down of JUN and FOS
showed significantly decreased expression of
Toll-like receptor (TLR)3 during infection, implicat-
ing JUN and FOS in TLR3 regulation. TLR3 stimu-
lation led to elevated IL8. These findings suggest
that C. pneumoniae initiates signalling via TLR3
and MAPK that activate AP-1, a known immune
activator in other bacteria not previously shown
for chlamydiae, triggering inflammation linked to
C. pneumoniae disease.

Introduction

Inflammation is a natural biological response to stimuli
such as microbial infection. Chronic inflammation,
however, can lead to severe human diseases such as
atherosclerosis and cancer (Karin et al., 2006). The extent
of inflammation is tightly controlled by transcription factors
(TFs). For example, the NF-kB complex of TFs mediates
inflammation involved in antimicrobial bioprocesses and
disease pathogenesis (Pikarsky et al., 2004). Yet, the key
TFs that control inflammation initiated by a particular
pathogen remain elusive.

Chlamydia pneumoniae is an obligate intracellular bac-
terial pathogen that is responsible for a high prevalence of
upper and lower respiratory tract infections worldwide
(Campbell and Kuo, 2004). C. pneumoniae has also been
implicated in atherosclerosis based on compelling evi-
dence from in vitro and animal studies in addition to data
from human populations (Selzman et al., 2003; Belland
et al., 2004; Campbell and Kuo, 2004). Some of the most
persuasive evidence comes from the direct initiation or
exacerbation of vascular lesions in rabbit and murine
models in response to C. pneumoniae infection (Selzman
et al., 2003; Belland et al., 2004; Campbell and Kuo,
2004).

Human hosts activate multiple TFs such as AP-1 and
NF-kB that mediate inflammation (Dechend et al., 1999;
Miller et al., 2000; Huang et al., 2008). The NF-kB
complex has been regarded as a major TF complex in the
regulation of inflammation caused by C. pneumoniae
infection (Dechend et al., 1999). However, recent
discoveries reveal that NF-kB is not necessary for the
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stimulation of inflammation during Chlamydia trachomatis
infection (Misaghi et al., 2006; Le Negrate et al., 2008).
This organism actually stimulates the formation of a
protein complex, ChlaDub1, to inhibit NF-kB activation
(Misaghi et al., 2006; Le Negrate et al., 2008), suggesting
that NF-kB may not be the most important complex con-
trolling inflammation initiated by chlamydiae (Le Negrate
et al., 2008), although this has not yet been shown for
C. pneumoniae. Nevertheless, with or without NF-kB, the
human host activates a variety of inflammatory responses
and releases various cytokines to cope with C. pneumo-
niae infection. For example, IL-8, which contains promot-
ers for multiple TFs including binding sites for AP-1 and
NF-kB, is released during C. pneumoniae infection of
endothelial cells (Krull et al., 2004) and is linked to inflam-
matory disease development at this site (Campbell and
Kuo, 2004; Krull et al., 2004). This suggests that at least
one alternative TF complex other than NF-kB is activated
in response to C. pneumoniae.

An obvious candidate is the AP-1 complex, a ubiquitous
dimeric protein complex composed of Jun (e.g. JUN) and
Fos (e.g. FOS) subfamilies (Curran and Franza, 1988).
AP-1 is commonly activated during microbial infection with
bacteria and viruses (Seo et al., 2004; Xie et al., 2005). In
in vitro studies, C. pneumoniae infection of human vascu-
lar smooth muscle cells induced both NF-kB and AP-1
(Miller et al., 2000). In the murine model, the product of
the immediate early gene c-Fos (FOS), a subunit of AP-1,
is activated in the heart during C. pneumoniae infection
(Huang et al., 2008).

Similar to NF-kB, AP-1 contains transcriptional regu-
lator binding sites for most inflammatory mediators, and
AP-1 can also bind promoters of inflammatory mediators
independent of NF-kB during inflammation (Cho et al.,
2001; Balasubramanian et al., 2003). Therefore, AP-1
independently mediates the release of inflammatory
mediators such as IL8 (Yeo et al., 2004). AP-1 also inter-
acts with other TFs to modulate expression of inflamma-
tory mediators during infection with pathogens such
as Group B Streptococcus (Vallejo et al., 2000). AP-1
functions vary depending on the combination of AP-1
complex components and conditions. The FOS and
JUN complexes normally function as positive factors in
regulating inflammation (Shaulian and Karin, 2002).
However, the functional complexity of AP-1 remains
largely elusive.

In the present study, we employed a systems biology
network approach and identified AP-1 as the core
complex modulating the fundamental processes of inflam-
mation, including inflammatory signalling initiation, the
signalling cascade and inflammatory mediator releases,
in response to C. pneumoniae infection. The model pre-
dicted a role for TLR3 in initiating the inflammatory
response, which was confirmed by infecting cells express-

ing different TLRs. Our results provide a unifying mecha-
nism by which C. pneumoniae regulates inflammation.

Results

AP-1 members are the core components of a TF
network Initiated by C. pneumoniae infection

To systematically decode a TF network involved in inflam-
mation initiated by C. pneumoniae infection, we applied a
protein-based network approach to analyse expression
profiling altered by C. pneumoniae infection. We first
assembled a protein interaction network by integrating the
known protein-interaction databases as we previously
published (Wang et al., 2010). We then mapped the
network with the transcriptome data that was significantly
altered by C. pneumoniae infection in HCAEC, a primary
cell line used as a model for studying arthrosclerosis and
C. pneumoniae infection (Molestina et al., 1998; Kaul and
Wenman, 2001; Hogdahl et al., 2008). HCAEC were
infected with live C. pneumoniae at five time points, rep-
resenting the developmental cycle of the organism. The
time points corresponded to bacterial attachment (5 min
post infection), entry (25 min), initial transformation into
metabolically active reticulate bodies and replication (2 h),
metabolism and replication (24 h) and transformation into
infectious particles for release and infection of adjacent
cells (60 h). The transcription alterations during infection
with living bacteria were compared with those from
UV-treated C. pneumoniae and mock-infected HCAEC.

The TFs with significantly altered expression during
C. pneumoniae infection were mapped to their corre-
sponding proteins in the above network to integrate the
gene expression profiling and network database as we
previously described (Wang et al., 2010). The overlaid
network became a dynamic TF network activated by
C. pneumoniae infection (Figs 1A and 2).

To identify the key TFs in the infection model, we
searched for the hubs and bottlenecks (Yu et al., 2007) in
the TF network as we previously described (Wang et al.,
2010). We systematically in silico knocked out each TF
and examined their contribution to network connectivity –
the distance between a node and every other node in the
transmission range – calculated as the average number of
neighbours (i.e. average distance). The TFs that contrib-
uted most to the connectivity of the network at 5 min were
FOS (v-fos FBJ murine osteosarcoma viral oncogene
homologue), EGR1 (early growth response) and MAP3K8
(mitogen-activated protein kinase kinase kinase 8)
(Fig. 1B, grey bars). In addition, we further calculated the
contribution of a single TF to the network diameter – the
average of the shortest path length, which essentially
characterized the network’s interconnectivity (Wang et al.,
2010). The longer the diameter, the less interconnectivity
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there is in the network. Knocking out a hub (highly con-
nected protein) would increase the diameter because of
the loss of short paths in a network, whereas knocking out
a bottleneck (node with many short paths going through
them, analogous to key bridges that link subnetworks to a
whole map network) (Yu et al., 2007), would decrease the
diameter because the network would be broken down
and the long path that normally links subnetworks would
be lost. Knocking out FOS dramatically increased the
network diameter (Fig. 1B, black bar), indicating that it is a
hub in this network. However, knocking out SFPQ (splic-
ing factor proline/glutamine rich – polypyrimidine tract
binding protein associated) remarkably decreased the
network diameter (Fig. 1B, black bar), and SFPQ also
notably contributed to network connectivity (Fig. 1B, grey
bar), suggesting that SFPQ is a bottleneck in this network.
Deleting hub FOS (Fig. 2, green arrow) caused a huge
loss in network connectivity. This suggested that the FOS
hub and SFPQ bottleneck (Fig. 2, pink arrow) are critical
co-ordinators in the network activated by C. pneumoniae
at 5 min.

Similarly, the top 10 nodes that contributed to the
network diameter for the rest of the time points are sum-
marized in Fig. 1C. The top two hubs at 25 min were
identified as FOS and AP-C (Activated Protein C), FOS
and JUNB at 2 h, FOS and STAT1 at 24 h, and JUN and
STAT1 at 60 h (Fig. 1C). Clearly, from the frequency of
each TF in the entire profiling, FOS and JUN predomi-
nated in these dynamic networks, indicating that the AP-1
complex is likely the core component of the inflammatory
network initiated by C. pneumoniae.

The microarray data have been deposited in GEO.
The accession number is GSE27008 (http://www.ncbi.
nlm.nih.gov/geo/query/acc.cgi?token=vduzheioawcigtm&
acc=GSE27008).

AP-1 regulatory network

After deducing that the AP-1 complex is likely the core
component of the inflammatory network stimulated by
C. pneumoniae, we searched for additional members of
the AP-1 regulatory network. We mapped the known
protein–protein interactions with inflammatory genes that
are associated with the AP-1 complex and that were
significantly altered after C. pneumoniae infection of
HCAEC (Fig. 3A). Special attention was paid to genes
that have putative AP-1-binding motifs predicted from
the motif-binding matrix (http://xerad.systemsbiology.net/
MotifMogulServer/) with constraint criteria as shown in
Fig. 4. Most of these inflammatory genes exhibit more
than two putative AP-1 binding sites located within 3000
base pairs upstream of the transcriptional start sites.
Examples are shown in Figs 3B and 4. The mapped
network containing these AP-1 targets became an AP-1

regulatory network that was further classified into func-
tional protein complexes based on gene functions and
cellular locations in the gene ontology database (Fig. 3A)
(http://www.geneontology.org). This network, then, con-
tained a number of primary complexes central to inflam-
mation, including receptor (yellow), binding and adhesion
(green) and immune response (red) complexes (Fig. 3A).
These protein interactions have largely been known
to be dynamically activated by the AP-1 complex.
For example, the features of inflammation induced by
C. pneumoniae infections in in vitro studies and murine
models, such as inflammatory mediators IL6, IL8, CD38
and TNFa (Selzman et al., 2003; Belland et al., 2004;
Campbell and Kuo, 2004) and key signalling kinases
like MAP3K8, were among the factors included in these
complexes.

AP-1 complex mediates expressions of
inflammatory mediators

To confirm the role of AP-1 in inflammation as predicted
above, we experimentally examined the effect of AP-1 on
the expression of inflammatory factors IL6, IL8, TNFa and
CD38 during C. pneumoniae infection of HEp-2 and
human peripheral blood monocytic leukaemia (THP-1;
ATCC TIB-202) cells. siRNA designed against AP-1
members FOS, FOSB, JUN and JUNB (Table S1) were
used to knock down expression of each in addition to the
combination knock-down of FOS and JUN. The knock-
down efficiency was determined by measuring gene
expression alteration of IL6, IL8, TNFa and CD38 by
qRT-PCR (Table S2).

siRNA treatment successfully knocked down at least
75% of the gene expression for AP-1 components FOS,
FOSB, JUN and JUNB (Fig. 5A). Knock-down of AP-1
significantly reduced expression of almost all examined
inflammatory factors (Fig. 5B–E) in both HEp-2 and
THP-1 cells except for IL6 in THP-1 cells with FOS-

(Fig. 5D). Notably, the combined knock-down of AP-1
components produced, in general, a greater reduction of
inflammatory gene expression than any single AP-1
member knock-down (Fig. 5B–E). For example, IL6
expression was not significantly altered under single
FOS knock-down in THP-1 cells, but was dramatically
repressed under the combination knock-down of
FOS-JUN-. These findings suggested that AP-1 dimers
are crucial TFs for inflammatory mediator release during
C. pneumoniae infection.

The expression levels of selected inflammatory genes
were also verified at the protein level using a Luminex
multiplex protein quantitative assay (Fig. 5F). In general,
results measured at the protein and mRNA level were
consistent. Both FOS- and JUN- resulted in significantly
lower protein levels of IL8 and TNFa compared with the
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control. Together, our data suggest that AP-1 is a key TF
complex regulating inflammation initiated by C. pneumo-
niae infection.

AP-1 complex mediates inflammatory signalling via
TLR3 and MAP3K8

We next explored the mechanisms for AP-1 regulation
of inflammation by examining the key inflammatory
pathway regulated by AP-1 during C. pneumoniae infec-
tion. Inflammatory signalling is initiated by pattern recog-
nition receptors (PRR), which then precipitate a signalling
cascade via protein kinases. To identify crucial genes
primarily involved in inflammation regulated by AP-1, we
systematically screened genes with the highest correla-
tion with AP-1 based on both the AP-1 target network
(Fig. 3) and the mathematical model analysis of coexpres-
sion profiling. Gene expression alterations of all compo-
nents of the AP-1 regulatory network (Fig. 3A) were
measured by qRT-PCR for both overexpression of AP-1
(wild-type) and knock-down of AP-1 (FOS-, JUN- and
combination FOS-JUN-) via siRNA during C. pneumoniae
infection of HCAECs. A standard stepwise regression
model was used to select genes with the largest partial
correlation with AP-1. The results showed that AP-1
strongly associates with TLR3 and MAP3K8. Based on
gene ontology (Fig. 3A), TLR3 appeared to be targeted by
AP-1, while MAP3K8 appeared to be the key kinase
for signalling transduction. We found that JUN and
FOS knock-down significantly inhibited TLR3 expression
(Fig. 6A) but not TLR4. TLR2 expression was similarly
inhibited. By plotting the dynamic gene expression pattern
of AP-1 components and MAP3K8 for 5 min, 25 min, 2 h,
24 h and 60 h, we found similar expression patterns
between AP-1 complex TFs and MAP3K8 in HCAECs
(Fig. 6B), which is consistent with the general regulatory
pathway induced by pathogens as previously reported by
Nijhara et al. (2001). Together, these data demonstrate
that the AP-1 complex mediates inflammatory signalling
via TLR3 and MAP3K8.

TLR3 regulates activation of NF-kB and expression of
the chemokine IL8

TLR2 was previously shown to stimulate the innate
immune response during infection by Chlamydia muri-
darum and C. pneumoniae, while TLR4 is thought to have
no effect (Prebeck et al., 2001; Darville et al., 2003; Naiki
et al., 2005; Cao et al., 2007). A role for TLR3 has been
reported for infection of an oviduct cell line by the murine
pathogen, C. muridarum (Derbigny et al., 2005; 2007;
2010) but never in animal studies. TLR3 effects on infec-
tion by the human pathogens, C. trachomatis or C. pneu-
moniae, have never been studied. Given our unexpected
finding that the AP-1 complex regulates signalling via
TLR3 during C. pneumoniae infection, we screened the
TLRs likely to be involved in the response to C. pneumo-
niae using HEK293 cells that are stably transfected
with control vector or human TLR2, TLR3 or TLR4. The
cells, including control cells, stably coexpress an NF-kB-
inducible SEAP (secreted embryonic alkaline phos-
phatase) reporter gene whose enzymatic activity can be
conveniently and quantitatively monitored through a
colorimetric assay.

As expected, HEK cells expressing NF-kB-induced
reporter gene but not TLR (HEK-Null1) did not show
NF-kB activation in response to stimulation with ligands
for TLR2 (Pam3), TLR4 (LPS) or TLR3 (Pam3), or infec-
tion with C. pneumoniae (Fig. 7A). However, C. pneumo-
niae infection or Pam3-stimulation induced strong NF-kB
activation in HEK-TLR2 cells, in agreement with previous
reports. C. pneumoniae infection had no effect in HEK-
TLR4 cells, although the positive control, LPS, stimulated
NF-kB activation in these cells. C. pneumoniae infection
had no effect at low multiplicity of infection (moi) in TLR3-
expressing cells, but activated NF-kB at significant levels
at an moi of 10 or 40. Even at the highest moi, there was
no NF-kB in the HEK-Null1 cells.

The same cells were also used to measure IL8 gene
expression during C. pneumoniae infection (Fig. 7B). IL8
expression in HEK-TLR3 cells was observed even at low
moi of infection. Much higher levels of expression were

Fig. 1. AP-1 components dominate the transcription factor (TF) network initiated by C. pneumoniae infection of HCAEC.
A. AP-1 components, FOS, FOSB and JUNB dominate the TF network initiated by C. pneumoniae infection. The TF network was derived from
a genome-wide protein interaction network overlapped with transcriptome data from this study (see Experimental procedures). Nodes and
edges donate proteins and interactions respectively. The colour of the node represents the gene expression level: Red for upregulation, green
for downregulation and violet for equivocal at 5 min.
B. The contribution of TFs to network connectivity and to the diameter of the network activated at 5 min post infection. TFs were
systematically knocked out in silico, and the alterations in network connectivity (measured as average number of neighbours) and network
diameter (measured as average shortest path length) were calculated (see Experimental procedures). The top TFs that contributed most to
the network are shown. FOS and MAP3K8 contributed the most to both connectivity and diameter, respectively, suggesting that AP-1
dominates the TF network for C. pneumoniae.
C. Summary of the top 10 TFs from our transcriptome data at each time point that contributed the most to the diameter of the network
activated at 5 min, 25 min, 2 h, 24 h and 60 h. From top to bottom, GBP2, SOCS3, STAT1, JUN, UBE2L6, IRF7 and IRF2 predominated in
late infection (24 h and 60 h), while IRF1, NFKIA and JUNB were featured at 2 h, 24 h and 60 h. SPIN, MDM2, CEBPB and APC
predominated at 25 min. EGR1, NR4A1, IL6 and FOS were primarily activated from 5 min to 24 h or to 60 h.
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Fig. 2. In silico knockout of hubs and bottlenecks in the TF network.
A. Hubs and bottleneck and their neighbours for the wild-type network activated at 5 min. The green arrow highlights a hub (FOS). The pink
arrow highlights a bottleneck (SFPQ).
B. The network was locally disconnected after the combination of knocking out the first five genes, FOS, EGR1, MAP3K8, ID1 and ID2,
compared with the wild-type network shown in (A).
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found in HEK-TLR2 cells, also consistent with previous
studies, although TLR3-dependent IL8 production during
chlamydial infection has not been reported until now.
C. pneumoniae infection, even at moi = 40, had no effect
on IL8 expression in HEK cells in the absence of TLR.

Discussion

Inflammation is fundamentally modulated by TFs.
However, the challenge has been to identify the critical
TFs that regulate inflammation, because a complex
network is usually activated during pathogenic infections.
The NF-kB complex, a well-characterized TF complex,
has been considered key in regulating inflammatory
mediators (e.g. IL6 and IL8) during chlamydial infections
(Gencay et al., 2003; Buchholz and Stephens, 2006).
However, recent studies argue against this (Le Negrate
et al., 2008). Significantly, chlamydial infection has been

reported to interfere with NF-kB signalling (Lad et al.,
2007; Le Negrate et al., 2008; Betts et al., 2009; Wolf
et al., 2009).

In the present study, we employed a systems biology
approach and found that AP-1 contributes to the major
structure of the TF network initiated by C. pneumoniae
infection (Fig. 1) and regulates many inflammatory media-
tors (Fig. 3). RNAi knock-down of single components of
AP-1 or the AP-1 dimer combination significantly reduced
the expression of inflammatory mediators, such as IL6,
IL8, CD38 and TNFa, at both the mRNA and protein level
(Fig. 5), although the latter levels were not as low as might
be expected given the corresponding gene knock-down.
The inflammatory mediator IL8 has been reported to be
regulated by NF-kB, but IL8 release also occurs through
the MAPK pathway independently of the NF-kB complex
during C. trachomatis infection (Lad et al., 2007). Here,
we revealed that IL8 is primarily regulated by AP-1. Our

Fig. 3. AP-1 target gene predictions using the
protein–protein interaction network and
promoter sequence analysis.
A. Predicting AP-1-associated genes
using the protein interaction network. The
genes were determined from the network
assembled from known transcription factor
protein–protein interactions and transcriptome
data as described in Experimental
procedures. This network was organized by
the gene ontology database, in which gene
functions and localizations were included.
AP-1 (nucleus) is predicted to interact with a
number of major functional modules, including
those for receptor complexes (yellow),
immune response (red) and binding and
adhesion (green).
B. Computational analysis of AP-1 binding
sites for inflammatory mediators. These AP-1
binding sites were identified by scanning the
5′ upstream promoter regions of each gene
with MotifMogul. For illustration, only the one
for IL8 is shown; the rest are shown in Fig. 4.
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Fig. 4. AP-1 binding sites for inflammatory mediators predicted by MotifMogul. MotifMogul was used to predict AP-1 binding sites for
inflammatory mediators as described in detail in Experimental procedures.
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findings suggest that AP-1 is a key TF complex that regu-
lates the inflammatory network activated by C. pneumo-
niae infection.

AP-1 is a ubiquitous dimeric protein complex composed
of different Jun (c-Jun, JunB and JunD) and Fos (c-Fos,
Fra-1, Fra-2 and FosB) subfamilies (Curran and Franza,
1988) and commonly activated during microbial infection
with bacteria and viruses (Seo et al., 2004; Xie et al.,
2005). AP-1 complexes normally function as positive
factors in regulating inflammation and the cell cycle. Yet,
different combinations of AP-1 members express differen-

tial biological effects. While JUN, FOS and FOSB are
often positively associated with inflammation, cell growth,
cellular transformation, tumour formation and tumour pro-
gression, JUNB performs a negative regulatory role in
mediating cell proliferation (Shaulian and Karin, 2002).
AP-1 mediates the release of inflammatory mediators
such as IL8 (Yeo et al., 2004) and regulates angiogenesis
caused by pathogen infection as in the case of herpes-
virus infection (Ye et al., 2007). AP-1 also interacts
with other TFs to cope with pathogen development
(Ravichandran et al., 2006) and modulates expression

Fig. 5. AP-1 regulates gene expression of inflammatory mediators in C. pneumoniae infected HEp-2 and THP-1 cells.
A. AP-1 components FOS, FOSB, JUN and JUNB were knocked down by siRNA. The knock-down efficiency was determined by measuring
gene expression alteration by qRT-PCR after siRNA knock-down of each AP-1 member (FOS, F-/-; FOSB, FB-/-; JUN, J-/-; JUNB, J-/-;
FOS and JUN, F-/-J-/-) in C. pneumoniae infected HEp-2 and THP-1 cells. At least 75% of the gene expression of AP-1 members was
knocked down when compared with the scrambled siRNA control.
B–E. Knock-down of AP-1 members FOS and JUN during C. pneumoniae infection significantly decreased key pro-inflammatory mediators
TNF, IL8, IL6 and CD38, but not IL6, measured by qRT-PCR in both HEp-2 and THP-1 cells compared with wild-type (WT).
F. Knock-down of AP-1 components JUN and FOS downregulate inflammatory factors TNF and IL8 compared with WT measured during
infection.
*P < 0.045, **P < 0.01, ***P < 0.001 and ****P < 0.0005.
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of inflammatory mediators during infection with pathogens
such as Group B Streptococcus (Vallejo et al., 2000). This
suggests that the biological functions of AP-1 are complex
and that much of its functional complexity remains to be
elucidated.

The function of AP-1 is known to vary depending on cell
type (Chinenov and Kerppola, 2001; Eferl and Wagner,
2003). We used three different cell types to examine the
AP-1 function during C. pneumoniae infection and sur-
prisingly, found that inflammatory mediators, IL6, IL8,
CD38 and IFN, were primarily regulated by most of the
AP-1 members examined here. In fact, other inflammatory
mediators predicted in Fig. 3A were also regulated by at
least one AP-1 member (either FOS or JUN) for a given
cell line. This suggests that AP-1 likely regulates inflam-
mation stimulated by C. pneumoniae infection. Our
results nicely parallel the recent observations showing
that AP-1 serves as a crucial modulator in regulating
inflammation initiated by other pathogens such as Group
B streptococcus, Herpes simplex virus 1 and Helicobacter
pylori (Zachos et al., 1999; Vallejo et al., 2000; Wu et al.,
2006).

The underlying molecular mechanism(s) whereby AP-1
mediates inflammation during infections remains largely
unknown. Here, our data revealed that AP-1 is activated
primarily from TLR3 and MAP3K8 signalling pathways
during C. pneumoniae infection. TLR3 is a host PRR
that recognizes dsRNA derived from many different viral
pathogens (Takeuchi and Akira, 2009). The interaction of
dsRNA with TLR3 and its ectodomain results in dimer
formation and recruitment of TIR-domain-containing
adapter-inducing interferon-b (TRIF) that initiates signal-
ling pathways and ultimately downstream TF activation,
including AP-1 (Botos et al., 2009). While dsRNA is com-
monly produced by viral replication and is not known to be
associated with chlamydiae, we speculate that it is possi-
ble that the organism generates a unique molecular ligand
that is recognized by TLR3. In a murine oviduct cell
line that was infected with C. muridarum, TLR3 was
expressed in infected cells and served as a trigger for
IFNb production (Derbigny et al., 2005), which was sub-
sequently found to be dependent on interferon regulatory
factor 3 (IRF3) and TRIF (Derbigny et al., 2007). Recently,
the IFNb response was shown to be dependent on TLR3
in the same cell line (Derbigny et al., 2010). In another
study. C. pneumoniae induced foam cell formation was
influenced by TLR2 and TLR4 but not TLR3 (Chen et al.,
2008). Our data revealed that TLR3 as well as interferon
regulatory factors were activated during C. pneumoniae
infection (Fig. 3) and regulated by JUN and FOS (Fig. 6).
AP-1 may regulate inflammation via regulating TLR3,
which appears to be one key receptor initiating inflamma-
tory signalling triggered by C. pneumoniae infection,
although signalling initiated by TLR3 can cascade via
various pathways (Vercammen et al., 2008).

In addition, our data showed that MAP3K8 is a key
enzyme regulating AP-1 signalling during C. pneumoniae
infection (Figs 2 and 4), which is consistent with pre-
vious reports showing that AP-1 is regulated by the
MAPK pathway (Chinenov and Kerppola, 2001; Eferl
and Wagner, 2003). Previous studies demonstrated that
release of inflammatory mediators such as IL8 are
dependent on the MAP pathway independent of NF-kB
(Cho et al., 2001; Balasubramanian et al., 2003). We
found that IL8 release was dependent on AP-1. Thus, our
findings suggest a model wherein C. pneumoniae initiates
inflammatory signalling via TLR3 and the MAPK pathway,
which in turn activates AP-1, triggering inflammatory
mediator and chemokine release that are linked to
chlamydial disease (Darville et al., 2003; Buchholz and
Stephens, 2006; Sessa et al., 2009).

The functions of different AP-1 components could vary
considerably, as inducers or inhibitors depending on
specific conditions. There are many pathways that can
transmit the signalling, once initiated (Fig. 3). Our data
showed that the FOS and JUN complex serves as a

Fig. 6. AP-1 complex mediates inflammatory signalling via TLR3
and MAP3K8.
A. JUN and FOS knock-down by siRNA dramatically alters gene
expression of TLR3 in C. pneumoniae infected HCAEC and THP-1
cells as measured by qRT-PCR.
B. Expression of AP-1 components correlates with MAPK signalling
pathway during C. pneumoniae infection of HCAEC measured by
both microarray and qRT-PCR.
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central mediator in regulating inflammation initiated by
C. pneumoniae, and this complex appears to perform its
functions primarily via a potential feedback loop that may
interact with TLR3 and MAP3K8. This does not exclude
other TF complexes or other signalling pathway compo-
nents that may be involved in the inflammatory process. In
fact, many of the intermediate steps and components in
the complex network (Fig. 3) remain to be experimentally
discovered. However, we consider our results to be less
biased than other biological and experimental conditions
because they are drawn from a systems biology-based

approach using established and primary cell lines, includ-
ing experimental validation. Thus, our results are support-
ing a role for AP-1 in regulating inflammation induced by
C. pneumoniae. Our findings lay the foundation for further
research to expand our understanding of the AP-1
complex and other TF networks in C. pneumoniae-
stimulated inflammation using appropriate animal models
and in vitro model systems. In addition, our approach
will be important for identifying immunotherapeutic
markers as targets for interventions to prevent the inflam-
matory diseases caused by C. pneumoniae such as

Fig. 7. TLR3 mediates NF-kB activation and IL8 expression.
A. Control HEK cells (HEK-Null) or HEK cells expressing TLR2, TLR3 or TLR4 were infected with C. pneumoniae (moi of 1, 5, 10 or 40) or
stimulated with the TLR ligands, 5 mg ml-1 Pam3CSK4 (TLR2 ligand), 500 ng ml-1 LPS (TLR4 ligand) or 200 ng ml-1, 2 mg ml-1 or 20 mg ml-1

poly(I:C) (TLR3 ligand) for 48 h or 72 h. NF-kB activation was assessed by measuring SEAP activity colorimetrically at 630 nm.
B. HEK cells expressing TLR3 or TLR2 were infected with C. pneumoniae at the indicated moi or stimulated with poly(I:C), and IL8 expression
was measured by qPCR.
*P < 0.045, **P < 0.01, ***P < 0.001 and ****P < 0.0005.
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atherosclerosis (Campbell and Kuo, 2004) and asthma
(Hahn et al., 2012). Indeed, while there are many publi-
cations regarding the role of this pathogen in atheroscle-
rosis, the present work may also be important in
understanding the pathogenesis of asthma, given the
growing body of evidence supporting an association
between C. pneumoniae and asthma (Metz and Kraft,
2010; Olivares-Zavaleta et al., 2011; Senn et al., 2011;
Hahn et al., 2012; Patel et al., 2012).

Experimental procedures

Network assembly

We combined existing network databases and systems network
approaches using our previously described methods (Wang
et al., 2010). Briefly, our network database included proteins
and interactions from BIND (http://bond.unleashedinformatics.
com/Action), DIP (http://dip.doe-mbi.ucla.edu/), HPRD (http://
hprd.org/), PreBIND (http://www.blueprint.org/system/app/pages/
search?scope=search-site&q=PreBIND), curated inflammatory
disease databases (Calvano et al., 2005; von Mering et al.,
2005; Reiss et al., 2005a,b), biocarta (http://www.biocarta.
com/pathfiles/h_inflamPathway.asp, http://www.biocarta.com/
pathfiles/h_LairPathway.asp), KEGG (http://www.genome.jp/
kegg/pathway.html), EMBL human database (http://www.
embl-heidelberg.de/) and two cytokine databases (http://
www.siteseostats.net/site/cytokine.medic.kumamoto-u.ac.jp and
http://people.bu.edu/gilmore/nf-kb/). This network was then used
as a basis for building a C. pneumoniae network from whole
human genome microarray data of C. pneumoniae infection of
HCAEC over five experimental time points representing the
developmental cycle of the organism (see below).

C. pneumoniae propagation

Chlamydia pneumoniae strain A03 (a gift from Dr James Sum-
mersgill) was previously isolated from the coronary artery of a
patient with atherosclerosis (Ramirez, 1996). This clinical isolate
was propagated in HEp-2 cells (ATCC CCL-23; Manassas, VA)
following standard laboratory protocols as we have described
previously (Ramirez, 1996; Molestina et al., 1998; Mukhopad-
hyay et al., 2004; Wang et al., 2010). Isolates were purified using
30% RenoCal centrifugation gradients as described (Li et al.,
2005; Wang et al., 2010) to eliminate ~ 0.1% of contaminating
human cellular material.

HCAEC culture and infection

The cell culture was performed using a previously reported
method (Wang et al., 2010). Briefly, Endothelial Cell Basal
Medium-2 with hEGF, Hydrocortisone, GA-1000, FBS, VEGF,
hFGF-B, R3-IGF-1 and Ascorbic Acid (CloneticsTM EGM®-2-MV
BulletKit, East Rutherford, NJ) were used to grow HCAEC
(CloneticsTM) according to the manufacturer’s instructions. The
cells were grown in T25 flasks in 37°C with 5% CO2 to a conflu-
ence of ~ 80% and ~ 55%, respectively, for subsequent group 1
(0 min, 5 min, 25 min and 2 h) and group 2 (24 h and 60 h)
infections with C. pneumoniae. A C. pneumoniae moi of 100 and

5 was used for group 1 and group 2 infections respectively. The
higher confluence and moi for group 1 was used to ensure
sufficient infection for a short period of C. pneumoniae growth for
RNA extraction. The lower confluence and moi for group 2
allowed the cells to grow and for C. pneumoniae to infect these
cells for the 24 h and 60 h time points in such a way that neither
the cells nor C. pneumoniae would overgrow the cell culture
system, which could result in apoptosis and loss of infection. For
UV inactivation, C. pneumoniae was treated with a UV germicidal
light for 3 h (30 w, 15 cm). HCAEC were infected as above with
UV-treated C. pneumoniae at the same moi as for viable
C. pneumoniae. Mock-infected HCAEC were used as controls for
each time point.

RNA extraction, microarray hybridization and
array detection

Infected and uninfected HCAEC at 0 min, 5 min, 25 min, 2 h,
24 h and 60 h post infection were trypsinized and collected by
centrifugation. RNA was purified using the RNeasy RNA purifica-
tion kit (QIAGEN, Valencia, CA), including an on column treat-
ment with DNase to eliminate all traces of DNA, according to the
manufacturer’s instructions and as we have previously described
(Gomes et al., 2005). Affymetrix Human Genome U133 Plus 2.0
Arrays, which contain over 47 000 transcripts that completely
cover the whole human genome, were employed in this study.
GeneChip® One-Cycle Target Labelling and Control Reagents
(Affymetrix, Santa Clara, CA) were used to process RNA and for
hybridization to the microarrays following the manufacturer’s pro-
tocols. Briefly, cRNA was generated from total RNA. The result-
ant biotinylated cRNA was fragmented and hybridized to the
microarrays. The arrays were washed, stained and scanned with
the Affymetrix scanner using the manufacturer’s recommended
protocols as per the Stanford University Gene and Protein
Expression Core Facility (Palo Alto, CA).

Network analysis

Network analysis was performed as we described in detail pre-
viously (Wang et al., 2010). Briefly, genes with significant altera-
tions in gene expression compared with controls in the
microarray (t-test, P < 0.05, as per the Bioconductor package)
(Gentleman et al., 2004) were used to overlay the network
described above. These overlaid networks became the
inflammatory networks activated (up- and downregulated) by
C. pneumoniae. The activated networks were decomposed into
functional modules based on topological interconnection intensity
and gene functions (http://www.geneontology.org/) (Bader and
Hogue, 2003; Maere et al., 2005; Singhal and Domico, 2007;
Singhal and Resat, 2007). Genes were classified according
to the gene ontology database (http://www.geneontology.org/)
(Garcia et al., 2007).

Standard stepwise regression, which adds and removes vari-
ables, was used to select the variables (genes, in our case). The
basic method of stepwise regression is to calculate an F-statistic
for each variable in the model (Hennekens and Buring, 1987). If
the F-statistic for any variable is less than F, the variable with the
smallest F is removed from the model. If no variable can be
removed, the procedure attempts to add a variable. An F-statistic
is calculated for each variable not yet in the model. The variable
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with the largest F-statistic is then added, provided its F-statistic is
larger than F to enter. Adding this variable is equivalent to choos-
ing the variable with the largest partial correlation or the variable
that most effectively reduces the error sum of squares. The
regression equation is then calculated, results are displayed and
the procedure continues to a new step. If no variable meets the
criteria for addition to the network, the stepwise procedure is
finished.

AP-1 binding sites were predicted using the motif Mogul (http://
xerad.systemsbiology.net/MotifMogulServer/), with human strin-
gent matrices, stringent MotifLocator Scans at 0.01%, P < 0.05,
and others as per the default setting in the programs.

Small interfering RNA knock-down

Small interfering RNA (siRNA) knock-down experiments were
performed as we previously described (Wang et al., 2010).
Briefly, based on the results of the microarray analyses, siRNAs
were selected to target AP-1 members, FOS, FOSB, JUN and
JUNB (Table S1). To avoid cell line bias, RNAi experiments were
also performed in HEp-2 and THP-1 cell lines in addition to
HCAEC, which are primary cells. Since results were similar
between THP-1 and HCAEC experiments, some experiments
were performed with only HEp-2 and THP-1 cell lines owing to
the difficulty in working with primary cells.

Cells were cultured to 60%, and siRNAs including scrambled
siRNA as a control, were transfected at a 75 nM final concen-
tration, using 0.45% Oligofectamine (Invitrogen, Carlsbad, CA)
in a 48-well format. The plates were placed in a tissue culture
incubator at 37°C and 5% CO2. After 48 h of siRNA-mediated
gene knock-down, the medium was removed and the cells
were infected with C. pneumoniae at an moi of 5. After an
additional 24 h of incubation as above, each experiment was
analysed for quantitative gene expression and protein concen-
trations as described below. All experiments were performed in
triplicate.

Quantitative RT-PCR

Quantitative RT-PCR was performed as we have previously
described (Gomes et al., 2005; Wang et al., 2010). Total RNA
was extracted using an RNeasy RNA isolation kit (QIAGEN).
DNA was digested with RQ DNase (Promega, Madison, WI) at
37°C for 30 min, and cDNA was generated using a Reverse
Transcription kit (ABI, Carlsbad, CA). Quantitative real-time
reverse transcriptase PCR (qRT-PCR) was run using the Power
SYBR Green PCR Kit (ABI) and reagents as we described
(Gomes et al., 2005; Wang et al., 2010). The primers for each
analyte are shown in Table S2. Each experiment contained nega-
tive controls including no template controls, mock-infected
HCAEC, HEp-2 or THP-1 cell cDNA and RNA samples without
RT. PCR parameters consisted of one cycle of 95°C for 15 min,
followed by 40 cycles of PCR at 95°C for 15 s, 55°C for 30 s and
72°C for 30 s. The relative amount of target gene mRNA and 16S
bacterial rRNA was normalized to beta-actin mRNA. These
experiments were performed in triplicate.

Cytokine protein quantification

Cytokine concentrations for IL2, IL4, IL6, IL8, IL10, IL12,
GM-CSF, IFNg, TNFa and IL1b were tested using Bio-Plex

10-plex kits (Bio-Rad, Hercules, CA) as per the manufacturer’s
protocols. Briefly, 50 ml of cell culture supernatant for each
sample was collected and assayed in duplicate. A range (1.95–
32 000 pg ml-1) of standards for each cytokine were resuspended
in diluent and used to plot standard curves. Data obtained from
Bio-Plex Manager software program (Bio-Rad) for standardiza-
tion and standard curves were converted to Excel™ (Microsoft
Corporation, Seattle, WA) to determine the final concentration for
each protein.

NF-kB activity and chemokine expression in
HEK-TLR cells

HEK-Blue SEAP reporter cell lines, Null1, Null2, hTLR2, hTLR3
or hTLR4 (Invivogen, San Diego, CA), were grown in T75 flasks
with DMEM high glucose media supplemented with 10% FCS,
50 U ml-1 penicillin, 50 mg ml-1 streptomycin and selected with
the appropriate antibiotic according to the manufacturer’s
instructions. Twelve hours prior to stimulation, 1 ¥ 105 HEK-Blue
cells per well (24-well plate) were plated. At ~ 50% confluency,
cells were left untreated or infected with C. pneumoniae at an
moi of 1, 5, 10 or 40; or treated with 0.2, 2.0 or 20 mg ml-1 poly
I:C (pI:C), 5 mg ml-1 Pam3SCK4 or 0.5 mg ml-1 ultra pure
Escherichia coli lipopolysaccharide (LPS) as indicated (Invivo-
gen). Supernatants were collected at 48 and 72 hpi for the
NF-kB activity assay. Whole cells were collected for RNA isola-
tion (below) at 72 hpi.

Collected supernatants from each sample were mixed at a ratio
of 9:1 with QUANTI-Blue solution (Invivogen) in a flat-bottom
96-well plate. The samples were incubated at 37°C for
2 h and then the secretion level of Secreted Embryonic
Alkaline Phosphatase (SEAP) was measured at 630 nm using a
spectrophotometer.

For measurement of cytokine gene expression by real-time
PCR, mRNA was isolated from cells after the indicated treat-
ments using the Qiagen RNeasy kit (QIAGEN) following the
manufacturer’s instructions. The synthesis of the complementary
DNA (cDNA) template was conducted according to the manufac-
turer’s instruction (TaqMan, Roche, Pleasanton, CA). qPCR
analysis using Mx3000P (Stratagene, La Jolla, CA) was con-
ducted in triplicates in a 20 ml final volume with Brilliant III Ultra-
Fast SYBR Green qPCR master mix (Stratagene). Real-time
PCR included initial denaturation at 95°C for 3 min, followed by
40 cycles of 95°C for 5 s, 60°C for 20 s, and one cycle of 95°C for
1 min, 55°C for 30 s, 95°C for 30 s. The average for each treat-
ment was normalized to the activity of a house-keeping gene,
GAPDH. The relative expression of IL-8 for each cell type was
normalized to the untreated samples. The statistical analysis was
carried out using the unpaired t-test where *P < 0.045,
**P < 0.01, ***P < 0.001 and ****P < 0.0005. Data were collected
from three independent experiments.
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