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Low-cost mobile air pollution monitoring in urban environments:
a pilot study in Lubbock, Texas

Grant R. McKercher and Jennifer K. Vanos

Department of Geosciences, Texas Tech University, Lubbock TX, USA

ABSTRACT

The complex nature of air pollution in urban areas prevents traditional monitoring techniques from
obtaining measurements representative of true human exposure. The current study assessed the
capability of low-cost mobile monitors to acquire useful data in a city without a monitoring
network in place (Lubbock, Texas) using a bicycle platform. The monitoring campaign resulted in
30 days of data along a 13.4 km fixed concentric route. Due to high sensitivities to airflow, the
apparent wind velocity was accounted for throughout the route. The data were also normalized
into percentiles in order to visualize spatial patterns.

The highest estimated pollution levels were located near frequently busy intersections and
roads; however, sensor issues resulted in lower confidence. Additional research is needed
concerning the appropriate use of low-cost metal oxide sensors for citizen science applications,
as measurements can be misleading if the user is unaware of sensors specifications. The
simultaneous use of several low-cost mobile platforms, rather than a single platform, as well as
the use of high-end cases, are recommended to create a more robust spatial analysis. The issues
addressed from this research are important to understand for accurate and beneficial application
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of low-cost gaseous monitors for citizen science.

1. Introduction

Near-roadway air pollution related to heavy volumes of
traffic can be dynamically complex, varying greatly
within 100 m of a particular roadway [1-3], while dis-
tances between monitors in established urban networks
are generally 1-10 km. Consequently, the small spatial
and temporal scales at which humans are exposed are
inconsistent with measurements from current monitor-
ing networks.

The more recent use of mobile air pollution monitors
has often found large differences between personal
measurements and ambient monitoring station obser-
vations. For example, measured personal exposure to
nitrogen dioxide gas (NO,) (@ common indicator of
roadway air pollution) is often significantly higher near
heavy traffic than the nearby monitoring station [4]. This
discrepancy occurs because ambient measurements are
intended to be representative of a local geographical
area; however, the typical locations of ambient air-
quality monitors are not always in close proximity to
major pollutant sources [5,6]. Therefore, ambient monitors
cannot represent the smaller micro-scale changes in air
pollution that exist throughout urban areas and true
human exposures are unknown [7,8].

It has been shown that people who spend more time
near large roadways experience negative health effects
[9], and in 2007 it was found that in the U.S., this affected
population totaled approximately 45-million people [10].
A later study published similar numbers, where approxi-
mately 16% of U.S. housing units were located within
300 ft of a major highway, railroad, or airport (approx.
48 million people) [11]. Specifically, UFP (ultra-fine par-
ticles with a diameter 0.1um or less), NO (nitric oxide),
and CO (carbon monoxide) concentrations have been
found an order of magnitude higher near freeways
than on residential streets [12], thus people nearest road-
ways with greater traffic volume are likely at greater risk.

Small, low-cost air pollution monitors have the ability
to improve or supplement the spatial and temporal res-
olution of current data and expand monitoring to
locations where there are no air pollution observations
[5,6,8]. Two methods for supplementary monitoring
with low-cost monitors include the development of
high-density sensor networks (e.g. Airsensa [13]) and
the development of commercially available mobile
monitors that wirelessly transmit data for crowdsourcing
(e.g. Smart Citizen [14]). Although there is a lack of con-
crete information on the effective use of such sensors by
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individuals and communities, specific vulnerable popu-
lations in urban areas can benefit from these sensor
systems (e.g. child exposure [15,16], environmental
justice [17]).

Further, efforts from citizen and joint academic-com-
munity science initiatives can help identify environ-
mental health problems associated with air quality in
urban areas. Yet, in order for small, low-cost monitoring
data to influence real action, it must be accurate. Unfor-
tunately, there remains a gap between technological
development and successful use of newer technologies
within communities of proactive decision-making [18].
With respect to air- quality sensors, McKercher [19] com-
pared various available gaseous monitors, highlighting
common issues in cost, precision, sensor sensitivities,
and applicability for different purposes, including
citizen science. The advent of cheap, accurate, commer-
cially available air pollution monitors has immense
potential, yet real-world application of such sensors by
average citizens is relatively unstudied.

Therefore, the current research study employed low-
cost mobile air pollution monitors on a bicycle platform
with an objective to utilize the monitors in a manner
similar to the average ‘citizen scientist’. The main
goal of performing this study in Lubbock, Texas, was
to assess the capabilities of low-cost mobile monitors
to acquire useful, actionable data in a city without a
monitoring network in place. Lubbock, TX (population
estimated to exceed 300,000 [20]) is one of many
small-to-medium sized cities lacking regulation-grade
air pollution monitors. The nearest regulatory monitor
to Lubbock is over 100 miles away, thus common
ambient air pollution levels are unknown and challen-
ging to estimate.

2. Experimental
2.1. Study design

A fixed-site station (FSS) was installed on an open, grass
field west of Texas Tech University (33.578, —101.895), 30
m from the nearest roadway (19th Street), which com-
monly experiences medium to heavy traffic. This location
was chosen because of proximity to two organizations
(TTU campus and Covenant Hospital) with large, poten-
tially vulnerable populations (i.e. students, elderly). The
FSS included advanced meteorological instruments
(Campbell Scientific, Inc) that measured temperature
and relative humidity, solar radiation, wind speed, and
wind direction enclosed within a small chain-link cage.
For further information including a local scale overhead
view of the study area and a labeled photo of the FSS,
see Supporting Information (SI) pages S2-5S4.

The Smart Citizen Kit (SCK) low-cost environmental
monitor (designed for citizen science) measures CO/NO,,
temperature, humidity, light intensity, and sound levels.
The SCK has a battery lifetime of four hours and may be
programmed to sample at various rates (e.g. 25, 5, or 15).
The CO/NO,; sensor (MiCS-4514) is a metal oxide sensor
(MOS) that outputs measurements of resistance (K{) cor-
responding to real gas concentrations. Currently, no
formal studies of SCK performance have been published
in peer reviewed scientific literature, however, one evalu-
ation comparing SCK CO/NO, responses to a reference
monitor has been performed [21] — likely using a similar
configuration, but without cases — where findings indi-
cated CO data was reliable, while NO, was not. The MiCS-
4514 contains two sensor chips with individual heaters
and metal oxide layers responsive to either reducing
(RED) or oxidizing (OX) gases [22]. The resistance of the
RED sensor chip decreases in relation to CO gas, while
the resistance of the OX sensor chip increases in relation
to NO,. Ideally, a decrease in CO resistance corresponds
to anincrease in true CO concentrations, while an increase
in NO, resistance corresponds to an increase in true NO,
concentrations. See S| page S6 for generalized graphs of
these relationships. For specific information on SCK com-
ponents, see Sl page S5.

For mobile monitoring, an SCK was strapped to each
of the researcher’s wrists (see Figure 1(A,B)) and a GPS
was mounted onto the handlebars. Separately, a third
SCK was mounted onto the FSS. The experiment was
designed to control for confounding factors such as
weather and traffic, while achieving a consistency
repeatable on multiple days per week. For example,
the mobile platform was deployed on weekdays (with
the exception of two days) between 15:00 and 17:00
when air temperatures were above 70°F (21.1°C) and
skies were mostly clear. In total, mobile data were col-
lected on 30 days. For a complete list of the monitoring
days, see Sl page S7.

The experimental route was designed so that data
may be collected at varying distances from the FSS. It
consisted of a single fixed path made up of three com-
plete loops: a small, medium, and large loop (see
Figure 2). The route followed a concentric pattern
through multiple micro-environments (e.g. suburban
neighborhoods, business corridors, and bicycle paths)
for approximately 8.3 miles (13.4 km) starting and finish-
ing at the same position. Each ride lasted about 40 min
including stops where appropriate (e.g. intersections).

Multiple configurations of each SCK (1, 2, and/or 3)
were used throughout the mobile monitoring campaign,
consisting of three periods: Period A, B, and C (see
Table 1). For the majority of the study, SCK1 was
enclosed within a plastic 3D-printed case with open air
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Figure 1. (A) SCK1 inside a 3D printed case on the researcher’s left wrist. (B) SCK2 in an open battery holder on the researcher’s right
wrist. (C) SCK3 in one of the two cases purchased from Polycase outfitted with a PTFE membrane over the air pollution sensor.

ventilation (see Figure 1(A)). The initial reason for venti-
lation was to eliminate sampling issues related to lag,
maximizing the amount of air passing over the sensor.
The case also served to protect the monitor from external
damage. However, for reasons discussed later, during the
final five sampling days (27 April 2016-6 May 2016), SCK2

i Bicycle Loops
3 loops around the fixed site at various distances

and SCK3 were housed and covered by plastic cases pur-
chased online (Polycase). The cases were cut open over
the air pollution sensor and a Teflon tube was inserted
and glued into place with a 2 um PFTE (Polytetrafluor-
ethylene) membrane filter covering the hole (see
Figure 1(Q)).
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Figure 2. The bicycle route for the mobile deployment. All loops were a part of a single continuous ride. The pin is at the location of the

FSS. Map from Google Earth [36].
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Table 1. Comparison of the mobile data collection periods.

First Last Number of sampling
Period date date days SCK(s) Cases
A 2/10/15  20/2/16 8 SCK12 SCK1
only?
B 2/3/16  15/4/16 17 SCK1,2,3 SCK1
only?
C 27/4/16  6/5/16 5 SCK1,2,3 ALL®

Note: See SI page S7 for the expanded and more detailed version.

2Due to funding constraints, only SCK1 was used.

bSCK1 in 3D-printed case, SCK2,3 without cases.

€SCK1 in 3D-printed case, SCK2,3 in plastic cases with PTFE membranes cover-
ing the MOS sensor.

2.2, Testing the SCKs

To quantify differences between the three SCK air pol-
lution sensors, multiple indoor baseline tests were per-
formed. The baseline tests involved extended periods
(e.g. 60-120 min) of stationary indoor monitoring in a
closed room.

Also, a series of bump tests were completed in order
to test SCK responsiveness to CO and NO, gases,
although we recognize that these tests would not be
possible by average citizens. For the bump tests, a table-
top chamber was built from a 5.7 L clear plastic bin con-
nected with tygon tubing to a gas cylinder regulator and
a small cylinder of calibration gas. In total, three CO gas
cylinders (2, 20, and 35 ppm) and one NO, gas cylinder
(1 ppm) were used. Bump tests were performed with
each CO and NO, gas indoors during multiple occasions
throughout March, April, and May, 2016. Typically, all
three SCKs were closed within the chamber and each
gas cylinder was used at 0.5LPM for 2-5min. Gases
were allowed to escape the chamber from a small hole
on the opposite end. For detailed examples of the
bump tests, see S| pages S9-510.

To test the air pollution sensors’ responses to airflow,
a laboratory test was performed with a small indoor fan,
directing air at two different speeds (‘low’ and ‘high’)
towards the three SCK sensor boards. The average
wind speeds from the two fan settings were estimated
to be 1.5 and 3.5 ms™" respectively using a cup anem-
ometer over a series of several minutes. Additionally,
an outdoor test was performed, measuring the effect
of activity speed on SCK air pollution measurements. A
detailed description of the outdoor airflow test is
included from SI page S12.

2.3. Methods for analysis

There were three main sources of data for the mobile
experiment: (1) the SCKs, (2) the FSS, and (3) the GPS.
First, all raw data were separately quality controlled and
processed according to the source. Next, the SCK and
FSS data were averaged, thus smoothing the data and

dampening noise effects. For example, 1 or 5s SCK data
were averaged to 25s intervals and 5s FSS data were
averaged to 1 min intervals. The SCK and FSS timestamps
nearest to each GPS time were then separated and
matched. Within this process, a positive linear trend in
the NO, data associated with the sensor warmup was
removed with statistical detrending. See Sl pages S14
and S15 for more detail regarding these processes.

The horizontal components of the wind velocity were
used to calculate the wind vector (V,,) and the horizontal
components of the activity motion were used to calcu-
late the activity vector (V,). The angle between the
wind and activity vectors was calculated using Equation
(1) and the apparent wind velocity experienced by a
cyclist (V;) was found using Equation (2), where V,, is
wind speed, V, is activity speed, and a is the angle
between the wind direction and activity motion.
Equation (1) is derived from the law of cosines where
the angle is shifted by 77 (180°).

Vi - Vi
a = arccos| ——— |, )
[Val - [Vl

V= (2 £ W — @y costm—a)). @)

2.4. Spatial and statistical analyses

Due to multiple issues with the SCKs monitors (which are
discussed in detail in upcoming sections) the following
spatial and statistical methods were called upon in
order to appropriately analyze the mobile data in this
study. To view changes in air pollution data spatially,
matched GPS and SCK data were plotted on a local
tangent plane. Using point locations, maps were
created showing locations of higher and lower estimated
air pollution levels based upon the SCK resistance data.
In the context of this paper, the highest 10th percentile
refers to the highest 10% of evenly distributed data. To
normalize the data so that true spatial patterns would
be revealed, the highest 10th percentile (corresponding
to higher air pollution concentrations) were separated
from each day and plotted all together as points. These
plots displayed the locations of the lowest 10% of the
CO resistances and highest 10% of the NO, resistances
for each day, overlaid for all days in which SCK1
(n = 26) and SCK2 (n = 22) were used; therefore, the
locations with the greatest number of points corre-
sponded to a greater frequency of that location having
higher air pollution than other locations.

Further spatial analysis was performed on the clustering
of the points from the CO and NO, highest 10th



percentiles. Using ArcGIS 10.1, point density layers were
calculated as heatmaps, visualizing the areas in which
high air pollution values were most frequently and
densely located. This was performed for both mobile moni-
tors: SCK1 and SCK2. Following the creation of the heat-
maps, data points within the greatest densities were
selected, separated into new files, and statistically com-
pared against the entire 10th percentile dataset (p < .05).

Pearson correlations were calculated and significance
testing performed between various measured quantities.
For the significance tests, data from each SCK were nor-
malized from 0 to 1 to remove inter-SCK biases and sep-
arate ‘post-hoc’ t-tests were performed between all
variables. By applying a null hypothesis that each pair
of variables had equal means, significance testing was
also performed between sampling days in which SCK2
and SCK3 were open (Periods A and B) and covered
with plastic cases (Period C) (p<.05 ).

3. Results and discussion
3.1. SCK tests

Results from the indoor baseline tests were noticeably
different between the three SCKs. For example, SCK1
generally reported much higher CO /NO, resistance
values than both SCK2 and SCK3 (positive bias). Also,
there were small differences between SCK2 and SCK3,
indicating out-of-the-box variability.  Furthermore,
results showed differences between the days in which
similar baseline tests were performed, which may be
related to individual characteristics and errors of each
sensor. See S| pages S8-S9 for more description and
tables of these results. Together, these issues made it
challenging to trust data from individual SCKs;
however, by normalizing the data, results from the moni-
toring campaign could be compared between SCKs.
The bump tests showed that increasing concen-
trations of CO gas had only a minor effect on CO resist-
ance output for all three SCKs. However, sealing the
top of the chamber caused an immediate decrease in
resistance and when the top of the chamber was
opened, the resistance measurements returned to base-
line values. It seems that the sensor resistances were
more heavily impacted by the opening and closing of
the chamber. This may highlight an issue with the
MiCS sensors themselves (i.e. cross-sensitivities or
airflow dependencies [23]). The NO, bump test showed
a positive resistance response to NO, gas, which was
increasing in time. It is unknown if the increasing NO,
response was due to the fact that gas was allowed to
escape or if it was a characteristic of the sensor (i.e.
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sensor warmup). See S| pages S9-5S10 for data and
more information on the bump tests.

In general, the SCKs responded to gases in the
expected direction (decreasing resistance was associated
with increasing CO and increasing resistance when
exposed to NO,), however, given the variabilities found
from the baseline tests and challenges of interpreting
bump test results, calibration curves could not be devel-
oped for the CO /NO, sensors. The SCK tests resulted in a
general lack of response to known concentrations of CO
and a more noticeable, increasing response to NO, gas
(see figures on S| pages S9-510). These results were
not useful to relate the raw resistance data to the true
calibration gas concentrations, unlike the results of the
outdoor evaluations reported by the South Coast Air
Quality Management District’s Air Quality Sensor Per-
formance Evaluation Center (AQ-SPEC) [21], which pro-
vided helpful information about the reliability of the SCK.

Controlled airflow from the fan resulted in an immedi-
ate positive response for both CO and NO, resistances,
however, there was not a significant change when the
speed was switched from ‘low’ (1-1.5 ms~") to ‘high’
(25-4.5ms™"). The fan caused SCK temperatures to
decrease about 4°C, which agrees with a previous study
that reported a maximum temperature drop of 8°C due
to airflow generated from a fan at speeds near 6.6
ms™'[24]. The data from this test are shown on Sl page S11.

The amount of wind passing over each sensor board is
an important factor when using MOS air pollution
sensors. The use of MOS sensors on a bicycle platform
likely results in significant inflation of the resistance
measurements, especially when the activity velocity is
high (see outdoor activity test results on SI page S12).
Increased airflow across the MiCS-4514 alters the
heated layer temperature [23] and because MOS
sensors rely on metal oxide conductivity to make
measurements, a change in temperature causes a corre-
sponding change in output resistance. Henceforth, it is
crucial for MOS air pollution sensors to have well-
designed protection (i.e. case and Teflon membrane) to
shield components from airflow, especially when used
on a bicycle platform [23] or in windy environments.

The lack of attention that the airflow issue has
received in scientific literature and sensor documen-
tation has made measurements from devices such as
the SCK somewhat misleading. Given the applications
of the SCK (citizen science and crowdsourcing) and the
challenges experienced in this study, the SCK is not rec-
ommended for air pollution monitoring in a city without
a reference monitoring network, especially in high winds.
It is possible that similar sensors have been able to report
accurate air pollution measurements in laboratory sensor
evaluations with low airflow (e.g. EPA Sensor Evaluation
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Report [25]), yet tests of these sensors in outdoor
environments are needed to truly assess their ability to
observe ambient air pollution. Ideally, in order to evalu-
ate the performance of the SCKs, a comparison with an
outdoor ambient monitor should have been completed,
such as AQ-SPEC [21]. There were potential flaws with
the indoor bump tests with calibration gases, but
because CO data have been proven fairly accurate to
ambient outdoor concentrations [21], the field results
from this study have some validity.

If the SCK or similar monitors are frequently calibrated
with an outdoor reference monitor and properly pro-
tected from the airflow, it is possible that they may
convey more impactful findings. A categorical system is
necessary to separate instruments that are sufficient for
accurate measurements on their own and monitors
that require frequent calibrations or collocation with
reference analyzers [19].

3.2. Mobile monitoring campaign

GPS points were plotted at the locations of daily lowest
10% CO resistances (highest estimated true CO levels)
and daily highest 10% NO, resistances (highest esti-
mated true NO; levels). By separating the data into per-
centiles, daily variations (as found in the baseline tests)
were removed and by normalizing the individual SCK
data, out-of-the-box differences were accounted for.

A SCK2 —
CcoO
/ Z o —-ﬁaraai/
a_h___.,.g i
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Further influences from airflow were minimized due to
the large number of samples and quantified using stat-
istical comparisons to measured wind velocity at the
FSS (SCK3) and apparent wind velocity along the moni-
toring route (SCK1,2). SI pages S15-516 show an
example of one day of data.

The left maps on Figure 3 are point density heatmaps
of the daily lowest 10% of CO resistances, which cluster
to several specific regions. These regions were similar
between SCK1 and SCK2, however, the SCK2 point den-
sities were generally lower in magnitude because SCK2
was used on fewer days. Most importantly, the regions
of interest for both mobile SCKs have been identified
near or along intersections of roads that commonly
experience moderate to heavy traffic. Table 2 lists statistics
from each intersection subset compared to the 10th per-
centile as a whole. The mean CO resistances at two
specific intersections, 19th St. & Knoxville Ave. and TTU
Pkwy. & Knoxville Ave. were significantly lower than the
10th percentile mean for both SCK1 and SCK2 (see
Table 2). These locations were most frequently associated
with significantly low CO resistances, which may have
been due to significantly higher true air pollution levels.

The maps on the right in Figure 3 show point density
heatmaps of the daily highest 10% of NO, resistances.
High NO, levels were most frequently recorded near
one intersection in common with the previous CO analy-
sis (TTU Pkwy. & Indiana), however, the other locations of
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Figure 3. Point density heatmaps showing areas of highest estimated CO and NO, measured by SCK1 (top) and SCK2 (bottom). Points
on left plots show GPS locations of the lowest 10% CO resistances, overlaid for all days for SCK1 (n = 26) and SCK2 (n = 22) and points
on right plots show GPS locations of the highest 10% NO, resistances, overlaid for all days for SCK1 (n = 26) and SCK2 (n = 22). Map

underlay from Google Earth [36].



Table 2. Descriptive statistics of CO compared between the
lowest 10th percentile and selections of subsets at specific
intersections where point densities were highest.

SCK1 CO(KQ) SCK2 CO(KQ)

Dataset Mean£SD Mean+SD
10th percentile 589+117 37377
19th St. and Knoxville Ave. 545+105* 351+£89*
19th St. and Memphis Ave. 594+104 364+80
21st St. and Memphis Ave. 609+77 NA

24th St. and Quaker Ave. 653+89* 384+71
TTU Pkwy. and Indiana Ave. 541£118* 371166
TTU Pkwy. and Knoxville Ave. 556:+£122% 353+89*

*Significant difference from the 10th percentile (p < .05).
NA - data subset not created for comparison.

interest did not match between the two pollutants. Also,
the NO, data indicated slight differences between SCK1
and SCK2. Clusters of SCK1 points were found in three
regions in the northeastern corner of the large loop,
while much of the SCK2 clustering was located along
the western edge of the large loop (Quaker Ave.).
Table 3 includes statistical descriptions of the NO, resist-
ances from the subsets at each of the locations with the
highest point density. It was found that within the 10th
percentile dataset of SCK1 resistances, levels were signifi-
cantly higher in the cluster of measurements taken on
the southern side of a pedestrian overpass across
Highway 82. For SCK2, levels were significantly higher
for subsets at two intersections, TTU pkwy. & Indiana
Ave. and Main St. & Indiana Ave. (see Table 3), which
commonly have moderate to high traffic volumes. Both
of these intersection locations indicate that high traffic
may have been a main factor in NO, measurements.
Considering the airflow test results, there were two
important reasons why these spatial results may be jus-
tified. First, many dense regions of high concentrations
(or apparent enhanced concentrations) were shared
between both CO and NO, analyses, which demon-
strated a mismatch between the expected response to
airflow and sensor characteristics. Second, the regions
with consistently higher apparent wind velocity did not
correspond with the regions of the highest NO,.

Table 3. Descriptive statistics of NO, compared between the
highest 10th percentile and selections of subsets at specific
intersections where point densities were highest.

SCK1 NO,(KQ) SCK2 NO,(KQ)

Dataset Mean£SD Mean+SD
10th percentile 98+124 47+16
Flint Ave. and 18th St. 69134 45+18
Main St. and Flint Ave. 114149 NA
Overpass 195+197* NA

TTU Pkwy. and Indiana Ave. 87+60 59+18*
Main St. and Indiana Ave. NA 56+14*
Quaker Ave. and Highway 82 NA 45+13
Quaker Ave. and 19th St. NA 42+13

*Significant difference from the 10th percentile (p < 0.05)
Note: NA — data subset not created for comparison.
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These spatial results cannot confirm that the presence
of idling vehicles at intersections or high traffic volumes
were the cause of such spatial patterns, however, the
results somewhat agree with the inclination. Spatial
results were only achievable in this study because of
the high number of samples over a single, specified
route, which was inspired by previous studies using
bicycle platforms (e.g. [26-28]) because it guaranteed
sufficient spatial and temporal coverage and allowed
for a general analysis of local peak concentrations over
a specified area. Also, given that airflow was, on many
occasions, high in velocity near dense CO regions and
low in velocity near dense NO, regions, results in this
section are likely a result of true air pollution exposure.

3.3. Meteorological relationships

Pearson correlation coefficient values (r) were calculated
for the entire mobile monitoring campaign (see SI page
S$13). Such data can indicate cross-sensitivities with
environmental attributes, including weather and air pol-
lution levels. This study found that both SCK temperature
and FSS temperature were weak-to-moderately nega-
tively correlated with CO and NO, resistances for all
three SCKs. This result demonstrates the sensitivity of
temperature on the conductive measurement technique
of the MiCS air pollution sensor in which lower tempera-
tures are related to increased sensor resistance similar to
the relationship reported by SGX Sensortech [23]. There-
fore, variations in daily air temperature between each
monitoring day likely had an effect on air pollution
measurements.

SCK3, which was mounted onto the FSS, reported CO
/NO, resistances that were positively correlated with
wind speed. Correlations between the mobile monitors
(SCK1/SCK2) and V; were also positive, yet less significant.
These results align with the results from the airflow tests,
which reported increased sensor resistances with wind
speed. Additionally, a positive relationship was found
between SCK3 CO and SCK3 NO, resistances, which
may be caused by sensor cross-sensitivities to interfering
gases. There was not a strong relationship between CO
/NO, resistance and relative humidity, although humidity
can alter the sensitivity and reactivity MOS sensors [23].

The statistical significance analyses between the three
monitors demonstrated that means for most variables
(including the normalized air pollution values) were sig-
nificantly different between each individual SCK
(p < .05). For example, normalized temperature
measurements were significantly different between
SCK1 and SCK2. However, it was found that normalized
SCK1 temperature readings were significantly similar to
the FSS wind speed measurements, which demonstrated
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a relationship between daily wind speed and tempera-
ture of the mobile platform. Additionally, the significance
tests found that normalized SCK3 temperature and nor-
malized SCK3 NO, resistance were significantly similar.
This result confirmed that the temperature of the
device was significantly related to the MOS sensor
characteristics.

Correlations between air pollution and local meteorol-
ogy have been useful for previous researchers to identify
trends. For example, it has been shown that temperature
and wind speed were negatively correlated with near-
road concentrations of UFP [29]. The current study
reported a similar result, that CO /NO, resistances were
negatively correlated with temperature. This relationship
was much stronger for CO than NO, . Although these cor-
relations may be an artifact of the sensor technology, as
indicated by the tests, the result fits well with the
common notion that air pollution concentrations can
be higher on warmer days (i.e. ozone [30]).

3.4. The impact of Teflon covers

The plastic cases with Teflon covers that were deployed
on SCK2 and SCK3 during Period C successfully dam-
pened the effect of airflow over the MOS sensors, result-
ing in lower mean resistances compared to Periods A and
B when no cases and Teflon covers were used (see Table
4). Standard deviations were lower during Period C, indi-
cating that the use of cases also decreased the variance of
resistance values. Significance testing between the days
with and without cases demonstrated that the normal-
ized resistance values were significantly different
(p < .05) depending on whether or not the cases were
used (between Periods A/B and Period C). Also, normal-
ized mean SCK temperatures were higher during Period
C due to the shielding of airflow from the presence of
the plastic case. It can be concluded that the cases
were effective at decreasing the impact of airflow on
SCK output.

3.5. Validity and limitations

This pilot study in Lubbock, Texas, provides a framework
for future studies using mobile air pollution sensors in
underserved cities (i.e. those without continuous air
quality measurements) on a low budget. Due to the

lack of regulatory monitoring in Lubbock, Texas, the
potential impact of roadway air pollution on human
health is unknown. Although low-cost air pollution moni-
tors have been useful for previous research in Lubbock
[31], this study has determined that a single low-cost,
mobile monitoring platform is not ideal for a study of
the spatiotemporal behavior of near-roadway air pollu-
tants in a city. Whether small, low-cost (and inherently
less-accurate) air pollution monitors may still have
value for research purposes is still a developing topic
of interest [6]. A greater number of monitors or platforms
working continuously and simultaneously over a larger
area would more accurately assess an urban area’s
near-roadway air pollution. Because many repeated
samples were recorded along the same route in this
study, normalized spatial data were able to identify air
pollution patterns; however, the authors acknowledge
that using a slightly higher cost system (e.g. The Village
Green Project [32]) in fewer locations would be a possible
alternative. Such a method may employ a network of
stationary monitors that are capable of obtaining
longer periods of data, but they may be less informative
of the local spatial tendencies of air pollution.

Budget, personnel, and equipment constraints limited
what was able to be accomplished in the time period, yet
the goal to assess the feasibility of low-cost, mobile moni-
toring by average citizens in real-world conditions was
met. There are few available devices for low-cost moni-
toring [19], and the chosen monitor was not the most
optimal device for mobile monitoring. A reliable monitor-
ing platform with well-tested calibration procedures
would have been ideal. Also, since only a single meteor-
ological station was used, an assumption was made that
weather conditions were constant throughout the study
area. Further, lack of traffic volume data in Lubbock pre-
vented true relationships between roadways and air pol-
lution from being quantified. The greatest limitation was
the lack of high-end laboratory calibration equipment,
thus CO /NO, data were unable to be directly related to
human health.

3.6. Future directions

The use and improvement of complete sensor systems
and similar MOSs in carefully designed research is
encouraged, but challenges faced during this study

Table 4. Comparison between mobile SCK data recorded with no cases (Periods A,B) and cases with Teflon covers (Period C).

SCK2 SCK3 SCK2 SCK3 SCK2 SCK3

CO(KQ) CO(KQ) NO,(KQ) NO, (KQ) (T°Q) (T°Q)
Periods A,B 564+105 423+82 3610 45+20 23.0+2.5 24.5+2.5
Period C 37643 255+76 32+12 25 +12 25.8+1.9 30.8+3.5




indicate that average citizens — an intended audience of
low-cost monitors — will not have the resources to correct
or obtain useful results from misleading measurements.
Low-cost devices similar to the SCK can have great
value if proper precautions are taken (e.g. frequent cali-
bration [5], firmware and/or physical components used
to avoid meteorological influences [31], data processing
quality control [32]). The issues identified in this study
demonstrate where basic improvements can be made
in the full-engineered sensor system (e.g. case, mem-
brane filter, signal processing) that will advance the use
of gaseous air quality monitors so that trusted outdoor
data can be obtained by the average person in the
future. In addition, this study’s unique application of
spatial analysis software is likely beyond the scope of
most citizen scientists; however, if similar statistical tech-
niques can be developed into a monitor’s firmware, or if
software can be provided by the manufacturer for post-
processing to provide data visualization, then the
intended purpose of these systems for citizen science
may be achieved.

The proliferation of small, low-cost sensing technol-
ogies will continue due to the high number of appli-
cations, however, the current work highlights that low-
cost air pollution sensing has various challenges to over-
come before it becomes effective in solo research studies.
Potential improvements that would combat such chal-
lenges may involve the standardization of calibration
procedures and testing with integrated values specific
for each monitor, as well as careful design of appropriate
cases allowing pollutant penetration, but blocking wind.
Techniques similar to those administered in this study are
at the forefront of understanding personal exposure to
air pollution in urban areas. For example, low-cost
mobile monitors may become further enhanced to
have uses for a wide range of pollutants at high
density, providing data that helps refine existing air pol-
lution models and the development of newer models [4].
Also, similar research may be used to influence citizens to
change their behavior and follow cleaner routes [33,34].
For individuals with health ailments, experience with air
pollution monitors may become essential to enhance
their awareness and thus allow them to consciously
avoid harmful exposure. Future results may be valuable
resources for local city planners, health agencies, and
other public decision makers [35], providing guidance
for smarter urban growth and further independence
from federal and state resources.

3.7. Supporting information

Supporting Information Available: Further information
on the specifics in experimental design and materials
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used are discussed in greater detail. Additionally, data
from tests including the baseline tests, bump tests, and
airflow tests are included with descriptions and figures.
The Sl also includes tables with data that correspond
with the results section of this article. This material is
available free of charge online via Figshare.
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