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Abstract 

 

 

Optical Spectroscopy at the Nanoscale 

by 

Xiaoping Hong 

Doctor of Philosophy in Physics 

University of California, Berkeley 

Professor Feng Wang, Chair 
 

Recent advances in material science and fabrication techniques enabled 
development of nanoscale applications and devices with superior performances and high 
degree of integration. Exotic physics also emerges at nanoscale where confinement of 
electrons and phonons leads to drastically different behavior from those in the bulk 
materials. It is therefore rewarding and interesting to investigate and understand material 
properties at the nanoscale. Optical spectroscopy, one of the most versatile techniques for 
studying material properties and light-matter interactions, can provide new insights into 
the nanomaterials. In this thesis, I explore advanced laser spectroscopic techniques to probe 
a variety of different nanoscale phenomena.  

A powerful tool in nanoscience and engineering is scanning tunneling microscopy 
(STM). Its capability in atomic resolution imaging and spectroscopy unveiled the mystical 
quantum world of atoms and molecules. However identification of molecular species under 
investigation is one of the limiting functionalities of the STM. To address this need, we 
take advantage of the molecular ‘fingerprints’ - vibrational spectroscopy, by combining an 
infrared light sources with scanning tunneling microscopy. In order to map out sharp 
molecular resonances, an infrared continuous wave broadly tunable optical parametric 
oscillator was developed with mode-hop free fine tuning capabilities. We then combine 
this laser with STM by shooting the beam onto the STM substrate with sub-monolayer 
diamondoids deposition. Thermal expansion of the substrate is detected by the 
ultrasensitive tunneling current when infrared frequency is tuned across the molecular 
vibrational range. Molecular vibrational spectroscopy could be obtained by recording the 
thermal expansion as a function of the excitation wavelength.  

Another interesting field of the nanoscience is carbon nanotube, an ideal model of 
one dimensional physics and applications. Due to the small light absorption with nanometer 
size, individual carbon nanotube is not visible under any conventional microscopy and 
characterization of individual nanotube becomes a focused research interest. Although 
electron microscopies and optical spectroscopies are developed previously to study carbon 
nanotubes, none of them permitted versatile imaging and spectroscopy of individual 
nanotube in a non-invasive, high throughput and ambient way. In this thesis a new 
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polarization-based optical microscopy and spectroscopy is developed with exceedingly 
better contrast for one dimensional nano-materials and capability of individual carbon 
nanotube imaging and spectroscopy. This development provides a reliable way to measure 
the absolute absorption cross-section of individual chirality-defined carbon nanotubes. It 
also enables fast profiling for growth optimization and in situ characterization for 
functioning carbon nanotube devices.  

Two dimensional systems constitute another important family of nanomaterials, 
ranging from semi-metal (graphene), semiconductors (transition metal dichalcogenides) to 
insulators (h-BN). Despite of their scientific significance, they present a complete set of 
2D building blocks for two dimensional electronics and optoelectronics. Heterostructures 
purely made of 2D thin films hold great promises due to functionality, scalability and 
ultrathin nature. Understanding the properties of the coupled heterolayers will be important 
and intriguing for these applications. With the advanced ultrafast laser spectroscopy, we 
study the dynamics of charge transfer process in two dimensional atomically thin 
semiconductors heterostructures. An extremely efficient charge transfer process is 
identified in atomically thin MoS2/WS2 system, which is expected to form a type-II 
heterojunction. Our discovery would greatly facilitate further studies of 2D materials as a 
photovoltaic device. 
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Chapter 1 – Introduction 
 

1.1 Background and Motivation 
 

Among all things bestowed to mankind, color is a beautiful and essential phenomenon. 
Although color is long perceived and used throughout human history, it is not until recent 
centuries people discovered color as a combination of different wavelengths. The study of 
color, spectroscopy, then becomes one of the greatest modern endeavors in human society 
to understand nature, with systematic and quantitative studies of light spectrum and its 
interaction with materials. From the color of the sky, the formation of rainbow to atomic 
transitions and molecular vibrations, spectroscopy is constantly deepening our 
understanding of natural phenomenon and plays a crucial role in establishing the most 
fundamental modern physics, including quantum mechanics, relativity and quantum 
electrodynamics. In recent decades the invention of laser accelerates the development of 
spectroscopy and broadens the spectroscopic studies with completely new capabilities such 
as extremely high power, narrow linewidth, strong coherence and temporal dynamics. 
Being so versatile, laser spectroscopy is virtually applied to all the technical fields in 
modern society. Material science, for example, benefited significantly from laser 
spectroscopic techniques ranging from electronic band structure determination to chemical 
gas identification (1).  

As an emerging field in material science, nanoscience and engineering attracts focused 
research attention in recent years as a unique system for a unique perspective of science 
and brighter promise of future applications. Many techniques are developed specifically 
for these types of materials, including scanning tunneling microscopy (STM), nanoscale 
lithograph and transport and various scattering microscopy with electrons and neutrons. 
Although there are obvious advantages with laser spectroscopy, such as versatility, non-
invasiveness and temporal capabilities, laser spectroscopy at nanoscale is limited in certain 
ways, such as limited resolution and weak interaction with nanomaterials. In this thesis, I 
present three ways of utilizing laser spectroscopy in nanoscale science. 

1. Adding new capabilities to existing characterization tools, e.g. STM. 

2. Enhance optical detection sensitivity by manipulation of light 

3. Obtain temporal responses of nano-materials from ultrafast lasers. 

 

1.2 Outline of Thesis 
 

In Chapter 2-3 we focus on a development of infrared (IR) spectroscopy with an STM. An 
IR continuous wave (cw) optical parametric oscillator (OPO) is developed in Chapter 2 
with the capability of high power single wavelength output. A large mode-hope free 
continuous tuning of wavelength is demonstrated for accurate measurements of ultra-sharp 
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molecular vibrations. We combined this laser with a STM in Chapter 3. By shooting the 
laser at a monolayer of molecules, the absorption of the molecule will be translated to the 
thermal expansion of the substrate, allowing new in situ vibrational spectroscopy 
capabilities in STM. A comparison with the existing inelastic electron tunneling 
spectroscopy (IETS) is made to demonstrate the resolution of this technique.  

In Chapter 4, we demonstrate an ultra-sensitive optical measurement of carbon nanotubes 
(CNT), a typical one dimensional material. A big obstacle in the development of carbon 
nanotube field is lack of a high throughput imaging and characterization tool of this 
material. The tube growth mechanism could not be efficiently optimized due to 
characterization difficulties and the functioning of nanotube devices could not be improved 
due to lack of in situ evaluations. However this situation could be addressed by a novel 
application of the optical homodyne process, where one makes use of the coherent nature 
of absorption and controls the interfering beams with simply two polarizers. The once 
difficult-to-measure absolute absorption measurements are also becoming easily accessible. 
Absolute absorption cross-sections of more than 50 different chirality nanotubes are 
measured. With this vast information, we studied the exciton behavior as a function of 
chirality and established an empirical formula of absorption cross-section for any chirality.  

Finally in Chapter 5, we employ the ultrafast laser spectroscopy to study the atomically 
thin transition-metal dichalcogenides and their heterostructures. With femtosecond laser 
systems, we could obtain the temporal responses from these nano-materials. Transition-
metal dichalcogenides, as 2D semiconductors, are recently emerging as an indispensable 
member of 2D materials family. They have demonstrated strong light-matter interaction 
and high on-off ratio, properties promising for next generation electronics and 
optoelectronics.  Heterostructures from these atomically thin film will combine various 
advantages of these materials and open up new application possibilities. Understanding the 
properties of the coupled heterolayers will then be important and intriguing for these 
applications. With femtosecond lasers, we probed the ultrafast charge transfer process in 
atomically thin MoS2/WS2 heterostructure, and the rate can be as fast as 50 fs.  This is 
comparable to the best performance in organic photovoltaic devices and we hope our 
findings could open up new direction of using 2D semiconductors as photovoltaic materials. 

  



3 
 

Chapter 2 – Broadly Tunable Mod Hop 
Free Mid-Infrared Light Source for 
Vibrational Spectroscopy 

 

2.1 Introduction 
 

Infrared laser development has been an active field since the invention of laser. The 
most common type of mid-infrared laser (2 µm to 15 µm) is through frequency down-
conversion from a visible beam. This process is a non-linear process that relys on very high 
optical field, a pulsed laser is usually required as the pump. In certain cases, however, low-
repetition pulsed lasers are to be avoided due to thermal fluctuations, such as in the case 
when the laser is combined with a scanning tunneling microscope (STM). It is therefore 
desirable to have continuous wave (cw) or quasi-cw infrared lasers.  

There are not many solutions for IR lasers with cw output. Lasing has been 
demonstrated with certain lead salt materials such as PbSSe and PbSnTe, with bandgap at 
mid-infrared (2). But the drawbacks of these bandgap materials are that stable lasing 
condition only satisfies at cryogenic temperature and it is difficult to achieve continuous 
tuning over a broad range. Quantum cascade laser (3), as being actively developed in recent 
years, exploits the inter sub-band transition from quantum wells and archives stable lasing 
at room temperature. Still its tunability is usually limited for each chip. A third type of cw 
infrared source is the parametric down-conversion with cw pumping. The shortcoming 
with this type of light generation is that the conversion efficiency is extremely low. Unlike 
the pulsed laser, where energy is concentrated within an extremely short period of time 
(easily 1 ps) with exceedingly high instantaneous electric field, cw laser has the intensity 
averaged out in time and orders of magnitude smaller electric field. However one could 
utilize a high quality resonant cavity to drastically enhance one of the generated electric 
field (signal or idler) and this resonating field will interact with the pump field at elevated 
conversion efficiency. Effectively this will reach a lasing threshold when the gain of the 
resonating field is larger than the loss. Optical parametric oscillator (OPO) is such an 
oscillator that permits cw lasing of infrared light. 

There are some other constrains about the laser in terms of vibrational spectroscopy 
measurements with STM, as we will discuss in the next chapter. To be able to scan through 
the narrow resonances of the molecular vibrations (it is typically smaller than 1 cm-1 for 
gas phase)(4), the laser linewidth has to be much smaller than the molecular vibrations and 
the laser center wavelength should be tuned continuously without hopping. The power has 
to be reasonably large and stable that it can create enough signal to be detected by the STM. 
A periodically poled Lithium Niobate (PPLN) based cw OPO is an ideal candidate for all 
the above constraints. In my experiment, such a laser was built for STM spectroscopy 
measurements. 
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2.2 Working Principles of PPLN-based cw OPO: Quasi-Phase 
Matching 

 

For an efficient difference frequency generation (DFG) from two input photons, 
two important conditions have to be met simultaneously. The obvious one is the energy 
conservation, which means the generated photon energy will be the difference between the 
two input photons. The second is the phase matching condition, meaning the previously 
generated beam needs to be in phase with newly generated beam for coherent add-up 
through the length of the crystal. This effectively requires the wavevector (momentum) to 
be conserved. Both of these conditions are summarized in Eq.2-1 and 2-2, where the two 
input beams are pump and signal and the generated beam is called idler. 

 

 

Eq. 2-2 can be written as  

 

 

Combining Eq.2-1 and Eq. 2-3, we see that refractive index for different light 
frequency (dispersion curve) does play an important role in phase matching condition. For 
a typical dispersion curve in a transparent crystal, the refractive index increases when the 
light frequency increases due to strong absorptions typically present at ultraviolet range (5). 
This phenomenon imposed a great difficulty on Eq. 2-3 because ݊pump > ݊signal > ݊idler and 
߱pump > ߱signal > ߱idler. This will lead to gradual build-up of the phase difference between 
the previously generated beam and the newly generated beam, and once the phase reaches 
π, they are going to destructively interfere with each other and produce a smaller output. 
To circumvent this situation, optical birefringence of anisotropic materials is typically used 
and make one or two beams polarized at the extraordinary axis to use the extraordinary 
refractive index, usually larger than the ordinary refractive index (6). However due to the 
sensitivity of the refractive index with respect to polarization direction and temperature, 
the phase matching condition is only met at critical angles and complicates the alignment 
and tuning procedure. As a compromise, a short crystal is usually used to ease the phase 
matching, while the length of the crystal becomes the limiting factor of the conversion 
efficiency. Additionally, the highest nonlinearity of the crystal might not be exploited 
because the angle might not favor phase matching. 

Quasi-phase matching provides a clever solution without crystal rotation (7). The 
main concept is to provide an additional wavevector by “poling” the crystal in a periodic 
way. Lithium Niobate, as a typical ferroelectric non-linear crystal, can be electrically poled 
along the maximum nonlinear coefficient direction (8).  

 ࣓pump െ࣓signal ൌ ࣓idler 
pump െ signal ൌ  idler

Eq. 2-1 
Eq. 2-2 

pump࣓pump  െ signal࣓signal ൌ  idler࣓idler Eq. 2-3
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As shown in Figure 2-1a, there exist a bistability of the ferroelectric Lithium 
Niobate crystal. The relative displacement between the negative ions and positive ions 
could possess two stable configurations and allows coexisting of stable opposite permanent 
electric dipole (arrow in Figure 2-1a). As a result, the polarity of Lithium Niobate can be 
switched when an electric field of 21kV/mm or higher is applied for more than 50ms. This 
polarity change effectively reverses the polarizability. (Shown in Figure 2-1b)  

Periodically Poled Lithium Niobate (PPLN) provides an ideal way for quasi-phase 
matching. The period of the PPLN, from the wave point of view, provides an additional 

wavevector for phase matching with poling period Λ ൌ ଶగ

∆
, where 

 

 

This additional momentum from crystal could be tuned to exactly make up the 
momentum difference. One can intuitively think this procedure as effectively reversing the 
phase difference by π when the accumulated phase mismatch reaches π, and thereby 
convert destructive interference into constructive interference. The conversion efficiency 
is therefore no longer limited by crystal length. The maximum nonlinear coefficient for 
this crystal (d33 = 27 pm/V) is used in PPLN and the three beams will have the same 
polarization along the extraordinary direction (8).  

 

This quasi phase matching condition can be satisfied for a broad range of 
wavelengths. The poling period could be varied systematically to allow quasi-phase 
matching at significantly different wavelength ranges. Temperature change could also lead 
to finite refractive index change for all three interacting wavelengths and a precise control 

∆ ൌ pump െ signal െ  idler Eq. 2-4

Potential Energy

z

a b

+
‐

21 kV/mm

Electrodes

Figure 2-1 Fabrication of periodically poled Lithium Niobate. a. bistability 
of Lithium Niobate ferroelectric configuration. The permanent electric dipole 
(arrow) could possess two stable configurations. Vertical axis z is the relative 
distance between the negative and positive ions. b. Illustration of permanent 
dipole flipping by applying high voltage across the crystal. Periodic poling of 
Lithium Niobate is achieve with periodic array of electrodes. 
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of temperate could produce a desired detune of wavelength. The final output of the 
wavelength could in principle cover the infrared transmission band of the crystal.  

In practice, Lithium Niobate crystals for OPO applications are usually doped with 
MgO (<5%) because it has significantly higher damage threshold and the change in 
extraordinary refractive index is minimal due to doping (9).  

 

2.3 OPO Construction 
 

 

Figure 2-2 Experimental alignment of the PPLN-based OPO. The upper-left box is a 
1064 nm external laser diode. It can be mode-hop-free tuned by carefully aligning the pivot 
position of the external mirror. This output is amplified by a fiber amplifier to up to 10 W 
and deliver into the cavity. The cavity features high reflection and low loss for the signal 
beam (orange) and allows it to oscillate with extremely high power (on the order of kW). 
Idler is converted from nonlinear interaction from pump and signal with high efficiency. 
The lower-right box is a wavelength characterization setup. BS stands for beam sampler. 

With this 5% MgO-doped PPLN crystal, we attempt to construct an optical 
parametric oscillator that could efficiently convert an input pump wavelength (~1064 nm) 
into infrared wavelengths. In principle the output at arbitrary wavelength can be designed, 
as long as the final output is in the transmission range of the crystal. We choose to target 
the C-H stretching bonds around 3.3 µm (idler) with the signal beam oscillating at around 
1500 nm. Figure 2-2 shows the setup of the laser. A commercial diode laser centered on 
1064nm is used as a seed laser. It can be tuned mode-hop-freely by choosing carefully the 
pivot position of the external mirror, as we will explain in the next session. The single 
frequency light from the seed laser couples into to a commercial polarization-maintaining 
fiber amplifier, which outputs up to 10 W amplified light to pump the OPO. A ring cavity 
is configured with two planer mirror and two curved mirror and the optimal oscillator 
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geometry is calculated with SNLO software(10). The radii of curvature of the curved 
mirrors are 20 cm. The curved mirrors are separated by 28 cm and the flat mirrors by 26.2 
cm. The incident angle of the flat mirrors is about 7 degree. A 4 cm 5% MgO-doped PPLN 
(MgO:PPLN) is placed at the focal position between the two curved mirrors. Along the 
transverse direction of the crystal, there are nine gratings with periods from 27.91 to 31.59 
μm in the PPLN for different quasi phase matching conditions. The transmission of the 
specially-coated cavity mirrors for pump (1060 nm - 1070 nm) and idler (2300 nm - 4300 
nm) will be more than 90% to optimize conversion efficiency and ensure single resonance 
operation. The inner-side surfaces of the mirrors has highly reflective coatings (more than 
99.9%) for signal wavelength (1400nm- 1900nm) so that the signal loss can be smaller for 
a lower lasing threshold. The oscillating signal constantly gains energy from the pump, and 
hence the idler wavelength is generated continuously from pump during lasing. Two 
etalons was later inserted into the cavity in the tuning calibration to make sure of the single 
frequency operation of the signal.  

Lasing requires the signal gain to be larger or equal than the signal loss. The loss in 
the OPO comes from imperfect reflection at all four mirrors, crystal surfaces and imperfect 
etalons. We estimated that our cavity has roughly ~2% loss without etalon. Therefore gain 
in the system should be equal or larger than 2%. In fact, gain in an ideal OPO system has 
been well modelled with nonlinear optics. A simple plane-wave approximation gives signal 
gain approximately (6) 

 

where ߣ ௦ߣ , , ݊s , ݊i , ݊p  and c are idler wavelength, signal wavelength, signal 
refractive index, idler refractive index, pump refractive index and vacuum speed of light 
respectively, ݀eff is the effective nonlinear coefficient (the first Fourier component of the 
crystal nonlinear coefficient with respect to poling period), pܲ is pump power and ܮ is the 

crystal length. The phase factor ܿ݊݅ݏଶ(
ଵ

ଶ
sinଶሺ = (ܮ݇∆

ଵ

ଶ
ሻ/ሺܮ݇∆

ଵ

ଶ
 ሻଶ accounts for phaseܮ݇∆

mismatch (∆݇ ൌ ݇pump െ ݇signal െ ݇idler െ ݇period) and in the perfect quasi-phase matching 
case this term is unity.  

This equation provides an intuitive guide to the optimization of the gain. As a 
second order nonlinear process, the parametric down conversion has signal gain 
proportional to the pump power. More important factors are the crystal length and the 
nonlinear coefficient, and they increase the power gain quadratically. This is due to the fact 
that electric field increases linearly along the crystal length and this electric field gain will 
be squared to obtain the power gain, as we defined in Eq. 2-5. The phase matching is also 
an important factor to consider because the gain efficiency falls down with sinc-square 
behavior. 

This plane wave model turns out to overestimate the gain. We need a more realistic 
theory to accurately model a focused beam. A generalized gain is obtained for a focused 
Gaussian beam (11), 

sࡳ ൌ	
ૡ࣊ࢊeff

 ࡸpࡼ

c࢙ࣅࣅpࣕis
)ࢉ࢙



 (ࡸ∆

 

Eq. 2-5 
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where ܭ ൌ ݇/݇௦ , the ratio between pump wavevector and signal wavevector. 
݄௦ሺܭ, ,௦ߦ ,ܭ ሻ is a function ofߦ ,௦ߦ  is the focusing ߦ  as derived in Ref. (11), whereߦ
parameter defined as the ratio between the crystal length and the confocal parameter. With 
a 2% loss and calculated ݄௦  ~ 0.283, defined by input beam divergence and cavity 
configuration, the theoretical threshold is estimated to be ~ 2.5 W.  

We achieved a threshold of about 3.5 W with this experimental configuration without 
etalons. The threshold increases to ~ 6.2W when additional losses are present, as in the 
case when we put two etalons in the oscillator to tightly lock the signal frequency. With 10 
W pump and two etalons, the pump depletion could reach about 30% with the idler output 
power at ~0.9 W, as shown in Figure 2-3. 

  

 

Figure 2-3 Pump depletion and idler power as a function of the pump power.  

 

2.4 OPO Tuning 
 

One of the most attractive attributes of an OPO is convenient tunability of the 
output wavelength. The tuning in PPLN OPO can be classified in two types: broad tuning 
(from 1.5 µm to 4.5 µm) and fine continuous tuning without mode hops (within a few 
nanometer). 

 

2.4.1 Broad Tuning 
 

sࡳ ൌ	
࣊ࢊeff

 ࡸpࡼ

pcࣅ࢙ࣅࣅiࣕs

,ࡷሺ࢙ࢎ ,࢙ࣈ ሻࣈ

  ࡷ
)ࢉ࢙



 (ࡸ∆

 

Eq. 2-6 
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The OPO becomes very versatile with a broad tunability in the mid-infrared range. 
For molecular spectroscopy, it enables mapping of all possible vibrational peaks from 
different functional groups and helps identify a large composition of molecules. From Eq. 
2-3 and 2-4, we see that the wavelength combination is defined by the crystal period and 
the refractive indices of all three beams. Therefore we have two ways to tune the 
wavelength of the output: change the crystal period and change the refractive indices by 
temperature control.  

1. Grating tuning. As shown in Figure 2-4 our PPLN crystal has a set of gratings 
with different periods associated with different quasi-phase matching conditions. By 
moving each period to the laser beam alignment, distinct difference frequency 
combinations are generated by a fixed pump wavelength. 

 

Figure 2-4 Illustration of grating tuning. The translation stage could shift different 
poling period to laser path way and contribute different quasi-phase matching conditions 
for various sets of difference frequency generation. 

2. Temperature tuning. The crystal refractive indices for pump, signal and idler are 
all depending on temperature. Therefore when temperature changes, the refractive indices 
change leads to different wavelength combination to satisfy Eq. 2-4. To quantify how much 
wavelength tuning temperature change would introduce at fixed pump wavelength, we 
have to know the exact relation between refractive indices and temperature. This relation 
is described by Sellmeier equations, previously established for 5% MgO doped Lithium 
Niobate as used in our OPO (12). 

 The detailed tuning of wavelength as a function of grating period and temperature 
can be obtained from calculations with all known parameters. The two tuning mechanism 
combined predict a continuous range of spectrum from 1400 nm to 4500 nm. 

 

2.4.2 Mode-hop free (MHF) Operations 
 

Except for broad tunability, continuous fine tuning is indispensable in many sensing 
and communication applications. However mode hopping during tuning is always present 

Translation Stage

Focused Beam
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if the cavity and tuning mechanism is not carefully designed. MHF tuning, therefore, is 
been actively pursued in the development of laser technologies.  

Pump tuning is the most convenient way to achieve mode-hop free tuning in a 
singly resonant OPO. The signal is always oscillating at the cavity mode with the highest 
gain. By additional etalons and temperature optimization, we can force the signal 
oscillating at one particular cavity mode when the pump is tuned. The change of the pump 
wavelength will be strictly translated to the idler wavelength. Therefore a well-designed 
MHF tuning pump will deliver a MHF tuned idler output.  

A large MHF range pump laser would produce a larger MHF idler tuning range. 
For this purpose, we use a MHF tunable external cavity diode laser seeded into a fiber 
amplifier. The MHF tuning range of the diode laser should be optimized. To achieve MHF 
tuning in an external cavity diode laser, a Littman configuration was used (top dashed box 
in Figure 2-2). Wavelength is tuned by rotating the mirror around the pivot point using a 
piezoelectric actuator and a DC servo motor combined in series. There is a critical position 
of the pivot that permits the single cavity mode operation. Basically this optimized pivot 
position ensures that the cavity length increases accordingly with the wavelength increase 
to accommodate the additional distance from the existing mode, and the total number of 
modes are exactly the same (13). By fine tuning of this pivot position, we were able to 
obtain roughly 3 nm MHF regions from pump tuning. 

Although the pump could perform MHF tuning relatively easy, achieving long 
range MHF tuning in OPO output is not straightforward. There are unavoidable mode hops 
in the oscillating signal due to mismatched phases during wavelength tuning. To tackle the 
phase mismatch problem, a quasi-noncritical phase matching condition was previously 

explored (14). Mathematically this condition writes as  
డ∆

డఒ
ฬ
∆ୀ,ఒೞ

≃ 0, and intuitively it 

means the quasi-phase matching condition does not change significantly in a finite pump 
wavelength range with a fixed signal mode. This region was identified around pump 
wavelength 1066 nm with a width of about 5 nm for a fixed signal wavelength. With this 
configuration, a MHF range of 17 cm-1 was demonstrated previously (14). The drawback 
of this technique, however, is that for a fixed signal wavelength there will be only one finite 
range for MHF tuning and does not work at arbitrary wavelength. In order to position the 
MHF tuning range at any spectral position, as required by most infrared spectroscopy 
applications, a general tuning mechanism needs to be developed to deliver a broader MHF 
tuning range at arbitrary wavelength. 

We realize that the quasi-phase matching condition can be continuously met if we 
tune the crystal temperature synchronously with the pump wavelength (15). An 
experimental quasi-phase matching temperature and pump wavelength relation was 
established at fixed signal at 1535.44 nm as shown in Figure 2-5. Theoretically this relation 
can also be calculated with known grating period and refractive indices. The best 
agreement between theoretical calculation and experimental measurements is found with 
PPLN period of 30.05 µm instead of the room temperature period 29.98 µm. This slight 
discrepancy could arise from thermal expansion of the PPLN crystal and inaccuracy of 
temperature measurements. With this calculated curve (Figure 2-5), we can optimize the 
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crystal temperature alongside with the pump wavelength tuning to achieve a constant 
quasi-phase matching. 

 

 

Figure 2-5 Experimental and calculated optimized crystal temperatures for 
continuous phase matching condition during pump tuning with fixed signal 
wavelength 1535.44 nm. 

2.5 Characterization of the Home-built OPO 
 

Because the oscillating signal is intense, it interacts strongly with the pump beam 
and produces observable sum frequency. The tuning of idler beam can be characterized by 
monitoring this sum frequency. This is due to the fact that whenever there is a hop in either 
the pump or the signal, a hop will show up in their difference frequency (i.e., idler beam) 
as well as their sum frequency. This greatly facilitates the measurement because it is much 
easier to characterize the visible sum frequency beam instead of mid-infrared idler beam. 

The characterization of sum-frequency MHF tuning is achieved with a Fabry-Perot 
interferometer (lower-right dashed box in Figure 2). The solid red curve in Figure 2-6 is 
the sum-frequency Fabry–Perot spectrum at one pump wavelength. We observed a series 
of transmission peaks separated by etalon free spectral ranges (FSR = 10 GHz). When the 
tuning is MHF, the transmission peaks of the sum frequency is shifting exactly the same 
amount of frequency as the pump wavelength, no matter how small/large that change is. 
An example is shown in Figure 2-6. When the pump frequency is increased by a step 1.5 
GHz, the transmission peak positions of sum frequency is shifted by 1.5 GHz, proving 
there is no mode hop during this tuning event. (Dashed-dotted blue line in Figure 2-6) 
Consequently, one could identify the mode hops when the transmission peaks do not appear  
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Figure 2-6 Calibration of MHF tuning of sum frequency. The solid line shows sum-
frequency Fabry–Perot spectrum [free spectral range (FSR) 10 GHz)] at pump frequency; 
the dashed-dotted line shows the shift of the transmission peaks of the sum frequency. A 
smooth, continuous shift of the sum frequency as the pump wavelength is tuned confirms 
that there is no mode hop. Inset shows the spectrum of the sum frequency measured by a 
finer resolution FPI. It yields an upper limit of idler linewidth at 50 MHz. 

at expected positions in each step as the pump wavelength is scanned over the entire 
spectral range. Scans were repeated with Fabry–Perot interferometer with different FSRs 
and varied pump frequency increment steps to rule out the possibility of mode hops over a 
multiple of FSRs. Based on the technique described above, we characterized our idler 
tuning with a signal fixed at 1535.44 nm and temperature optimized according to Figure 2-
5. Mode hops of the sum frequency were repeatedly observed around pump wavelength 
1061.0, 1064.4, and 1068.6 nm when the pump is tuned from 1061 to 1072 nm. They are 
indicated by red arrows in Figure 2-7a.  These three mode hops are attributed to the mode 
hops in the pump, which are explicitly characterized with another FPI. There is also 
occasionally one or two more mode hops observed in sum frequency at random pump 
frequencies and are not repeatable in different scans. Those mode hops are likely to arise 
from acoustical perturbations of either the pump or the SRO cavity. However, the largest 
MHF tuning range for the idler exceeds 30 cm−1 (900 GHz), which is the largest MHF 
tuning range at the date we reported it. This range is likely to be extended with pump of 
larger MHF tunable range. 

Besides this large mode-hop free tuning range, we also calibrated the spectral 
linewidth of the sum frequency output (Figure 2-6). This linewidth provides an upper limit 
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to the idler linewidth. We measured an upper limit of the linewidth of 50 MHz, which is 
set by the FPI spectral resolution.  

With this capability, we tested our cw OPO with methane absorption within our 
first MHF tuning range (pump wavelength from 1061 nm to 1064 nm). As shown in Figure 
2-7, our laser mapped out the sidebands of the C-H bond stretching mode due to rotational-
vibrational coupling. This measurement (Gray trace in Figure 2-7b) matches accurately 
with the HITRAN database simulation (Red trace in Figure 2-7b) and demonstrates the 
MHF tuning capability of our laser. 

Figure 2-7 MHF tuning range of OPO idler output (a) Idler’s MHF tunable range as 
pump tuning; the arrows show where hops happen repeatedly, (b) experimental and 
HITRAN-simulated methane absorption within our first MHF tuning range. The methane 
gas was injected into a gas cell of 0.5 cm length in atomospherical pressure. 

Other important figures of merit of the laser are the power output and beam shape 
M2 factor. Figure 2-3 shows the pump depletion and idler power output at 2900 cm-1. The 
maximum idler power of 0.9 W can be delivered at the pump power of 10 W, which has a 
depletion of about 30%. This idler output power does not vary significantly (<20%) during 
our MHF tuning process. The output beam is also nearly diffraction limited (M2 ~ 1.1 in 
both x and y directions) and is suitable for high precision measurements and waveguide 
coupling. 
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2.6 Summary 
 

To sum up, we have demonstrated an MHF tunable mid-infrared OPO by 
synchronously varying the pump frequency and the crystal temperature while keeping the 
signal light at fixed frequency. The largest MHF tuning range of 30 cm-1 was achieved, 
which was limited by the mode hopping of the pump laser. The tuning range could be 
improved further by eliminating mode hops from the pump and by adoption of frequency 
stabilization mechanisms (14). This OPO presents an ideal tool for infrared spectroscopy 
of molecules and is ready to be combined with STM for in situ vibrational spectroscopy, 
which we will describe in the next chapter. 
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Chapter 3 – Infrared Laser Spectroscopy 
in Scanning Tunneling Microscope 

 

3.1 Introduction 
 

3.1.1 Infrared Spectroscopy 
 

Infrared spectroscopy provides a versatile tool to qualitatively and quantitatively 
understand the chemical properties (4). Due to strong light-mater interaction with 
vibrational modes in molecules and phonon bands in crystals, prominent vibrational 
resonances could be identified through infrared spectroscopy. Infrared spectroscopy for 
molecular bonds, in particular, has been known as a key identification tool. First, 
vibrational resonances for molecular bonds are usually very sharp (less than 1 cm-1, see 
Figure 2-7) because these vibrations usually lack efficient relaxation channels and thus 
have a long lifetime. Second, vibrational peaks for certain chemical bonds are well-
documented and they differ substantially with even a slight modification of the constituent 
elements. These two properties combined make the infrared spectra the fingerprints of the 
chemical bonds and the molecular species.  

 

Figure 3-1 Infrared Spectroscopy of Methane Gas 

Practically, vibrations located within the mid-infrared range (2.5 μm - 20 μm) are 
measured because this is the spectral range most of the vibrational peaks would be located 
at and with which commercial detectors are available. The vibrational peaks are usually 
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displayed in units of wavenumber. The wavenumber is the inverse of wavelength in the 
unit of cm-1 (2.5μm - 20 μm corresponds to 4000 cm-1 – 500 cm-1) and it is convenient to 
use because it is proportional to energy of photons.  Shown in Figure 3-1 is an infrared 
spectrum of methane in gas phase. The 3000 cm-1 and 1300 cm-1 bands are the CH 
stretching modes and bending modes respectively. The wings are fine-structures mainly 
from vibrational-rotational coupling. A zoomed-in spectrum around 2900 cm-1 stretching 
mode rotational sideband was shown in Figure 2-7 and they are composed of even sharper 
resonances with width less than 1 cm-1. 

 

3.1.2 Scanning Tunneling Microscope (STM) 
 

Scanning tunneling microscopy is an instrumentation developed since 1980s for 
ultrahigh resolution surface imaging and spectroscopy at atomic scale (16). It enables 
visualization of single atoms and molecules on surfaces in real space and direct exploration 
of exotic quantum phenomenon such as quantum corrals (17).  

 

Figure 3-2 Working Principle of Scanning Tunneling Microscope. a. Schematic 
illustration of the physical setup with tunneling circuit. b. Illustration of tunneling under a 
bias.  

The enabling physics underneath this powerful tool is the quantum tunneling effects. 
As shown in Figure 3-2a, when a metallic tip is brought to close proximity of the 
conducting sample substrate (~ 1 nm separation) but not yet touching the sample, a current 
develops between the tip and the sample i.e. electrons move from tip to the substrate or 
vice versa. Classically an electron from the tip would not be able to go through the vacuum 
space between the tip and the sample. However in the quantum description, there is a 
certain probability that an electron would penetrate this vacuum barrier and “tunnel” to the 
other side of the vacuum, as shown in Figure 3-2b.  
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The tunneling probability is related to the electron wavefunction overlap between 
the tip and the sample. The electron wavefunction in one-dimensional case can be 
approximated as  

 

 

Where 

z is the tip-sample distance and ሺܸ െ  ሻ is the potential barrier for the tunnelingܧ
electrons. The tunneling probability and thus the tunneling current can be described by 

 

 

Because the current depends on the tip-sample separation in an exponential way, 
the current acquires a very high sensitivity on the distance and is extremely localized. This 
behavior enabled the high resolution detection in the vertical direction and lateral direction, 
which allowed atomic-scale topography and local density of states measurements.  

ሻࢠሺ࣐  ൌ  Eq. 3-1 ࢠିࢋሺሻ࣐

 
 ൌ

ඥሺࢂ െ ሻࡱ


 

 
Eq. 3-2 

ሻ|ࢠሺ࣐|	~	ሻࢠሺࡵ  ~  Eq. 3-3 ࢠିࢋ

Tip

Fermi Lvl

z

LUMO

HOMO

Tip

Fermi Lvl

z

LUMO

HOMO
Tip

Fermi Lvl

z

LUMO

HOMO

I DOS1 2 3

1 2 3

1 2 3

Vbias Vbias
0V 0V

a b

c



18 
 

Figure 3-3 Illustration of probing local density of states by STM tunneling current. 
(Assuming the DOS is constant both above the LUMO and below HOMO.) DOS is 
proportional to dI/dV. Region 1 has the tip Fermi level aligned with empty states in the 
substrate, and the probability of tunneling into that state is proportional to all the available 
states below that energy. Region 2 has the tip Fermi level inside the gap of the energy states 
of the substrate. Density of states is zero and yields zero dI/dV. When bias is further 
increased and we reach Region 3, and all the filled states in the sample will tunnel to the 
tip. LDOS can also be derived from the dI/dV curve.  

On the other hand, electrons only tunnel into empty states. By varying the bias 
voltage between the tip and sample, one can in principle vary the relative energy states 
between the tip and the sample. With well-defined tip electron states, by observing the 
current change as a function of bias voltage, one would be able to map out the local density 
of states of the sample (18). As shown in Figure 3-3, with forward bias the electrons could 
tunnel to states above the lowest unoccupied molecular orbits (LUMO) and the tunneling 
probability (and current) is proportional to how many empty states are available below the 
electron energy and above the LUMO. (Region 1)  Similar case happens with reverse bias 
when the electrons from the highest occupied molecular orbitals in the sample could tunnel 
to the tip. (Region 3) When the Fermi level in the tip happens to align to the gap regions 
of the sample, no tunneling current would be observed. (Region 2) The current will behave 
as in Figure 3-3a. A direct differentiation of the current as a function of bias voltage would 
be able to tell us the density of states at that electron energy level. As shown in Figure 3b, 
the density of states could be mapped out with varied bias. Note in Figure 3, we assumed 
a simplified picture where the density of states is a constant below HOMO and above 
LUMO.  

 

3.2 Chemical Sensitivity and the Need for Infrared 
 

Despite the great achievements of scanning tunneling microscope, it still has certain 
drawbacks. One of the major drawbacks is the limited chemical sensitivity.   

To date, the most common way to probe the molecular vibrations in STM is through 
the inelastic electron tunneling spectroscopy (IETS) (19), which is developed after 17 years 
of invention of STM. As shown in Figure 3-4a, a higher energy electron could relax the 
excessive energy through a vibrational mode of the molecular bond during the tunneling 
process, which effectively created a new tunneling channel. The DOS (dI/dV) will be 
increased by a constant when the excess energy between the initial and final states has more 
energy than the vibrational energy. A peak or dip will emerge in the second derivative 
(d2I/dV2) that shows the exactly the vibrational spectroscopy (Figure 3-4b). 

Although IETS presents a very useful technique to access the molecular vibration, 
it only contributes about 1% of the total tunneling current, which requires extremely good 
electrical and mechanical stabilities of the STM system. (19) This stringent requirement 
limits this technique to very few strong molecular bonds, and can only be detected by the 
most stable STMs working in cryogenic temperature. Furthermore, IETS has a limit in 
terms of spectral resolution due to thermal broadening, which is about 27 cm-1 at 4 K 
temperature, as compared to sub-10cm-1 molecular vibrational features.  
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Figure 3-4 Illustration of IETS. a. an additional tunneling channel is opened when the 
electrons has excess energy larger than the vibrational energy quanta. b. As a result of 
opening up or close down an additional channel, the conductance measurement (d2I/dV2) 
shows peak and dip at the vibrational energy quanta.  

 

3.3 Combining Infrared Laser with STM 
 

A natural way to detect molecular species is through infrared spectroscopy, which 
really provides fingerprints of the molecules. This will enable the combination of the 
advantages of STM and laser spectroscopy.  

With a STM, one could map out the morphology of the molecular self-assembly, 
and probe the electronic band-structure at single molecule level through STS. At the same 
time, an IR spectroscopy could be used in situ to identify the molecule under investigation 
and obtain the vibrational properties. 

There are different ways to combine IR spectroscopy with STM. One interesting 
way to combine them is to excite the molecules with laser and detect the light-induced 
change with the STM. Our home-build cw OPO (described in Chapter 2) is suitable for 
exciting the molecules on metal due to its stable output, high power, mode-hop free 
tunability and narrow linewidth. 

 

3.4 Principle of Detection 
 

The most conceptually appealing way to combine STM and infrared lasers would 
be exciting the tip-sample junction by the laser, and the STM tip would probe locally the 
structural/electronic property change of the molecule induced by light. Unfortunately, there 
will be relatively large thermal expansion due to the absorption of the infrared laser by the 
junction, especially with the strong local field enhanced by the junction itself. Therefore 
this technique requires extremely stable laser because the tip-substrate distance will be 
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modulated by the laser power fluctuations and pointing fluctuation and results in a large 
noise due to the ultrasensitive distance dependence in the detection.  

Since the thermal expansion is so easily detectable in the STM, we could make use 
of this sensitivity to study the molecule adsorbates. The simplest idea would be shine light 
at a molecule monolayer somewhere near the tip and detect the thermal expansion of the 
substrate with the ultrahigh vertical sensitivity of STM.  When the infrared laser is off-
resonant with the molecule, the absorption mainly happens at the metal substrate, which 
has a flat spectral response, i.e. the absorption does not depend on wavelength. There will 
be an initial thermal expansion when the laser is turned on, and it reaches thermal 
equilibrium in a short period of time. Once the laser wavelength is tuned to resonant with 
the molecules, the additional absorption channel is opened and more energy will be 
absorbed by the molecules. The vibration of the molecule relaxes quickly in 10 ps due to 
the interaction with the substrate and the energy is transfer to the substrate, causing the 
substrate to expand further. Therefore the varied amount of thermal expansion when the 
laser is scanned across the vibrational modes of the molecules yields the adsorbates 
vibrational spectra. This technique couples infrared light into STM and enabled new 
chemical capabilities of STM. We call it IRSTM. 

 

Figure 3-5 Schematic illustration of the IRSTM. 

 

3.5 Measurement with Monolayer of Tetramantane 
 

IRSTM was used to measure IR absorption spectra of tetramantane molecules on a 
Au(111) surface (20). Tetramantane (C22H28) belongs to the family of diamondoids, the 
nanoscale form of diamond. They contain three adamantine cages and can be formed in 
two isomers, [121]tetramantane [inset of Figure 3-6a] and [123]tetramantane [inset of 
Figure 3-6b].  They were chosen to demonstrate our IRSTM technique because 
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[121]tetramantane on Au(111) exhibits a pronounced CH stretch mode that has been 
previously observed using STM IETS (21) and the two isomers shows similar STM 
typologies but distinct IR spectra. The molecules were extracted from petroleum and 
purified into powder form (22). The powders were sublimated in vacuum at temperatures 
in the range of 30 ºC – 34 ºC onto a clean Au(111) surface held at room temperature, 
resulting in coverages ranging from 0.5 to 1.0 monolayer (ML). STM measurements were 
performed using a homemade ultrahigh vacuum (UHV) variable temperature STM 
operating at T = 13–15 K. Figures 14a and 14b show typical STM images of 
[121]tetramantane/Au(111) and [123]tetramantane/Au(111), respectively. The two 
molecules look similar in their topography, although the [121]tetramantane packaging is 
slightly elongated in the direction of the molecular lattice vector labeled a [Figure 3-6a]. 

IR excitation of the tetramantane/Au(111) surface was performed using a 
homemade tunable mode-hop free OPO (Chapter 2). The setup is shown in Figure 3-5. We 
used a feedback loop to stabilize the IR light intensity entering into the STM chamber and 
we achieved less than 0.5% fluctuation. The laser beam (total power ~30 mW) was guided 
into the UHV STM chamber from a CaF2 viewport. The beam was focused with an external 
lens to a typical final spot size of 1.2 mm diameter on the sample. The beam center was 
intentionally guided to deviate from the tip substrate junction with a typical distance 0.8 ~ 
1.5 mm. This was done to avoid direct light excitation of the tip-sample tunnel junction, 
thus eliminating the effects of tip thermal expansion, rectification, and thermoelectric 
current generation (23). Under these conditions, we found no significant difference apart 
from overall amplitude variation among IRSTM spectra taken at different lateral distances 
from the laser spot to the tunnel junction or with different laser spot sizes. IRSTM spectra 
were measured in two different modes: 1. with optical chopping of the laser light and detect 
the change of tunneling current with a lock-in amplifier (ac mode) and 2. without optical 
chopping and detect the tunneling current directly (dc mode).  

 

 

Figure 3-6 STM topography of [121]tetramantane and [123]tetramantane molecules 
on Au(111).  a. (Vsample = 1.0 V, I = 50 pA, T = 13 K). The molecular lattice has an oblique 
structure with lattice constants |a| = 11.1 ± 0.1 Å, |b| = 8.3 ± 0.1 Å, and an interior angle of 
59º ± 1º. The inset shows a model of [121]tetramantane (gray and white balls represent 
carbon and hydrogen atoms). b. (Vsample = 1.0 V, I = 50 pA, T = 13 K). Within experimental 
resolution, [123]tetramantane molecules form a hexagonal structure with  |a| = |b| = 9.8 ± 



22 
 

0.1 Å,  The inset shows a model of  P [123]tetramantane [our [123]tetramantane/Au(111) 
samples were prepared from a racemic mixture containing P and M enantiomers]. 

 
3.5.1 DC Mode and AC Mode Operation of the IRSTM 

 

Figure 3-7a shows the IRSTM spectrum of a monolayer of [121]tetramantane 
measured using the ac mode. Here, the modulation of STM Z signal was measured with a 
lock-in amplifier at the laser chopping frequency under constant-current feedback 
conditions. The IR laser frequency was scanned from 2830 to 2940 cm-1. A control 
experiment is done with the same measurement on bare Au(111) for reference. Six IR 
absorption peaks can be identified at 2850 cm-1, 2855 cm-1, 2881 cm-1, 2897 cm-1, 2909 
cm-1, and 2920 cm-1 for [121]tetramantane/Au(111). The appearance of these peaks 
demonstrates more absorption and hence larger thermal expansion at the corresponding IR 
frequencies and, therefore, can be attributed to [121]tetramantane vibrational modes at 
these frequencies. We could estimate the absorption of [121]tetramantane monolayer from 
the molecules by checking the ratio of the peak heights ( ~7 ൈ 10ିସ	Հ shown in Figure 3-
7a) to the background level ( ~1 ൈ 10ିଶ	Հ in Figure 3-7a), which corresponds to the 
absorption of the [121]tetramantane monolayer and the bare gold absorption respectively. 
Assuming that polished gold at low temperatures absorbs ~1% of IR light (24, 25), we 
could estimate ~0.07% for one monolayer of [121]tetramantane. This corresponds to an 
absorption cross section of 6×10-18 cm2 per molecule. 

We also performed IRSTM measurements of [121]tetramantane in the dc mode by 
direct measuring the Z position in a constant current mode. This is a faster measurement 
than the ac mode, since the ac mode requires low optical chopping frequencies and long 
lock-in time constants. Figure 3-7b shows the dc IRSTM spectrum of 0.7 ML of 
[121]tetramantane on Au(111), as well as a bare Au(111) reference spectrum. The 
[121]tetramantane/Au(111) spectrum shows peaks relative to the bare Au(111) spectrum 
at the same energy positions as in Figure 3-7a. These peaks are therefore attributed to extra 
light absorption by [121]tetramantane molecules. The dc IRSTM spectra reflect the same 
information as ac spectra, but the peak amplitude is harder to quantitatively interpret due 
to the lack of a well-defined overall absorption reference point (i.e., such as the bare gold 
absorption). Because it is a dc measurement, the spectra are also more strongly affected by 
unavoidable drifts in the experimental setup. These drifts are caused by redistribution of 
the thermal fluxes inside the STM due to the fact that the tip-sample temperature 
equilibrium depends very sensitively on parameters such as sample orientation, beam path, 
and laser power stability. However, after a baseline subtraction [i.e., subtraction of a third 
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order polynomial fit to the estimated bare Au(111) contribution to the spectrum], the 
vibrational spectra look very similar for both ac and dc measurement modes. 

 

Figure 3-7 Vibrational spectra of [121]tetramantane submonolayer measured by 
IRSTM. (a) Differential ac surface expansion due to absorption of modulated IR light, 
measured via lock-in amplifier for constant-current STM Z signal (chopper modulation 
frequency ~13 Hz, lock-in amplifier time constant 3 s). The black (lower) and red (upper) 
lines show ac surface expansion of bare gold and [121]tetramantane-decorated gold, 
respectively. (b) dc surface expansion of bare gold (black lower line) and 
[121]tetramantane-decorated gold (red upper line) as a function of incident IR frequency, 
measured via constant-current STM Z signal. 

In order to demonstrate the potential of IRSTM for chemical characterization, 
IRSTM spectroscopy was additionally performed on samples of [123]tetramantane. As 
seen in Figure 3-6, both molecular species form similar self-assembled overlayer structures 
on Au(111). Figure 3-8 shows DC IRSTM spectra of 1 ML of [121]tetramantane on Au(111) 
versus 0.9 ML of [123]tetramantane on Au(111),  (after baseline subtraction). The two 
spectra are clearly distinct from each other, and both exhibit several well-resolved peaks. 
Peak energies were extracted by fitting Lorentzian lines to the spectra (fits can be seen in 
Figure 3-8).  [123]tetramantane/Au(111) vibrational peaks are found at 2852±1, 2866±1, 
2876±1, 2908±1 cm-1, and 2915±1 cm-1, while the [121]tetramantane/Au(111) peaks are 



24 
 

seen at 2850±1, 2855±1, 2881±1, 2897±1, 2909±1, and 2920±1 cm-1. This illustrates the 
power of IRSTM to distinguish submonolayer amounts of even closely related chemical 
compounds.  

 
Figure 3-8 dc surface expansion due to molecular IR absorption as a function of 
incident IR frequency. (a) The black solid line shows the average dc surface expansion 
of [121] tetramantane/Au(111) (five sweeps) with gold baseline signal subtracted. The blue 
line (with a single broad peak) shows an STM d2I/dV2 spectrum of 
[121]tetramantane/Au(111) from Ref. (21). (b) The black solid line shows the average dc 
surface expansion of [123]tetramantane/Au(111) (twelve sweeps) with gold baseline signal 
subtracted. The red dashed lines are (a) six-peak and (b) five-peak Lorentzian fits to the 
experimental data. 

 

3.5.2 Comparison with IETS 
 

It is instructive to discuss some differences between IRSTM spectroscopy and 
STM-IETS. Figure 3-8a shows a d2I/dV2 spectrum of [121]tetramantane/Au(111) from Ref. 
(21) (the blue line). The IETS peak (obtained at the lower temperature of T = 7 K with bias 



25 
 

modulation voltage amplitude Vm = 1-10 mV) is much broader in energy and cannot resolve 
any of the multiple CH stretch modes that exist in this energy range. Since IETS energy 
resolution depends on temperature and bias modulation voltage amplitude (26), the IETS 
spectral resolution in Ref. (21) is estimated to be 30 cm-1 at best. In contrast, the energy 
resolution for IRSTM is determined by the spectral accuracy of the laser. For tunable IR 
lasers the spectral uncertainty mainly arises from mode hops which cause sudden changes 
in the frequency of emitted light. The laser used here was found to be nearly free of mode 
hopping over the scanned frequency range from 2830 to 2940 cm-1 (an average of three 
hops occur per scan, each of magnitude < 1 cm-1) (Chapter 2). We therefore conservatively 
estimate the spectral resolution of IRSTM to be no worse than 1 cm-1 across the frequency 
range explored here. It should be noted that IRSTM also differs from STM-IETS in that 
IRSTM probes IR-active vibrational modes with the dipole moment perpendicular to the 
metal surface, while STMIETS active modes do not obey rigorous selection rules (27, 28). 

 

3.5.3 Discussion of Linewidth and Molecular Interactions 
 

The linewidths observed using IRSTM carry information regarding molecular 
interactions. Our tetramantane/Au(111) linewidths were found to be in the range of 4-12 
cm-1 (full width at half maximum), corresponding to vibrational lifetimes in the range of 
0.4-1.3 ps. Our experimental energy resolution (≤ 1 cm-1) and the homogeneity of our 
samples imply that this broadening is not instrumental, but is rather due to molecule-
molecule and molecule-substrate interactions (as well as possibly overlapping modes). We 
observed notably less broadening of tetramantane CH stretch modes for molecules on 
Au(111) compared to previously measured powder samples (typical widths for the powder 
measurements (29) are on the order of 10-20 cm-1). Two main factors likely account for 
this difference: measurement temperature (13-15 K for the surface measurements versus 
room temperature for the powder measurements) and structural differences between 
surface and bulk systems. Other aspects of the local environment, such as the number of 
nearest neighbors and the relative coupling strengths between them, can also affect peak 
broadening. Molecules arranged in two-dimensional lattices (as measured here) are 
surrounded by a smaller number of nearest neighbors and so can be expected to exhibit less 
broadening compared to the three-dimensional environment experienced by molecules in 
a powder. Interaction of molecules with a metal substrate, on the other hand, is expected to 
broaden peaks due to the efficient energy relaxation channels. Since we see an overall 
narrowing of vibrational peak widths compared to bulk measurements, we conclude that 
the narrowing effects of lower temperature and reduction in coordination dominate over 
the broadening effects of the molecule-surface interaction. 

Further information regarding molecule-molecule interactions can be inferred by 
comparing IRSTM measurements to bulk measurements performed on powder samples.  
Peaks at notably different energies are observed in bulk powders of different tetramantane 
isomers, specifically, at 2840, 2863, 2884, and 2901 cm-1 for [121]tetramantane and at 2847, 
2871, and 2903 cm-1 for [123]tetramantane (29). There is not a perfect one-to-one 
correspondence between these bulk vibrational modes and the adsorbate modes reported 
here, but the peaks for the surface measurements do appear overall to be shifted to higher 
frequencies. We assume this is not due to mechanical renormalization (30) since the 
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molecules are not covalently bonded to the metal surface (21). Furthermore, doping effects 
are expected to be insignificant since tetramantane molecules have a large gap between the 
highest occupied and lowest unoccupied molecular levels, and therefore very little charge 
transfer between molecules and the gold surface is expected to occur (21).  Two 
mechanisms that might be at work here are the coupling of dynamic molecular dipole 
moments to substrate image charges (a redshifting effect) and dynamic dipole-dipole 
coupling between molecules (a blueshifting effect) (30, 31). The fact that the vibrational 
peaks for surface-adsorbed molecules tend to be blueshifted relative to the peaks for 
powder samples implies that intermolecular dipole-dipole coupling for the surface samples 
plays a more important role than coupling of the dynamic dipole moments to their images 
in the substrate. This is consistent with recent observations of appreciable attractive van 
der Waals interactions in diamondoid dimer structures (32, 33).  

 

3.6 Outlook and Concluding Remarks 
 

In conclusion, we have demonstrated the feasibility of IRSTM for performing IR 
spectroscopic studies of molecular submonolayers on metallic surfaces by combing a 
tunable IR laser and an STM. We have shown that the excellent spectral resolution of 
IRSTM can be used for chemical characterization of molecular adlayers, as well as for 
measurements of single-molecule optical absorption cross sections. IRSTM measurement 
of tetramantane molecules on gold reveal that adsorbed tetramantane vibrational peaks are 
narrowed and blueshifted relative to bulk measurements, implying that intermolecular 
interactions for adsorbed tetramantane have a stronger influence on molecular vibrational 
resonances than interaction between tetramantane molecules and the gold surface. 
Regarding the ultimate sensitivity of this new technique, we believe that lasers with better 
intensity stabilization and substrates with increased thermal expansion coefficient (such as 
based on a bimetallic strip principle) could significantly improve the IRSTM sensitivity 
compared to the sensitivity achieved in this work. 
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Chapter 4 – Optical Imaging and 
Spectroscopy of Individual Carbon 
Nanotubes 

 

4.1 Introduction 
 

Carbon nanotube is a one-dimensional tube consisting only carbon atoms that can 
be visualized intuitively as a rolled up graphene sheet. The C-C bond in nanotube is among 
the strongest covalent bond that is responsible for the nanotube’s remarkable mechanical 
strength (34) and chemical inertness (35). Nanotube also demonstrate ballistic electronic 
transport(36, 37), efficient electrical tunability (38–40) and extraordinary current carry 
capacity(41, 42). With these properties, nanotube hold great promise in next generation 
nano-electronics. In addition to the technological significance, the nanoscale diameters 
helps forming a model system for studying physics in one dimension, featuring many 
fascinating theoretical predictions.  

Although carbon nanotubes presents outstanding application potentials and 
interesting physics, there is a significant hindrance to the development of this field: there 
is few convenient table-top single-tube characterization tool. In this chapter, I will first 
introduce the electronic and optical properties of carbon nanotubes and then I will present 
a new technique we developed for convenient optical imaging and characterization of 
individual nanotubes. Finally I will discuss the applications of this technique.  

4.1.1 Electronic Structure 
This system is so appealing to physicists that most of the electronic properties could 

be exactly calculated by a simple tight binding theory. Carbon atom has 4 outer shell 
electrons, with 2 electrons in both 2s and 2p states. When one carbon atom connects with 
the nearby three carbon atoms in graphene with a honeycomb structure, it forms three σ 
bonds with sp2 hybridization orbitals. The remaining electron will be in the 2pz orbitals and 
it forms the covalent π bonds. (Figure 4-1a) The Fermi level is typically around the π band. 
Since the energy range we are interested in is around the Fermi level, we will be focusing 
on the effect of the π orbitals in graphene. A tight bonding theory considering only the π 
orbitals obtains the energy dispersion relation of graphene (43) 
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where ߝଶ  is the energy 2p orbital, t is the nearest neighbor overlap potential, 
a=2.46Å is the lattice constant and kx, ky are momentum in x and y respectively. This 
relation could be simplified in the vicinity of k=0 as (43) 

 

 

with ݒி ൌ 1 ൈ 10݉/ݏ describing the Fermi velocity in the graphene. This means 
in the vicinity of k=0, the dispersion relation is linear and produces a cone-like structure. 
This means the electrons behave exactly the same as massless photons with reduced speed.  

 

Figure 4-1 Formation of hexagonal structure from sp2 bonding. a. pz orbital forms the 
π bonds. σ bonds are in plane and forms the hexagonal structure. b. The chiral vector of 
carbon nanotubes. The blue line connects together to form a nanotube.  c. In the reciprocal 
lattice, the only available states are on the cutting lines because they represent the periodic 
boundary condition. The behavior around K or K’ points are mostly relevant to electrical 
and optical properties.  

The corresponding wavefunctions are determined as (43) 
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here  ߠ is the angle ሬ݇Ԧ makes with y-axis, and b is 1 for electrons and -1 for holes. 
This equation states that there is another degree of freedom: “pseudospin”, which can be 
think of as pointing parallel or anti-parallel to the momentum. Many electronic, optical and 
thermal properties of graphene and carbon nanotube are determined by this cone-like 
dispersion structure and the pseudospin of electrons states. 

Carbon nanotube electronic structure can be understood from graphene with zone 
folding in momentum space. (44) As depicted in Figure 4-1b, for each nanotube structure 
we could define a unique chiral vector (n,m) corresponding to the rolling vector 
perpendicular to the nanotube axis. This defines the boundary condition around the 
nanotube. Intuitively this means only states along specific lines (cutting lines) in the 
graphene Brillouin zone are available to a given nanotube. (Figure 4-1c) The final energy 
eigenstates in the zone-folding description is (44) 

 

 

where ܧGRሺሬ݇Ԧሻ  is the graphene energy dispersion in vector space, ሬ݇Ԧ∥  is the 
wavevector along the nanotube direction and  ߢԦୄ is the unit vector perpendicular to the 
nanotube where quantization happens. The subband number is indexed by ߤ and it defines 
the cutting line respect to the graphene dispersion. The quantization around the nanotube 

circumference is denoted by ݇ ൌ
ଶ

ௗ
 for a nanotube with diameter d. N is the number of 

hexagons of the graphite honeycomb lattice within the nanotube unit cell and T is the 
magnitude of the unit cell vector along the nanotube axis.  

 

4.1.2 Chirality and Relation to Semiconducting and Metallic Nanotubes 
 

Each chiral vector (n,m) gives a unique specie of nanotubes with distinct band 
structures. The thermal, electrical and optical properties of the nanotube depends on the 
band structure around the Fermi level (K points) and therefore the chirality of each 
nanotube. It provides a systematic way to vary all these properties of nanotube by varying 
the chiral vector. 

It will be therefore essential to look at where cutting lines are near the K point as a 

function of chirality (n,m) (44). The cutting line spacing is 
ଶ

ௗ
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 where θ is 

the chiral angle (θ ൌ 0 for m=n). On the other hand, the distance between the µ=0 line and 

the K point is  
ଶగ


2sinθ

ଵ

ଷ
. Therefore one special case arises when n-m is a multiple of 3, 

where one of the cutting line go through the K point and density of states is non-zero in the 
entire energy range around K point, i.e. zero bandgap. Therefore, for this special case, the 
nanotube is expected to be in the metallic state. All the other chirality nanotubes will not 
have cutting lines go through the K point and as a result they possess a finite bandgap and 
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exhibit semiconducting properties. Depending on how far away the nearest cutting line 
towards the K point, the bandgap changes systematically from zero (metallic) to a few 
electron volts at small diameters. This is a desirable feature for nanoelectronics where a 
device is integrated with a single material but exhibits various functionalities. 

 

4.1.3 Optical Transition in Carbon Nanotubes 
 

 

Figure 4-2 Carbon nanotube band structure, van Hove singularity and optical 
transitions. a. Semiconducting b. Metallic 

For each subband corresponding to cutting lines with different µ (besides the 
cutting line going through K), the energy dispersion of carbon nanotubes (Figure 4-2) has 

parabolic form ܧሺ݇ሻ ൌ ܧ 
మమ

ଶeff
 with ݉eff  depending on µ. In one dimension, this 

dispersion gives a density of states as 
ଵ

ඥாିாబ
, and divergence happens when E approaches 

E0 at the band edge, known as van Hove singularity. As the optical transition is proportional 
to density of states, the transitions between the band edges dominates the optical response. 
(Figure 4-2) As we mentioned earlier, the chiral structure of the nanotube determines the 
electronic band structure, and the band structure would never be the same for different 
chiralities. Therefore there is a one to one correspondence between a nanotube chirality 
and the optical transition energies. This enables the nanotube chirality identification with 
optical transitions energies. 

Optical transitions require strict selection rules. For light polarized parallel to 
nanotube, the optical transition are allowed only when the transition connects the same 
subband due to the conservation of angular momentum. However transitions connecting 
adjacent subband are permitted when the light is polarized perpendicular to the nanotube. 
However because the transition has to satisfy pseudospin conservation. This has to be 
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limited to the E12 and E21 bands only in semiconductors, as we will discuss in details later 
in this chapter.  

Although many of the optical properties could be understood satisfactorily with the 
nanotube electronic band structure, the optical transition is really dominated by the 
excitonic effects due to the enhanced Coulomb interaction in one dimension. With reduced 
dimensionality, the electrons and holes are confined in a line and effectively reducing their 
separation and increase their binding energy. Furthermore, the dielectric screening from 
the material itself is much weaker compared to three dimensional materials. Both of these 
effects predicts a strong excitonic binding energy in carbon nanotubes. The exciton binding 
energy has been theoretically predicted by ab initio calculation and experimentally verified 
by two photon photoluminescence spectroscopy to be as large as ~ 0.5 eV. (45, 46) 

 

4.1.4 Single Tube Optical Measurements 
 

The large variety of the nanotube family with more than 200 species, each having 
distinct structure and properties, poses a significant challenge in characterization of the 
nanotubes from growth optimization to device performance. Scanning electron microscope 
(SEM) could visualize the nanotubes but could not differentiate the structure of the 
nanotube. Transmission electron microscope (TEM), although capable of identifying the 
chirality of the nanotube, requires the sample to be on a slit. Furthermore, the electrons 
requires high vacuum and tend to damage the nanotube. Optical measurements with carbon 
nanotubes, on the other hand, is appealing because it is non-invasive and can provide rich 
information. However conventional optical measurements are usually done in a water 
solution of sonicated nanotubes, usually mixtures of different chiralities, in order to have 
sufficient signal to noise ratio compared to single tube measurements. Beside the mixed 
information on different nanotube species, interactions between the nanotubes and with the 
solution environment also perturb the measured properties. A single tube level 
measurement is necessary for clarified information on intrinsic physics and device 
performance. However this is extremely difficult due to the weak individual nanotube 
signal (10-4 ~10-5 with a micron size focus) compared to laser fluctuations, detector noises 
and unavoidable environment scattering. Only a handful of single tube spectroscopic 
techniques are developed so far and they are listed below with their advantages and 
drawbacks.   

1. Raman spectroscopy characterizes the vibrational properties of carbon 
nanotubes. Vibrational spectra of nanotubes can be resonantly enhanced when the 
excitation energy matches the nanotube transition (47–51). In this way, optical resonances 
can be mapped out by scanning the excitation wavelength. However the requirement for a 
tunable excitation and the relatively small Raman cross-section pose challenge in probing 
electronic band structure in this way.  

2. Fluorescence measurement on individual semiconducting nanotube is a 
sensitive measurement that directly probes the E11 transition. Combined with the 
excitation spectroscopy, higher transitions could also be mapped out by this technique. The 
disadvantage of this method is it is only applicable to small-diameter semiconducting 
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nanotubes which has E11 transition in the Silicon or InGaAs detection spectrum range. 
(52–54) 

3. Absorption of carbon nanotubes with spatial modulation is used to measure 
the direct absorption spectrum of a given nanotube on a slit. A nanotube is moved in and 
out of a laser spot and the transmitted light is been collected by a lock-in amplifier with 
reference to the modulation frequency. An accurate absorption spectrum could be 
measured and quantitative cross-section can be obtained. (55, 56) Still, this method requires 
the sample to be on a slit or index matched transparent substrate, and requires a slow 
scanning of a large range of wavelengths.  

4. Photothermal measurements provides a clever way to detect extremely small 
signals. (57) An intensity-modulated tunable pump beam is focused on to the nanotube and 
depending on the nanotube absorption, the local temperature and hence the refractive index 
of the surrounding medium is modulated as well. A probe beam goes through this medium 
will experience modulated refractive index and develop an additional frequency, which 
then interferes with the original beam at the detector. A beatnote is detected and is 
proportional to the absorption coefficient of the nanotube at the pump beam wavelength. 
Like the drawbacks of most other techniques, this technique suffers from slow laser tuning.   

5. Rayleigh scattering spectroscopy is the first demonstration of a broadband 
method used to identify the electronic transitions of a given nanotube suspended across a 
slit (58–61). It allows probing of the nanotube optical transition through resonant scattering 
with a dark field geometry. Since broadband illumination is used, this technique 
simultaneously probe all transitions within the energy range in a single shot. The main 
drawback is the sample needs to be on a slit in order to avoid the much stronger scattering 
from unavoidable uneven substrate surfaces. Recently this technique has also been applied 
to measure samples on a transparent glass, where a refractive index matching oil is filled 
between the objective and the sample for reduced substrate scattering (62, 63). However 
this contaminates the sample and will not be suitable for in situ device characterization. 
The Rayleigh scattering technique has been utilized to measure hundreds of different 
nanotubes and identification of chirality from optical transition has been established with 
the help of Rayleigh scattering (61).  

 

4.1.5 Need for High Throughput Single Tube Microscopy and Spectroscopy 
 

Currently the carbon nanotube device researches face two outstanding challenges, 
achieving chirality-controlled growth and understanding chirality-dependent device 
physics. Addressing these challenges requires, respectively, high-throughput determination 
of the nanotube chirality distribution on growth substrates and in situ characterization of 
the nanotube electronic structure in operating devices. 

Although the single tube techniques described above can directly or indirectly 
obtain nanotube optical properties, but they all lack certain merits as a versatile, high-
throughput and non-destructive microscopy and spectroscopy method. This greatly 
hampers the development of nanotube device applications.  
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4.1.6 Optical Theorem, Absorption and Homodyne Process 
 

The optical theorem is a general law of wave scattering theory, which states that 
the total cross-section of the scatter is related to the forward scattering wave. (5) 

 

 

where f(0) is the scattered wave at incident angle. From the interferometric point of 
view, this means the forward scattered electric field destructively interfere with the 
unperturbed incident field and results in an intensity reduction.  

In the case of single nanotube transmission measurement, the absorption cross-
section is much larger than the scattering cross-section and dominate the total cross-section. 
Therefore in a transmission measurement, the transmitted intensity reduction is directly 
proportional to the absorption of a nanotube.  

 

 

where ܧ ܧ , ௦ܧ ,  are the incident field at sample, incident field at detector and 
nanotube forward scattered field at detector. The additional phase -π/2 develops when the 
incident field propagates from the focus (sample) to infinity (detector), known as Gouy’s 
phase.  The |ܧ௦|ଶ term is one order higher and much smaller than the cross term and can 
be neglected here. As we expected from the optical theorem, the absorption from a 
nanotube is proportional to the imaginary part of the susceptibility ߯. 

In the single nanotube reflection measurement, as typical for a microscopy setup, 
optical contrast of a nanotube can be analyzed in similar way but now the interfering fields 
are reflected field at the detector Er and nanotube back-scattered field ENT. This yields an 
optical contrast  

 

 

The phase ߶ denotes the phase difference between ENT and Er at the detector. In the 
transmission case  ߶ ൌ ߶ and in the case of a transparent substrate ߨ ൌ 0. For commonly 
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used SiO2/Si samples, depending on the oxide thickness ߶ could vary between 0 and ߨ as 
a result of multilayer reflection. 

With this interference in mind, one can intuitively picture the absorption process of 
nanotubes as a homodyne detection, which has been extensively used in microwave 
detections by mixing a signal with a reference electric field, referred as local oscillator. In 
principle, this homodyne detection could greatly enhance the nanotube contrast by 
reducing the interfering local oscillator electrical field while maintaining the nanotube 
scattering electrical field. We successfully achieved this contrast enhancement with 
polarization manipulation. 

 

4.2 Polarization-based Contrast Reflection Microscopy 
 

4.2.1 Setup 
 

Light polarization is extremely sensitive to minute optical anisotropy in a system, and 
has long been exploited to study materials ranging from molecules to crystals. 
Manipulation of polarization is especially suitable for the study of carbon nanotubes 
because of the strong depolarization effect of these one-dimensional structures. Figure. 19a 
illustrates the polarization manipulation in a reflection geometry (64). Horizontally 
polarized incident light (after polarizer P1) illuminates a nanotube oriented at 45 degrees. 
(Figure 4-3b) The nanotube scattered electrical field ( ) is polarized along the nanotube 

direction (due to a strong depolarization effect on light perpendicularly polarized to 
nanotube), while the substrate reflection ( ) retains the horizontal polarization, with 

 ~ 10-4 (Figure 4-3c). The second polarizer (P2) is oriented close to vertical 

direction (with a small angle deviation of δ), which strongly reduces the reflection field to 

Er= sinδ, but largely keeps the nanotube field ENT= / . Therefore the nanotube 

contrast is enhanced by 1/( sinδ), which can reach over 100 with a reasonably small δ 
and produces ENT/Er > ~ 10-2 (Figure 4-3d).  

Although the concept of polarization enhancement is appealingly simple, its 
experimental implementation to achieve wide-field imaging and spectroscopy of single 
nanotubes on substrates has been challenging due to constraints of polarization control in 
optical microscopy. Indeed, no individual carbon nanotubes on substrates have ever been 
observed in a regular polarization microscopes with high numerical aperture (NA) 
objectives, because their polarization extinction is typically several hundred (65), too low 
to achieve sufficient contrast enhancement. Recently a specialized polarization-based 
transmission microscopy was employed to probe single-nanotube optical absorption (66), 
but the technique is limited to suspended carbon nanotubes with no background from the 
substrate (as in previous Rayleigh scattering measurements (58–63)). In addition, it 
requires slow frequency scanning of a Ti:sapphire laser. Our technique simultaneously 
achieves a polarization extinction ration of 105 (more than one order of magnitude higher 
than a conventional microscope) and a sub-micron spatial resolution in a reflection 
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microscope using novel polarization control and broadband supercontinuum illumination. 
It allows us to demonstrate wide-field imaging and high-throughput spectroscopy of 
individual nanotubes in devices.  

 

 

Figure 4-3 Scheme of polarization-based optical microscopy for single-nanotube 
imaging and spectroscopy. (a) Combination of supercontinuum laser illumination and 
high-contrast polarization microscopy for high-throughput individual nanotube imaging 
and chirality identification. P1 and P2: polarizers; BS: beamsplitter. (b) Configuration of 
the incident polarizer P1, outgoing polarizer P2, and the carbon nanotube. (c-d) Illustration 
of electrical field polarization before (c) and after (d) polarizer P2. Dramatic reduction of 
the reflection electrical field leads to an enhancement of nanotube optical contrast by ~ 
1/( sinδ), where  is the deviation angl　 e of P2 from perpendicular direction. 

The most important development in this setup is separate optimization of effective NA 
for nanotube illumination and imaging. A major challenge in polarization microscopy is 
that light going through a large NA objective gets strongly depolarized due to polarization-
dependent reflection at oblique incidence (67). On the other hand, large NA objective is 
crucial for high spatial-resolution imaging of nanotubes. Therefore high polarization purity 
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and high spatial resolution seem to be two contradictory requirements. In our experiment 
we realize that high polarization extinction is only required for reflected light, while spatial 
resolution can be maintained by collecting nanotube scattered light with large NA. This 
allows us to satisfy the two requirements simultaneously. Specifically, we use an objective 
with a large NA (=0.8), which collects nanotube scattered light with full NA to obtain a 
high spatial resolution. On the other hand, we control the illumination light to have a much 
smaller “effective NA” by using incident beam with diameter much smaller than the 
objective back aperture, as illustrated in Figure 4-3a. Here the incident and reflected light 
only go through the center of the objective and suffer little from polarization degradation 
due to oblique incidence. This special illumination scheme exploits the highly collimated 
beam of a supercontinuum light source, and it is critical for achieving high polarization 
purity and spatial resolution simultaneously in single-tube imaging and spectroscopy.  It is 
also critical to maintain the high polarization purity and a flat spectral response by careful 
selection of broadband and birefringence-free optical components. This includes using 
minimal number of components between the two polarizers, and minimizing strain for the 
necessary beamsplitter and objective. 

 In addition, we exploit several other unique aspects of the supercontinuum laser for 
the high throughput imaging and spectroscopy of single nanotubes: The low coherence of 
the supercontinuum eliminates interferences and speckles typical for single-wavelength 
laser illumination; the high brightness of supercontinuum ensures a large optical signal 
even after high extinction from polarization control; and the broadband light source enables 
a single-shot measurement of the whole spectrum.  

 

4.2.2 Result 
 

Our technique enables direct imaging of single nanotubes in diverse configurations, 
as schematically illustrated in Figure 4-4a-c. Figure 2d-f show corresponding scanning 
electron micrographs, with a nanotube on a fused silica substrate (20d), a nanotube in a 
back-gated field-effect transistor with source-drain electrodes (20e), and a nanotube partly 
covered by an Al2O3 dielectric layer (20f). Now we are able to image such individual 
nanotubes directly using optical microscopy (Figure 4-4g-i) rather than electron 
microscopy. A single-walled nanotube typically has a contrast larger than 5% in our optical 
microscopic images. More importantly, we can not only “see” individual nanotubes, but 
also obtain their optical spectra and uniquely identify their chiralities. Figure 4-4j-l display 
the spectra of nanotubes shown in Figure 4-4g-i. Each spectrum is obtained within 2 
seconds using the broadband supercontinuum illumination and a spectrometer equipped 
with a linear array charge coupled device (CCD). From the prominent optical resonances 
in the spectra, we can assign the chirality (20,6), (22,16), and (26,22) to these three single-
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walled nanotubes (61). They are semiconducting, metallic and semiconducting nanotubes 
with diameters of 1.8, 2.6 and 3.3 nm, respectively. 

Figure 4-4 Optical imaging and spectroscopy of individual nanotube on substrates 
and in devices. (a-c) Schematic drawing of a nanotube on fused silica substrate, a nanotube 
in a back-gated field-effect transistor device (with two gold electrodes), and a nanotube 
partly under Al2O3 dielectric layer. (d-f) Scanning electron microscopic (SEM) images of 
the nanotubes corresponding to a-c. The dashed line in f traces the invisible Al2O3 edge. 
(g-i) Direct optical images of individual nanotubes in d-f using a colour camera with an 
integration time of ~ 20 ms. Optical images show high contrast for all individual nanotubes. 
(j-l) Optical spectra of the nanotubes in g-i, from which we identify the three nanotubes 
with chirality of (20,6), (22,16), and (26,22). They are semiconducting, metallic and 
semiconducting nanotubes with diameters of 1.8, 2.6 and 3.3 nm, respectively. 
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4.2.3 Application I - Chirality Profiling of As-grown Samples 

 

Figure 4-5 High-throughput chirality profiling of 402 single-walled carbon nanotubes 
from one growth condition. (a) Chiral index distribution of semiconducting (red triangles) 
and metallic nanotubes (dark green circles) which show enrichment in different n-m region. 
(b) Diameter distribution of semiconducting (S: red bars) and metallic nanotubes (M: dark 
yellow bars). They reveal a surprising correlation: semiconducting species are highly 
enriched for nanotube diameter between 1.7-2.1 nm, while metallic species dominate for 
tube diameter larger than 2.3 nm. (c) Chiral angle distribution of semiconducting and 
metallic nanotubes.  

Such high-throughput imaging and chirality identification of nanotubes on substrates 
could be an indispensable tool for improving carbon nanotube growth, because it enables 
a systematic optimization of nanotube growth conditions. This component has been so far 
missing because there has been no simple and reliable way to accurately determine 
nanotube chirality and abundance at the same time (except for a rough diameter distribution 
using resonant Raman measurement (68)). In Figure 4-5 we plot the chirality of over 400 
single-walled nanotubes from one growth condition, which includes 240 semiconducting 
nanotubes (S) and 162 metallic nanotubes (M). Now the detailed chirality distribution of 
hundreds of nanotubes on as-grown substrates (transparent or opaque) can be accurately 
determined. The chirality distribution in Figure 4-5a shows that in the specific sample 
semiconducting and metallic nanotubes are enriched in different region with characteristic 
chiral angle and diameter dependence. The chiral angle distribution (Figure 4-5c) shows 
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that large chiral angles (close to the armchair direction) are more favorable, consistent with 
previous findings (69). The diameter distribution (Figure 4-5b), however, is quite 
surprising. It reveals a strong correlation between the diameter and a nanotube being 
semiconducting or metallic. With random distribution of chirality, one expects a ratio of 
2:1 for semiconducting and metallic nanotubes. However, we observe that for nanotube 
diameter between 1.7-2.1 nm, semiconducting species are highly enriched, while metallic 
ones completely dominate for nanotube diameter larger than 2.3 nm. This unusual 
correlation behavior can only be revealed with our capability to map all individual 
nanotube chirality on substrates. In comparison, previous Raman characterization and 
electrical measurements only shows an overall enrichment of semiconducting nanotubes 
in this growth condition without observing any diameter-metallicity correlation (70), 
because Raman scattering selectively probes only nanotube species in resonance with the 
excitation laser and can miss the full picture. The accurate and complete characterization 
of as-grown nanotube species enabled by our technique will be crucial for better 
understanding of the growth mechanisms and systematic growth optimization.  

 

4.2.4 Application II - Characterization of Functioning Devices 
 

In-situ imaging and spectroscopy of individual nanotubes also offer new 
opportunities to probe nanotube physics in operating devices. Here we examine gate-
variable nanotube optical transitions in field-effect devices (Figure 4-4b) to investigate 
electron-electron interaction effects on excited states in nanotubes.  

Figure 4-6a and 22b display gate-dependent optical spectra for an (18, 18) metallic 
nanotube and a (26, 10) semiconducting nanotube, respectively. The resonance peak in 
metallic (18, 18) nanotube arise from M22 transitions, and the peaks in semiconducting (26, 
10) are from S44 and S55 transitions. All these optical resonances show significant 
broadening with gate voltage varying from close to 0V to -30V, which corresponds to a 
nanotube doping from the charge neutral point to a hole density of ~ 0.45 e/nm (based on 
calibration using G-mode Raman resonance in metallic nanotubes (71)). At such doping 
levels, free holes partially fill the linear band of metallic nanotubes or the first subband of 
semiconducting nanotubes. Therefore the broadening of higher-band optical transition 
cannot be accounted by Pauli blocking that dominates semiconducting nanotube 
fluorescence or graphene absorption (72, 73). Instead, it originates from many-body 
interactions between doped carriers and excitons in carbon nanotubes.  

Electron-electron interactions can be greatly enhanced in one dimension. Two types 
of interactions between doped carriers and excitons were well known to affect excitonic 
resonances in nanotubes: dielectric screening (58, 74) and formation of trion states (75). 
Trions will lead to a new optical resonance (75), which we do not observe in the higher 
subband transitions. Dielectric screening of the nanotube exciton is expected to shift the 
exciton transitions with little increase in the optical linewidth (58) and previous Raman 
studies suggest that this dielectric screening dominates gate-induced redshift on excitonic 
transitions (74). In our experiment, we do observe a small redshift in most exciton 
transitions, presumably due to the screening effect. However, the more obvious gate-
induced effect is a broadening of exciton resonance linewidth. The linewidth broadening 
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from the dielectric screening is expected to be less than 15 meV. Experimentally we 
observed a gate-induced broadening of more than 50 meV. This large broadening beyond 
the dielectric screening effect cannot be accounted for by established mechanisms. Because 
inhomogeneous broadening in single-tube spectra is small, the resonance width can be 
directly related to the ultrafast dynamics of an excited state. The observed gate-induced 
broadening cannot be from a change in dephasing due to exciton-phonon coupling, because 
electrical gating mainly introduces free carrier doping with little effect on exicton-phonon 
interactions. It indicates that a new type of electron-exciton interaction is critically 
important. 

Here we propose that inter-subband scattering between the exciton and gate-
induced free carriers (Fig. 22c-f) could be responsible for the ultrafast dephasing of exciton 
through population decay. This electron-electron scattering is an Auger-type process, and 
it is strongly constrained in one-dimensional carbon nanotube by the conservation of 
energy, momentum, and angular momentum (described by the quantum number E, k, and 
band index µ, respectively). Figure 4-6d (22f) shows one representative scattering channel 
that satisfies the stringent conservation requirements in hole doped metallic 
(semiconducting) nanotubes. Such scattering between optically excited electron and free 
holes (in another valley) is absent in pristine undoped carbon nanotube (Figure 4-6c and 
22e), and emerges with hole doping (Figure 4-6d and 22f). (Excitonic correlation between 
the excited electron and hole, not shown in the illustration for simplicity, should not change 
the picture qualitatively.) This inter-subband electron-electron scattering rate increases 
with the free carrier concentration, and can dominate ultrafast relaxation of the exciton 
state at high doping. 

It is interesting to note that carbon nanotube provides a unique opportunity to probe 
different ultrafast processes in graphitic materials, which share similar electronic structures 
and dynamic responses. Unlike graphene, the well-defined exciton resonances in nanotubes 
allow one to estimate the ultrafast excited state dynamics from resonance widths using 
Heisenberg uncertainty principle. In addition, the stringent constraint from energy, 
momentum, and angular momentum conservation means that excitons can relax only 
through electron-phonon interactions in undoped nanotubes, and allows us to isolate its 
contribution to ultrafast dynamics. On the other hand, gate dependence probes selectively 
the exciton relaxation through electron-electron interactions. Take the M22 transition in (18, 
18) nanotube for an example. We can isolate a dephasing rate of ~ (5 fs)-1 from exciton-
phonon coupling and a decay rate of ~ (10 fs)-1 from exciton-electron coupling at doping 
level of ~0.45 e/nm. Such knowledge on ultrafast relaxation will be important for 
optoelectronic applications employing hot electrons in carbon nanotube and graphene(76). 

 

4.2.5 Phase Considerations in Reflection Measurements on SiO2/Si 
 

SiO2/Si substrate is the most common substrate in device applications and carbon 
nanotubes on top of this substrate is readily made field effect transistors. It is therefore 
crucial that we understand the optical properties of carbon nanotube on this substrate, 
especially the pure absorption spectrum (imaginary part of dielectric constant), which is to 
be compared to theory. However the multilayer reflection poses a challenge to this goal. 
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The nanotube scattered field would experience a complex local field and the substrate 
reflected field acquires additional wavelength-dependent phase. As a result the optical 
spectrum becomes a combination of real part and imaginary part of susceptibility. We 
would like to restore the pure absorption spectrum from measured reflection contrast 
spectrum.  

 

Figure 4-6 Gate-variable nanotube optical transitions in field-effect devices. (a)(b) 
Optical spectral evolution of a metallic (18, 18) (a) and a semiconducting (26, 10) nanotube 
(b) under different back-gated voltages. A significant broadening was observed for all 
transition from Vg= ~ 0V to Vg=-30V, which correspond to changes from undoped state 
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to hole doping of ~0.45 e/nm. At this doping level, free holes partially fill the linear band 
of metallic nanotubes or the first subband of semiconducting nanotubes. (c-f) Schematic 
illustration of one representative ultrafast decay pathway of the optically excited electron 
due to inter-subband electron-electron scattering in doped metallic (d) and semiconducting 
(f) nanotubes. The photo-excited electron decays to a state in a lower subband and transfers 
its energy, momentum and angular momentum to a free hole in the other valley. This 
process requires a free hole to participate, and it is forbidden for undoped nanotubes (c and 
e) but allowed for doped ones (d and f). The insets in d and f depict the process in two-
dimensional grapheme Brillouin zone, where the vertical lines correspond to nanotube 
subbands (their distance is exaggerated for better vision). It shows that energy, momentum 
and angular momentum are conserved in this inter-subband electron-electron scattering. 

Figure 4-7 Extracting real and imaginary part of dielectric constant from contrast 
measurements.  a. Direct contrast measurements. b. extracted real and imaginary part with 
the help of a quarter wave plate.  
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As we have shown in Eq. 4-6, the contrast of the nanotube can be written as an 
interference between nanotube scattered electric field and local oscillator field (from the 
unperturbed incident field) 

 

 

Here	ߜ is the angle deviation from the cross-polarization and 
గ

ସ
 is the angle between 

nanotube orientation and both polarizers. ݎ is the reflection coefficient calculated from 
Fresnel equations and ሺ1   ሻ is the local field experienced by the nanotube. This localݎ
field factor accounts for both excitation and radiation and hence been squared. ߪ represents 

the combined coefficient and is a complex number. Therefore the obtained 
∆ூ

ூ
 would give 

mixed information of real part and imaginary part of ߯. Another equation would be needed 
to determine the pure imaginary part or real part of ߯. 

The other equation can be readily available if we set P2 strictly cross with P1 and 
put a quarter wave plate after P1. The quarter wave plate is set with the fast axis mostly 
parallel to P1 but with a small deviation from P1 so that P2 will have a small transmission 
(1%) from the slow axis. Therefore the field after the quarter wave plate will have the 
majority component still parallel to the P1 (same phase as before), which will excite the 
nanotube. The nanotube field expression is still the same. However the local oscillator field 
transmitted through P2 will have phase shifted by  

గ

ଶ
 as required by the physical principles 

of quarter wave plate. Therefore we can write 

 

 

This two equation combined gives us a way to find out the exact absorption of 
nanotube even it is on a SiO2/Si. Figure 4-7a shows the spectrum from direct contrast 
measurements for nanotube (21, 21) on 90 nm SiO2/Si.  The resonant peak is non-
symmetric and there is a slow bump around 2.2 eV due to the mixing of real part of 
dielectric constant. After we performed the complimentary measurement with quarter wave 
plate we could obtain the absorption of this nanotube (imaginary part of dielectric constant, 
Figure 4-7b), and is now much Lorentzian like, an indication of an excitonic absorption. 
The bump is gone but a small decaying background is present signifying the band to band 
transition, which is consistent with pure absorption measurements. (See next section) 
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4.3 Absolute Absorption of Individual Carbon Nanotube 
Through Transmission Microscope 

 

4.3.1 Absorption Measurement setup 
 

Quantitative information of SWNT absorption cross-section is highly desirable for 
understanding nanotube electronic structures, for evaluating quantum efficiency of 
nanotube photoluminescence (69, 77) and photocurrent (78–80), and for investigating the 
unique many-body effects in 1D systems (55, 61, 81–85). In order to measure accurately 
the absolute absorption cross-section of known Chiralities, we performed the same 
polarization measurement with a transmission geometry with nanotube suspended slits (86). 
There are two reasons we choose nanotube on slits. First it does not involve complicated 
phases and local fields, which simplifies the analysis and increase accuracy. Second, it is 
readily characterized by electron diffraction, one of the most accurate ways to determine 
the chirality of nanotubes.  

Figure 4-8 Scheme of polarization-optimized homodyne detection for single-nanotube 
absorption. (a) Two nearly-crossed polarizers (with a small deviation angle δ) were used 
to control the incident and outgoing light polarization, and two polarization-maintaining 
objectives were placed confocally between this polarizer pair. Suspended individual 
nanotubes were positioned at the focus of the objectives and with an angle of π/4 with 
respect to the first polarizer polarization. We use broadband supercontinuum laser (spectral 
range 450-850 nm) as the light source and a spectrometer equipped with a silicon linear 
array for fast wide-spectral detection. (b) Interference between Ein and ENT after the 
nanotube gives rise to nanotube extinction, while interference between Es (≈(ENT

//-ENT
┴)/

) and ELO (=Einsinδ) after polarizer-2 generates the final homodyne signal. Given that 
-2

LO inE :E ~10   and 
s NTE :E ~1/ 2   with suitable polarizer setting, the enhanced homodyne 

modulation signal ΔI/I can be two orders of magnitude higher than the transmission change 
ΔT/T　　　　 It enables high sensitivity measurements of nanotube absorption �. The δ 
angle is exaggerated for better visualization. 

2
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The transmission geometry measurement is depicted in Figure 4-8. Two nearly-
crossed polarizers (with a small deviation angle δ) were used to control the incident and 
outgoing light polarization, and two polarization-maintaining objectives were placed 
confocally between this polarizer pair. Suspended individual nanotubes were positioned at 
the focus of the objectives and with an angle of 45 degrees with respect to the first polarizer. 
With this polarization control, we can obtain the polarization-dependent nanotube 
absorption through the enhanced homodyne optical contrast directly using  

 

 

 

  where α// and α٣ are nanotube absorption constants for light polarized parallel 
and perpendicular to the nanotube axis, respectively. Here (α// - α٣)/2 characterizes the 
strong depolarization effect of nanotubes. It gives rise to a greatly enhanced optical 
contrast I/I 　 at small 　　　which can reach ~ 1% (compared to 10-4 in conventional 
transmission change) and becomes easily detectable.  

 

Figure 4-9 Representative data for polarization-optimized homodyne detection of 
single-nanotube absorption. (a) Electron diffraction patterns (left half: experimental, 
right half: simulated) uniquely determine the chiral index of this nanotube as (24, 24). The 
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black diagonal feature in the experimental pattern is from the blocking stick inside the TEM 
for dark-field imaging. (b) Homodyne modulation signal (|ΔI/I|) at various values of δ as 
in Fig. 1a. With δ decreasing from 5 to 0.5 degrees, the signal at resonances gradually 
increases to 1% level. (c) Modulation signal at δ = ±0.04. It shows interference signature 
that when δ crosses zero, local oscillator ELO changes sign and so does the homodyne 
interference modulation ΔI/I. (d) The absolute absorption cross-section per carbon atom 
with both parallel (//) and perpendicular (٣) light polarization to nanotube axis. The ߪ// 
spectrum shows clear resonance peaks corresponding to the exciton transitions; while ୄߪ 
is mostly featureless. For all studied SWNTs, ୄߪ has an integrated absorption between 1/5 
and 1/3 of that in ߪ//  due to depolarization effect in 1D nanotubes. 

The power of our technique is demonstrated in Figure 4-9, which displays ΔI/I 
spectra from a SWNT using different polarization settings. The chiral index of this 
nanotube was independently determined as (24,24) from its electron diffraction pattern 
(Figure 4-9a). By gradually decreasing δ (the deviation angle from the crossed polarizer 
position as labeled in Fig. 1a) from 5º to 0.5º, the resulting modulation signal |ΔI/I| 
increases steadily to 1% level at peak positions (Fig. 25b). Figure 4-9c further shows that 
when δ crosses zero, the local oscillator ELO changes sign, and so does the homodyne 
interference modulation ΔI/I. This new polarization scheme, coupled with supercontinnum 
illumination and array detections, enables us to obtain single-nanotube ΔI/I spectra across 
a wide spectral range in a few seconds, orders of magnitude faster than previous approaches 
(55–57). 

 

4.3.2 Determination of Absorption Coefficient in Both Polarizations 
 

The spectra of ΔI/I as a function of δ allow direct determination of both α// and α٣. 
Nanotube absorption cross-sections are proportional to α// and α٣, and their absolute values 
can be obtained once the illumination beam size is known. We determine the focused 
supercontinnum beam profile at high accuracy by systematically measuring the absorption 
spectra with nanotubes at different positions in the focused beam. With this information, 
we obtained spectra of optical absorption cross-sections per atom along both parallel (　//) 
and perpendicular (　٣) polarizations for the (24,24) SWNT, which is displayed in Figure 
4-9d. We performed such absorption measurements on 57 chirality identified SWNTs, and 
it allows us to systematically examine polarization dependent absorption cross-section in 
different nanotube species for the first time. The 　// spectra show prominent and different 
exciton transition peaks in different nanotubes. These chirality-dependent exciton 
transitions provide rich information on chirality-dependent nanotube photophysics, as we 
will describe later. The 　٣ spectra, on the other hand, show a small and finite 
perpendicular absorption ( ~ 1/5 of the average 　// value) and they are largely featureless.  

We first examine briefly the 　٣ spectra, which have never been probed at single 
nanotube level before. The small magnitude of 　٣ can be attributed to depolarization 
effects (87–90), but its lack of any resonance features is surprising at the first look. It is 
widely known that perpendicularly polarized light can excite transitions between adjacent 
cutting lines due to angular momentum selection rule. One naturally expects resonance 
features associated with these exciton transitions in 　٣ spectra. Indeed prominent 
absorption peak corresponding to S12 and S21 transitions have been observed in 
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semiconducting nanotubes with perpendicular polarization excitation (77). However, here 
we do not observe any resonances in our 　٣ spectra, where transitions between higher sub-
bands are probed. Detailed theoretical analysis shows that although transitions between 
adjacent cutting lines are symmetry allowed, their matrix elements are always zero close 
to the bandgap since they fail to conserve pseudospin, except for the S12 and S21 transitions 

(91). This matrix element effect strongly suppresses exciton transition (as well as van Hove 
singularity at the bandedge), resulting in no spectral resonances for higher order transitions 
under perpendicularly polarized light. Away from the bandedge, the transition matrix 
element becomes finite and results in the finite but largely featureless 　٣, as we observe 
experimentally.  

 

4.3.3 Systematic Analysis of Absorption Cross Section in Parallel Polarization 
 

 

Figure 4-10 Representative absorption cross-section spectra of four nanotubes. (a) 
semiconducting (18,14). (b) semiconducting (25,23). (c) metallic (16,16). (d) metallic 
(24,24). Black, red, violet and dark yellow lines are experimental data, phenomenological 
fitted total absorption, exciton component, and continuum component, respectively. The 
integer number p at each peak indexes the optical transition type as described in the text. 
The resonant peaks show symmetric shape and reveal the exciton nature of nanotube 
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optical transitions; while an obvious continuum background exists. The phenomenological 
model described in the text reproduces the absorption spectra nicely. The exciton transition 
energy, oscillator strengths, and linewidth vary significantly with the nanotube species and 
transition index p.   

 

Below we will focus on 　// spectra in chirality defined SWNTs. Figure 4-10a-d 
display four representative parallel-polarization spectra (black lines) in semiconducting 
(18,14), (25,23) and metallic (16,16), (24,24) nanotubes, where the chiral indices were 
independently determined by the electron diffraction techniques. All 　// spectra in Figure 
4-10 are characterized by sharp optical resonances arising from excitonic transitions and a 
broad continuum background. They provide a wealth of information on the unique 
nanotube photophysics.  

 

Figure 4-11 Integrated absorption cross-section in the energy range of 1.55 to 2.48 eV. 
All the data converge to the value of graphene integrated over the same energy region 
(dashed line). This convergence originates from an approximated f-sum rule. 

We first note that for all nanotubes, the average absorption cross-section is ~ 7.6×10-

18 cm2/atom. This corresponds to an integrated cross-section (ΣA) of 7.1×10-18 eV·cm2/atom 
between the spectral range 1.55 to 2.48 eV, the same as ΣA of graphene in the same range 
(92, 93). Figure 4-11 shows in detail the distribution of ΣA in different nanotubes (dots), 
which converges on the graphene value (dashed line). The physical origin for this 
convergence is an approximated f-sum rule, where the integrated oscillator strength per 
atom over a sufficiently large spectral range should be the same for all graphitic structures. 
The agreement between nanotubes and graphene values provides an independent 
confirmation of the accuracy of our nanotube absorption cross-section results. (The slight 
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variation in nanotube values is presumably due to the different distribution of resonant 
peaks in different nanotubes and the finite integrated energy range.) 

 

4.3.4 Chirality and Transition Dependent Exciton Oscillator Strength  
 

To quantitatively describe the chirality dependent absorption features in different 
nanotubes, we introduce a phenomenological model composed of a discrete exciton peak 
and corresponding continuum absorption for each subband. The exciton transitions are 
Lorentzian resonances, each characterized by its resonance energy Ep, resonance width 　p, 
and oscillator strength (integrated cross-section) 　p. Here p is an integer indexing optical 
transitions of both semiconducting (Sii) and metallic nanotubes (Mii) starting from 1 in the 
order of S11, S22, M11, S33, S44, M22, S55, S66, M33, S77,… The “continuum” absorption, 
including the contribution from band-to-band transitions as well as phonon sidebands and 
higher-order exciton transitions, is approximated empirically by a Lorentzian broadened 
form of the function p p p pΘ[E-(E +Δ )] (1 / E-(E +Δ )) . Here Θ is the heavyside step 

function, 　p is the offset of continuum edge relative to the exciton transition, and the 
second term models the 1D density of states close to the band edge. Red lines in Figure 4-
10 show that our phenomenological model nicely reproduces the experimental absorption 
spectra, with violet and dark yellow lines showing the exciton and continuum contribution, 
respectively. We note that the continuum absorption constitutes a significant portion of the 
total nanotube absorption oscillator strength, which has never been appreciated previously. 
The relative importance of continuum absorption increases with the nanotube diameter and 
the transition index p.  

Exciton resonances, the most prominent features in the absorption spectra, encode 
rich 1D nanotube physics in their chirality dependent behavior. (1) The exciton absorption 
oscillator strength provides new information on electron-hole interaction strength in the 1D 
nanotubes. (2) The exciton transition linewidth, arising from the finite exciton lifetime, 
reveals the ultrafast relaxation dynamics of excited states. (3) The exciton transition 
energies and their dependence on nanotube species observed in absorption spectra here 
provide a valuable confirmation of the recent assignment established using Rayleigh 
scattering spectroscopy16 with an accuracy of 10 meV. 

The exciton takes its oscillator strength from band-to-band transitions due to the 
electron-hole correlation(55, 83–85). Its value depends on both the interband optical 
transition matrix element and the exciton wavefunction at zero electron-hole separation. 
We observe in the experimental spectra (Figure 4-10) that the exciton oscillator strength 
decreases significantly in large diameter nanotubes. A systematic examination reveals that 
the tube-dependent exciton oscillator strength can be described by a universal scaling law,

p

1
~

(p+7.5)d
  as displayed in Figure 4-11a. For semiconducting nanotubes, this scaling 

law can be understood theoretically using a model description of the excitonic effects, and 
the magnitude of observed exciton oscillator strengths agrees well with our theoretical 
predictions (94). 
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Figure 4-11a also shows that the exciton oscillator strengths in metallic (diamonds) 
and semiconducting (circles) nanotubes have similar magnitude and fall on the same curve. 
This behavior appears surprising, because the electron-hole interactions are expected to be 
much weaker in metallic nanotubes due to free electron screening. Naively the resulting 
exciton transition should have significantly smaller oscillator strength. Previous ab initio 
calculations (83, 84), however, showed that the oscillator strength from excitons in metallic 
nanotubes are comparable to those in semiconducting tube, although no systematic analysis 
was carried out. Further effort will be required to understand quantitatively the 
experimental data here, and it could lead to deeper insight into many-body interactions in 
1D nanotubes. 

 

Figure 4-12 Tube-dependent exciton oscillator strength and transition linewidth in 57 
SWNTs. The diamonds and the circles represent data from 18 metallic and 39 
semiconducting nanotubes, respectively. a. Tube-dependent exciton oscillator strength is 
described by a universal scaling law of 4.6 ൈ 10ିଶସ/ሾሺ  7.5ሻ ∙ ݀ሿ eVcm3/atom (dashed 
line), where d is nanotube diameter and p is transition order indexing both semiconducting 
and metallic nanotube optical transitions. Metallic and semiconducting nanotubes, 
surprisingly, exhibit similar exciton oscillator strength, although they are characterized by 
significantly different electron-hole interactions. b. Exciton transition linewidth in 
different nanotubes. In average the linewidth increases linearly with the transition energies. 
The higher slope for metallic nanotube (long-dashed line) than that for semiconducting 
nanotube (short-dashed line) reveals (in average) slightly shorter exciton lifetime due to 
coupling to free electrons in metallic nanotubes. The large scattering present in the exciton 
linewidth suggests that ultrafast dynamics of the excited states can vary dramatically with 
the exact nanotube electronic structure. 

 

4.3.5 Transition Energy Dependent Exciton Linewidth 
 

The optical linewidth of exciton transitions (for p>1) originates mainly from 
exciton lifetime broadening due to electron-electron and electron-phonon interactions. 
Ultrafast evolution of the exciton states plays a key role in important optoelectronic 
processes like multiexciton generation (80) and impact ionization (95). Our data provide a 
unique opportunity to investigate the chirality dependent ultrafast dynamics in SWNTs. 
We plot in Figure 4-12b the observed exciton linewidth in semiconducting (circles) and 
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metallic (diamonds) nanotubes as a function of exciton transition energies. It shows that (a) 
the exciton linewidth, in average, increases linearly with transition energy and (b) there is 
a large variation of exciton lifetime in different nanotube species.  

The linear increase of average linewidth indicates a shorter exciton lifetime scales 
inversely with transition energy. This faster relaxation can be approximately attributed to 
increased phase space for electron-electron and electron-phonon scatterings at higher 
energy. Similar increase in excited state relaxation rate with energy has been observed in 
studies of graphite (96) and low-order transitions in carbon nanotubes (97). The large 
variation of exciton lifetime, even for transitions at the same energy, indicates that the 
ultrafast electron relaxation may depend sensitively on the exact electronic structure, an 
important effect that has never been explored previously. Our new experimental data could 
provide some guidance to the theoretical study to gain more insight on ultrafast electron 
dynamics in 1D systems.  

 

4.3.6 Empirical Formula for Carbon Nanotube Absorption 
 

We further developed an empirical description of the absorption cross-section of an 
(n,m) nanotube based on the experimentally extracted parameters. Each transition will 
contribute a Lorentzian peak and a tail at higher energy side described by 

 

 

where Θ is the heavyside step function, conv is the convolution operation, Ep, Σp, 
wp are respectively the excitonic peak energy, oscillator strength and half linewidth for 
each optical transition. a, b and Δ describe, respectively, the oscillator strength, energy 
broadening, and energy offset of the higher energy tail relative to the exciton transition. 
They are set as constants for all transitions in a given carbon nanotube. p is an integer 
indexing optical transitions of both semiconducting (Sii) and metallic nanotubes (Mii) 
starting from 1 in the order of S11, S22, M11, S33, S44, M22, S55, S66, M33, S77,…. Sum of 
contributions (value of Eq. S6) from all resonances at a particular energy gives the total 
absorption cross-section at that energy. Resonance peak positions are known from the 
nanotube optical transition atlas established by Raleigh scattering spectroscopy in our 
recent work (61). The oscillator strength and linewidth follow empirical scaling laws 
described in the text. Parameters a, b and Δ are also approximated empirically as linear 
functions of nanotube diameter. All the parameters are summarized in Table 4-1. This 
phenomenological description reproduces the absorption spectra within 20% accuracy in 
our experimental energy region 1.45-2.55 eV. One representative comparison to the 
experimental data is shown in Figure 4-13. 

 
p p p p p

2 2 2 2
p p p ii

w b w [E-(E +Δ)]
+ conv( , ),

π (E-E ) +w a π E +(b w ) E-(E +Δ)

   
 

 

 

Eq. 4-11 
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Figure 4-13 Experimental data (black) and empirical prediction of absorption cross-
section (red) of (18,14) nanotube 

 

Table 4-1. Parameters for the empirical description of absorption cross-section. Σp 
is in unit of 10-18 eV.cm2/atom; wp and Δ are in unit of eV; a and b are dimension-less 
numbers; d is in unit of nm. p is an integer indexing optical transitions of both 
semiconducting (Sii) and metallic nanotubes (Mii) starting from 1 in the order of S11, S22, 
M11, S33, S44, M22, S55, S66, M33, S77,…  

 Semiconducting Metallic 

Σp 45.9/[(p+7.5)d] 45.9/[(p+7.5)d] 

wp 0.0194*Ep 0.0214*Ep 

a 4.673-0.747*d 0.976+0.186*d 

b 0.97+0.256*d 3.065-0.257*d 

Δ 0.273-0.041*d 0.175-0.0147*d 
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4.4 Conclusion 
 

In summary, we have developed a novel way to single nanotube high-throughput 
imaging and spectroscopy in both reflection geometry and transmission geometry. By 
manipulating the polarization states of the interfering beams in absorption process, we 
could greatly enhance the observed contrast level. With this microscopy, many obstacles 
in carbon nanotube field can be tackled, including fast characterization in growth 
optimization and in situ performance monitoring and understanding of relaxation pathways 
when there is additional charges. In addition, this microscopy permits direct absolute 
measurement of the absorption cross section of individual single-walled nanotubes. It 
enables us to establish an empirical formula for optical absorption spectra in all nanotubes, 
which can be crucial for evaluating quantum efficiency of important photoluminescence 
and photocurrent generation processes. The chirality-dependent exciton absorption 
resonances further reveal new behavior of electron-hole correlation and ultrafast electron 
dynamics in nanotubes. This novel absorption spectroscopy can also be applied to 
investigate other 1D materials, such as graphene nanoribbons, and deepen our 
understanding of physics at one dimension.  
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Chapter 5 – Ultrafast Charge Transfer 
Dynamics in van der Waals coupled 
Heterostructures of Atomically Thin 
Transition-metal Dichalcogenides 

 

5.1 Background 
 

5.1.1 The rise of Two Dimensional Materials 
 

Two dimensional atomically thin crystals have recently emerged as a class of 
materials with many peculiar physical phenomenon and desirable properties of 
technological applications. Its family includes almost all kinds of building blocks of 
modern electronics and optoelectronics.  

Graphene, atomically thin layer of graphite, attracts intense research interests for 
exotic physic (ranging from anomalous quantum hall(98–100), Klein paradox(101), 
coherent transport (102) to atomic collapse(103)) and application potentials such as 
transparent electrodes and electro-optical modulation(104–106).  

Hexagonal Boron Nitride (hBN) is an insulator with bandgap around 5.8 eV (107). 
Because it is a layered crystal, attempts were made to exfoliate hBN thin film after the 
successful discovery of graphene. High performance graphene devices was demonstrated 
using hBN as a substrate due to the absence of dangling bonds and atomically sharp 
interfaces(108). It also stimulated the study of 2D materials heterostructures by 
demonstrating the coupling to other atomically thin materials, such as the long sought 
Hofstadter butterfly pattern (109–111).  

Transition-metal Dichalcogenides (TMDC or MX2) represents the third category of 
this classification. The stable monolayer structure is composed of two planes of 
Chalcogenide atoms and a sandwiched Transition metal layer in a trigonal prismatic 
structure, as shown in Figure 5-1.  They are semiconductors with band gap covering visible 
and near infrared spectral range. This is ideal for electronic applications with on-off ratio 
exceeding 108 (112). Furthermore, because of strong excitonic effect, the light matter 
interaction at single layer limit is already surprisingly strong(113–115). This paves the way 
for optoelectronics applications with this class of materials. The most common materials 
are Molybdenum and Tungsten Disulfides and Diselenides. (MoS2, MoSe2, WS2 and WSe2) 

Heterostructures can be made of the 2D materials by stacking them in designed 
order. Since they are coupled mainly by van der Waals (vdW) force, this material is termed 
vdW heterostructure (116).  
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Figure 5-1 Illustration of atomic arrangement for MoS2 

 

Figure 5-2 Band structure of MoS2 and indirect bandgap to direct bandgap transition. 
a. The indirect bandgap of MoS2 becomes direct bandgap material at monolayer. b. 
Photoluminescence quantum efficiency dramatically increases at monolayer due to the 
direct bandgap. c. absorption spectrum of MoS2, showing two prominent excitonic 
resonances, corresponding to K point direct bandgap.  
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5.1.2 Optical properties of Transition-metal Dichalcogenides 
 

The linear optical properties of MX2
 is determined by a combination of band 

structure and excitonic effects. We will use MoS2 as an example to study the optical 
properties, other MX2 have similar properties.  

MoS2 has a very interesting band structure transition when it is thinned down to 
monolayer (114, 115). At bulk, MoS2 is an indirect bandgap material, as shown in Figure 
5-2a. Conduction band minimum is located between K and Γ point while the valance band 
maximum is located at Γ point. This band structure does not change qualitatively until it 
reaches monolayer limit, where both the two mentioned bands shift respectively up and 
down and are no longer the conduction band minimum and valence band maximum 
anymore (Figure 5-2). Instead, the direct bandgap becomes the lowest transition and favors 
a much higher quantum efficiency in photoluminescence, as shown in Figure 5-2b. This 
indirect band to direct band transition is a unique property of monolayer MX2. Optical 
resonances can be identified in absorption spectrum where two prominent absorption peaks 
are labeled as A and B exciton in Figure 5-2c. 

 

  

Figure 5-3 Excitons in MoS2. The optical transition is dominated by excitonic transitions, 
and is smaller than the real bandgap by the binding energy. 

Optical transitions in semiconductors is dominated by excitons due to strong 
Coulomb interactions(117). The lowest optical transition is mainly arising from excitonic 
transitions, with transition energy smaller than the bandgap by exciton binding energy 
(Figure 5-3). Typically exciton binding energy in traditional semiconductor is on the order 
of tens of meV(118). In low dimensions, this effect could be dramatically enhanced due to 
size confinement and reduced screening. For example, optical transitions in one 
dimensional carbon nanotubes are dominated by excitons with binding energy up to ~ 0.5 
eV, and this is surprisingly large considering it takes the majority portion of the bandgap 
of the nanotube (45). For monolayer MoS2, a two dimensional crystal, exciton binding 
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energy is predicted to be around 500 meV to 1 eV (119, 120), and experimentally there are 
a few groups demonstrating similar binding energies through direct bandgap 
measurement(121), direct absorption measurement (122), two photon photoluminescence 
(123–125) and photocurrent measurements(126).  

Another interesting phenomenon in MX2 systems is the accessible valley degree of 
freedom. Due to the time reversal symmetry and broken inversion symmetry, K and K’ 
valley features different spins and excitons helicities. Interesting valley dependent physics 
has been observed with circularly polarized light (127–130). Interested readers should go 
to the references cited here for more details. 

 

5.2 Charge Transfer in Atomically Thin MoS2/WS2 
Heterostructures 
 

MX2 heterostructures are particularly exciting for novel optoelectronic and photovoltaic 
applications, because 2D MX2 monolayers can have an optical bandgap in the near-
infrared to visible spectral range and exhibit extremely strong light-matter interactions and 
photocurrent efficiency (113, 131, 132). Theory predicts that many stacked MX2 
heterostructures also form type-II semiconductor heterojunctions that facilitate efficient 
electron-hole separation for light detection and harvesting (133–136). 

 

5.2.1 Heterostructure Band Alignment 
 

 

Figure 5-4 Band alignment and structure of MoS2/WS2 heterostructures. a. 
Schematics of theoretically predicted band alignment of a MoS2/WS2 heterostructure, 
which forms a type-II heterojunction. Optical excitation of the MoS2 A-exciton will lead 
to layer separated electron and hole carriers. b. Illustration of a MoS2/WS2 heterostructure 
with a MoS2 monolayer lying on top of a WS2 monolayer. Electrons and holes created by 
light are shown to separate into different layers. c. Raman spectra of an isolated MoS2 
monolayer (blue trace), an isolated WS2 monolayer (red trace), and a MoS2/WS2 
heterostructure (black trace). 
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In type-II heterojunctions, the conduction band minimum and valence band 
maximum reside in two separate materials. Photoexcited electrons and holes therefore 
prefer to stay at separate locations. Figure 5-4a illustrates the alignment of electronic bands 
of MoS2 and WS2 monolayers predicted by a recent theory (133). It shows that monolayer 
MoS2 and WS2 has a bandgap of 2.39 eV and 2.31eV, respectively, and the MoS2 valence 
band maximum is 350 meV lower than that of WS2. Consequently, the MoS2/WS2 
heterostructure forms a type-II heterojunction (if we neglect the hybridization of electronic 
states in MoS2 and WS2 layers), with the conduction band minimum residing in MoS2 and 
the valence band maximum in WS2, respectively.  In the single-particle picture, this 
heterojunction will lead to efficient charge transfer with separated electron and holes in 
two layers upon optical excitation (Figure 5-4a), which can have a dominating effect on 
both light emission and photovoltaic responses in MoS2/WS2 heterostructures.  

However, there are two outstanding questions regarding charge transfer processes 
in the atomically thin and van der Waals-coupled MoS2/WS2 heterostructure. (1) How do 
strong electron-electron interactions and excitonic effects affect charge transfer processes? 
(2) How fast can charge transfer take place between van der Waals-coupled layers? 
Electron-electron interactions are dramatically enhanced in 2D materials due both to size 
confinement and inefficient screening. Theoretical studies (119, 120) have predicted an 
exciton binding energy from 500 meV to 1 eV in MX2 monolayers, which is larger than 
the expected band displacement of 350 meV in MoS2/WS2 heterostructure. Therefore the 
exciton cannot dissociate into a free electron and a free hole in two separate layers. Will 
this large exciton binding energy then prevent charge transfer processes and keep the 
exciton in one layer, or will a new bound state of layer-separated electron and hole pair be 
generated? In addition, van der Waals coupling is rather weak compared to covalent 
bonding. Will that lead to a much slower charge transfer process in van der Waals 
heterostructures compared to their covalent counterparts? Such questions have been 
extensively studied in molecular donor/acceptor interfaces in the context of organic 
photovoltaics (137–139). However MX2 heterostructure is unique system that helps define 
these questions in a different context. It possesses large domain crystalline structures and 
atomically sharp interfaces. As a result, electrons and holes in MX2 layers are largely de-
localized and charge transfer between them has to obey rigorous momentum and energy 
conservation laws. In this letter, we address these questions experimentally. Through 
combined photoluminescence spectroscopy and optical pump-probe spectroscopy, we 
demonstrate that ultrafast charge transfer takes place very efficiently in MoS2/WS2 
heterostructures. In particular, holes in the MoS2 layer can separate into the WS2 layer 
within 50 fs upon photo-excitation.  

Figure 5-4b schematically shows our sample configuration. In brief, MoS2 
monolayers were grown on 285 nm SiO2/Si substrates using the chemical vapour 
deposition (CVD) method (140). They were subsequently transferred on top of as-grown 
CVD WS2 flakes on sapphire substrates (141) to form MoS2/WS2 heterostructures. Raman 
spectra (Figure 5-4c) from isolated MoS2 and WS2 films confirm that both are monolayers 
because the energy separation between Raman active modes agrees well with previous 
reported values for monolayer MoS2 and WS2. (142–145) The Raman spectrum of a 
MoS2/WS2 heterostructure (Figure 5-4c) appears to be an addition of Raman modes from 
the constituent layers.  
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5.2.2 Photoluminescence Mapping 
 

 

Figure 5-5 Photoluminescence (PL) spectra and mapping of MoS2/WS2 
heterostructures at 77 K. a. Optical microscope image of a typical MoS2/WS2 
heterostructure sample. The MoS2 layer covers everywhere in the image, and bright areas 
correspond to MoS2/WS2 heterostructures. b. PL mapping data taken in the dashed 
rectangle area in a. The colour scale represents PL intensity at the MoS2 A-exciton 
resonance (1.93 eV). It clearly shows that MoS2 PL is strongly quenched in the 
heterostructure. Scale bar is 5 µm. c. Typical PL spectra of an isolated monolayer MoS2, 
an isolated monolayer WS2 and a MoS2/WS2 heterostructure. The isolated MoS2 and WS2 
monolayer show strong PL at 1.93 eV and 2.06 eV, respectively, corresponding to their A-
exciton resonances. Both exciton PL signals are strongly quenched in the MoS2/WS2 
heterostructure, suggesting an efficient charge transfer process exists in the heterostructure. 

One sensitive probe of charge transfer in MX2 heterostructures is 
photoluminescence (PL) spectroscopy, because an electron and hole pair spatially 
separated in two MX2 layers cannot emit efficiently. We performed PL spectroscopy and 
mapping on multiple MoS2/WS2 heterostructure samples. Figure 5-5a displays the optical 
image of one sample where a large continuous MoS2 piece (covering everywhere in the 
image) was transferred on top of WS2 flakes (the bright areas). Figure 5-5b shows the PL 
intensity map at the MoS2 A-exciton resonance (1.93 eV) at 77 K when the sample is 
excited by 2.33 eV photons. We observed strong PL signals in the MoS2-only region, but 
the PL is significantly quenched in the MoS2/WS2 heterostructure region. Figure 5-5c 
further displays typical PL spectra for MoS2/WS2 heterostructures, isolated MoS2, and 
isolated WS2 layers with 2.33 eV excitation. It is apparent that MoS2 and WS2 monolayers 
show strong PL at their respective A-exciton resonances (1.93 eV and 2.06 eV), but both 
PL signals are efficiently quenched in MoS2/WS2 heterostructures.  Room temperature PL 
spectra also exhibit similar behavior as shown in Figure 5-6. In principle, PL signals can 
be quenched by two mechanisms in a heterostructure: energy transfer and charge transfer. 
However, energy transfer quenches only the PL from a higher energy transition (i.e. 2.06 
eV resonance in WS2), but tends to enhance luminescence from the lower energy transition 
(i.e. 1.93 eV resonance in MoS2). On the other hand, charge transfer will quench light 
emission from all transitions. Therefore the observation of reduced PL from both WS2 and 
MoS2 exciton resonances in MoS2/WS2 heterostructures demonstrates that efficient 
charge transfer takes place in this type-II heterojunction. 
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Figure 5-6 Photoluminescence (PL) spectra and mapping of MoS2/WS2 
heterostructures at Room Temperature a. Typical PL spectra of an isolated monolayer 
MoS2, an isolated monolayer WS2, and a MoS2/WS2 heterostructure. The bright exciton PL 
in isolated monolayer WS2 and MoS2 layers are strongly quenched in the heterostructure. 
b. Optical microscope image of a typical MoS2/WS2 heterostructure sample. The MoS2 
layer covers everywhere in the image, and bright areas correspond to MoS2/WS2 
heterostructures. c. PL mapping data taken from the dashed rectangle area in a. The color 
scale represents PL intensity at the MoS2 A-exciton resonance (1.87 eV). It clearly shows 
that MoS2 PL is strongly quenched in the heterostructure. Scale bar is 5 µm. 

 

5.2.3 Pump Probe Measurement 
 

To directly probe the charge transfer process and its ultrafast dynamics, we measured 
transient absorption spectra of MoS2/WS2 heterostructures using resonant pump-probe 
spectroscopy. A femtosecond pulse first excites the heterostructure, and the photo-induced 
changes in the reflection spectrum (ΔR/R) are probed by a laser-generated supercontinuum 
light after controlled time delays. For atomically thin heterostructures on a transparent 
sapphire substrate, the reflection change ΔR/R is directly proportional to the change in 
absorption coefficient (73, 146). MoS2 and WS2 monolayers have distinctly different 
exciton transitions. Therefore we can selectively excite the MoS2 or WS2 layer using 
specific resonant optical excitations, and probe the accumulation of electrons and holes in 
different layers through photo-induced changes in their respective exciton transitions. 
Specifically, we choose a pump photon energy at 1.86 eV to excite exclusively the A-
exciton transition of MoS2. This pump cannot excite WS2 directly because the photon 
energy is far below the absorption threshold of WS2. Afterwards we examine the 
photoinduced changes of both WS2 and MoS2 exciton resonances in transient absorption 
spectra from 2.0-2.5 eV to probe the charge distribution in heterostructures.  

Using a pump fluence of 85 µJ/cm2, A-excitons in MoS2 with a density ~ 5×1012/cm2 are 
generated immediately after photo-excitation. Figure 5-7a shows a two-dimensional plot 
of transient absorption spectra in a MoS2/WS2 heterostructure at 77 K, where the color 
scale, the horizontal axis, and the vertical axis represent the magnitude of -ΔR/R, the probe 
photon energy, and pump-probe time delay, respectively. The figure shows prominent 
resonant features in transient absorption centered on 2.06 eV and 2.46 eV, with the higher 
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energy feature several times weaker than the lower energy one. Comparing with linear 
absorption spectra of isolated WS2 and MoS2 monolayers (Figure 5-7e), we can attribute 
these two resonant features respectively to the A and B-exciton transitions in WS2, 
although the WS2 layer is not excited by the pump. To better understand the transient 
absorption spectra in MoS2/WS2 heterostructures, we also performed control experiments 
for isolated WS2 and MoS2 monolayers. In bare WS2 monolayers no pump-induced signal 
can be observed above the noise level, consistent with the fact that no direct absorption can 
take place in WS2. (Figure 5-7f) In isolated MoS2 monolayers, pump-induced absorption 
changes in our spectral range is centred at 2.11 eV (Figure 3b), corresponding to the B-
exciton transition of MoS2. Figure 3c-d show detailed comparisons of transient absorption 
spectra in a MoS2/WS2 heterostructure and an isolated MoS2 monolayer at the pump-
probe time delay of 1 picosecond (ps) (Figure 3c) and 20 ps (Figure 3d). Although the 
resonant features at 2.06 eV for the heterostructure and at 2.11 eV for monolayer MoS2 
are close in energy, they are clearly distinguishable and match well with the A-exciton in 
WS2 and B-exciton in MoS2 in the absorption spectra (Figure 5-7e), respectively. In 
addition, the transient absorption signal at the WS2 A-exciton transition in the 
heterostructure is stronger in magnitude and has a narrower spectral width and a slower 
decay time constant.  

 

Figure 5-7 Transient absorption spectra of MoS2/WS2 heterostructures. a. and b. Two-
dimensional plots of transient absorption spectra at 77 K from a MoS2/WS2 heterostructure 
(a) and an isolated MoS2 monolayer (b) upon excitation of the MoS2 A-exciton transitions. 
The horizontal axis, vertical axis, and colour scale represent the probe photon energy, 
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pump-probe time delay, and the transient absorption signal, respectively. Positive signals 
indicate a pump-induced decrease in absorption. c. and d. Transient absorption spectra for 
MoS2/WS2 (red circles) and MoS2 (green square) at 1 ps and 20 ps pump-probe delay, 
respectively. e. Linear absorption spectra of monolayers of MoS2 (magenta line) and WS2 
(blue line). Although only MoS2 A-exciton transitions are optically excited, transient 
absorption spectra in the MoS2/WS2 heterostructure are dominated by a resonance feature 
(red circles in c and d) corresponding to the WS2 A-exciton transition (blue line in e), which 
is clearly distinguishable from the resonance feature corresponding to the MoS2 B-exciton 
transition in an isolated MoS2 monolayer (green squares in c and d and magenta line in e). 
It demonstrates unambiguously an efficient hole transfer from the photoexcited MoS2 layer 
to the WS2 layer in MoS2/WS2 heterostructures. f. Same measurement done on isolated 
WS2. No pump probe signal observed above noise level. 

 

Our transient absorption measurements of MoS2/WS2 heterostructures establish 
unambiguously that optical excitation in MoS2 leads to strong modification of exciton 
transitions in WS2, which has a larger optical bandgap. It provides direct evidence of 
efficient charge separation in photo-excited MoS2/WS2 heterostructures as described in 
Figure 5-5a: electron hole pairs are initially created in the MoS2 layer, but holes quickly 
transfer to the WS2 layer due to the type-II band alignment, while electrons stay in the 
MoS2 layer. The photo-excited electrons in MoS2 and holes in WS2 lead to strong transient 
absorption signal for exciton transitions in both MoS2 and WS2. Transient absorption 
signals are the strongest for the A-excitons due to their sharper resonances and efficient 
photo-bleaching effects from Pauli blocking, but B-exciton transitions are also affected. 
Consequently, the transient absorption spectra in MoS2/WS2 heterostructures are 
dominated by the A-exciton transition in WS2. (The A-exciton transition of MoS2 is 
outside of the probe spectral range because it overlaps with the pump wavelength). Photo-
induced changes of B-exciton transitions in the MoS2/WS2 heterostructure (Figure 5-7a) 
and in the MoS2 monolayer (Figure 5-7b) can also be identified, but they are significantly 
weaker than that of A-exciton transitions. Room temperature data also show similar trends. 
(Figure 5-8) 

The rise time of the WS2 A-exciton transient absorption signal probes directly the hole 
transfer dynamics from the MoS2 layer because this signal exists only after the hole 
transfer, but not right at the excitation of MoS2. Figure 5-9 shows the dynamic evolution 
of the WS2 A-exciton resonance in the MoS2/WS2 heterostructure (Figure 5-9a), which 
can be compared to the transient absorption signal for the B-exciton resonance in an 
isolated MoS2 monolayer (Figure 5-9b). We found that the rise time in both signals are 
almost identical, and it is limited by the laser pulse duration ~ 250 fs. In Figure 5-9b the 
MoS2 monolayer is directly pumped, and the photo-induced signal should appear 
instantaneously. We could reproduce the ultrafast dynamics in the MoS2 monolayer in 
Figure 5-9b by convoluting the instrument response function (the blue dashed curve in 
Figure 5-9b) with an instantaneous response in MoS2. Using the same instrument response 
for time convolution, we can then reproduce the experimentally observed signal in the 
heterostructure with a rise time shorter than 50 fs (red line in Figure 5-9a). Therefore our 
results show that holes are transferred from the MoS2 layer to the WS2 layer within 50 fs 
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after optical excitation of the MoS2/WS2 heterostructure, a remarkably fast rate. Similar 
ultrafast hole transfer also happens at room temperature, as shown in Figure 5-10. This 
hole transfer time is much shorter than the exciton lifetime and most other dynamics 
processes in MX2 monolayers, which are on the order of several to tens of picosecond 
(147).  Electrons and holes can therefore be efficiently separated into different layers 
immediately after their generation. Consequently, PL from MoS2 and WS2 exciton 
resonances will be strongly quenched, as we observed previously. 

 

 

Figure 5-8 Transient absorption spectra of MoS2/WS2 heterostructures at room 
temperature. a. b. and c. Two-dimensional plots of transient absorption spectra at room 
temperature from a MoS2/WS2 heterostructure (a) an isolated MoS2 monolayer (b) and an 
isolated WS2 monolayer (c) upon excitation energy corresponding to the MoS2 A-exciton 
transitions (1.86 eV). The horizontal axis, vertical axis, and colour scale represent the probe 
photon energy, pump-probe time delay, and the transient absorption signal, respectively. 
Positive signals indicate a pump-induced decrease in absorption. d. and e. Transient 
absorption spectra for MoS2/WS2 (magenta circle) and MoS2 (green square) at 1 ps and 20 
ps pump-probe delay, respectively. No pump-induced transient absorption is observed for 
WS2 f. Linear absorption spectra of monolayers of MoS2 (green line) and WS2 (purple line). 
Although only MoS2 A-exciton transitions are optically excited, transient absorption 
spectra in the MoS2/WS2 heterostructure are dominated by a resonance feature (magenta 
circles in c and d) corresponding to the WS2 A-exciton transition (purple line in f), which 
is clearly distinguishable from the resonance feature corresponding to the MoS2 B-exciton 
transition in an isolated MoS2 monolayer (green squares in d and e and green line in f). It 
demonstrates unambiguously an efficient hole transfer from the photoexcited MoS2 layer 
to the WS2 layer in MoS2/WS2 heterostructures.  
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Figure 5-9 Ultrafast hole transfer dynamics from vertical cuts in Figure 5-7a and b. 
a. The evolution of transient absorption signals at the WS2 A-exciton resonance in the 
MoS2/WS2 heterostructure. b. The dynamic evolution of transient absorption signals at the 
MoS2 B-exciton resonance in the isolated MoS2 monolayer. Both signals show almost 
identical ultrafast rise time, which is limited by the laser pulse duration ~ 250 fs. By 
convoluting the instrument response function (blue dashed line in b) and an instantaneous 
response in MoS2, we can reproduce the ultrafast dynamics in the MoS2 monolayer (red 
trace in b). Similar convolution shows that the rise time in MoS2/WS2 monolayer is around 
25 fs (red trace in a), and has an upper limit of 50 fs. It demonstrates that holes can transfer 
from the photoexcited MoS2 layer to the WS2 layer within 50 fs in the MoS2/WS2 
heterostructure. 

 

 

Figure 5-10 Ultrafast hole transfer dynamics from vertical cuts in Figure 5-8. a and 
b. a. The evolution of transient absorption signals at the WS2 A-exciton resonance in the 
MoS2/WS2 heterostructure. b. The dynamic evolution of transient absorption signals at the 
MoS2 B-exciton resonance in the isolated MoS2 monolayer. Both signals show almost 
identical ultrafast rise time, which is limited by the laser pulse duration ~ 250 fs. By 
convoluting the instrument response function (blue dashed line in b) and an instantaneous 
response in MoS2, we can reproduce the ultrafast dynamics in the MoS2 monolayer (red 
trace in b). Similar convolution shows that the rise time in MoS2/WS2 monolayer is around 
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25 fs (red trace in a), and has an upper limit of 50 fs. It demonstrates that holes can transfer 
from the photoexcited MoS2 layer to the WS2 layer within 50 fs in the MoS2/WS2 
heterostructure at room temperature. 

Our experimental data establishes that charge separation in MoS2/WS2 heterostructures is 
very efficient, although the band offset between MoS2 and WS2 is smaller than the 
predicted exciton binding energy in monolayer MX2. Energetically uncorrelated free 
electrons and holes in separated MoS2 and WS2 layers cannot be produced through the 
excitation of MoS2 A-excitons. However, the MoS2 and WS2 layers are only ~0.62 nm 
separated from each other (134), suggesting that even for layer-separated electrons and 
holes, strong Coulomb interactions can lead to bound exciton states. These exciton states 
with electron and hole residing in different layers can be energetically favorable compared 
to an exciton confined to only MoS2 layer, and are likely to be responsible for the efficient 
charge separation observed in MoS2/WS2 heterostructures. Such bounded excitons with 
electron and hole in different materials, known as charge transfer excitons (CTC), have 
also been investigated in other type-II heterojunctions, such as molecular donor/acceptor 
interfaces in the context of organic photovoltaics (137–139) 

 

5.2.4 Comparison with Organic Photovoltaic 
 

The observed sub-50 fs hole transfer time is remarkably short considering that the 
MoS2 and WS2 layers are randomly stacked and are coupled by relatively weak van der 
Waals interactions while still need to satisfy the stringent energy and momentum 
conservations. One factor contributing to the ultrafast charge transfer rate in atomically 
thin heterostructures is the close proximity of the two heterolayers, because electrons or 
holes only need to move less than 1 nm vertically for the charge transfer process to happen. 
Still, the 50 fs hole transfer time for van der Waals heterostructures is surprisingly fast. 
Microscopic understanding of this ultrafast hole transfer in MX2 heterostructures requires 
detailed theoretical studies to examine the hybridization of electronic states in twisted 
heterolayers and the dynamic evolution of photo-excited states due to electron-phonon and 
electron-electron interactions. It is known that for MoS2 bilayers, electronic coupling at 
the K point in the Brillouin zone is rather weak. Electron wavefunction hybridization at the 
Γ point, however, is much stronger, which leads to a rise in Γ point valence band and an 
indirect bandgap in bilayer MoS2.(114, 115) This indirect bandgap could open up a new 
way of hole relaxation. If the Γ point rises beyond the K point in the valence band in MoS2, 
the holes could quickly relaxes to the Γ point, and from Γ point of MoS2 transfer to Γ point 
of WS2. Because Γ point coupling could be reasonably strong in the twisted heterolayers, 
ultrafast charge transfer within 50 fs is made plausible. Electronic coupling between 
incommensurate MoS2 and WS2 will play an important role in the charge transfer 
dynamics of twisted MoS2/WS2 heterostructures, the behavior of which has been little 
studied so far. However this requires deeper theoretical support and is not available to date. 
In addition, further experimental work will be needed to understand the role of interlayer 
electric field.  
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In comparison, the charge transfer time in molecular donor/acceptor interfaces from 
organic photovoltaic has been experimentally observed and theoretically studied. The 
charge transfer can be as fast as 50 fs depending on specific electronic couplings and band 
alignments (137–139). The vdW-coupled 2D heterostructures, however, represent a 
completely new class of materials. Our observation of efficient charge transfer at 50 fs time 
scale in these heterostructures are of both fundamental and technological importance, as 
we explain below. Scientifically, the MX2 heterolayers are very different from molecular 
donor/acceptors because the 2D heterostructures are composed of two-dimensional 
crystalline sheets that exhibit translational symmetry and extended electron wavefunctions. 
In molecular donor/acceptor systems, the charge transfer rate is purely determined by the 
overlap of density of states because only energy conservation needs to be satisfied. In 
contrast, resonant charge transfer between 2D layers has to satisfy both energy and 
momentum conservation. Therefore the charge transfer process in MX2 heterostructures 
can sensitively depend on the momentum-dependent electronic structure. For example, 
previous studies have shown that exciton transitions take place at the K point of Brillouin 
zone in MX2 monolayers, but the interlayer electronic coupling at the K point are 
extremely weak13. In addition, the Brillouin zone of MoS2 and WS2 layers are twisted 
relative to each other. Therefore whether efficient charge transfer like that in OPV systems 
can take place in MX2 heterostructures is far from certain. Our study provide the first 
experimental evidence show that charge transfer in such layered 2D heterostructures can 
indeed be as fast as that between molecular donor/acceptors. We expect it to stimulate 
further theoretical investigations to understand the microscopic processes governing the 
charge transfer dynamics. Technologically, MX2 heterostructures provide a promising 
alternative route for light harvesting applications. It has been shown that MX2 layers have 
very strong optical absorption (113–115). In addition, charge transport in such extended 
crystalline 2D layers can be much more efficient than organic molecules(113, 131). 
Experimental knowledge of charge transfer dynamics in such 2D MX2 heterostructures 
will be important to evaluate and optimize their potential applications. 

 

5.3 Conclusion 
 

In summary, we have demonstrated for the first time efficient charge transfer in 
MoS2/WS2 heterostructures through combined PL mapping and transient absorption 
measurement. We quantitatively determine the ultrafast hole transfer time to be less than 
50 fs Our study suggests that MX2 heterostructures, with their remarkable electrical and 
optical properties and rapid development of large area synthesis, hold great promise for 
future optoelectronic and photovoltaic applications. 
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