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ABSTRACT OF THE DISSERTATION

Mathematical modeling of cancer-immune interactions: agent-based and continuous
modeling reveal novel, non-monotonic patterns

By

Daniel Bergman

Doctor of Philosophy in Mathematics

University of California, Irvine, 2020

Chancellor’s Professor Qing Nie, Chair

The study of cancer-immune dynamics is broad. There are myriad instances of these dynam-

ics and much heterogeneity among the two. To explore these relationships in their fullness,

mathematical modeling is used to go further faster than can be done by experiments alone.

In this work, two models of cancer-immune dynamics are explored and their applications to

clinical settings are predicted. The mathematical techniques are also exposited. The first

model looks at epithelial-to-mesenchymal transition in epithelial cancers and the effects on

progression and invasive disease. We find and validate evidence that key parameters in this

process control the time to invasion in non-monotonic ways. The second model studies the

newly discovered relevance of B cells to immune checkpoint therapy in two skin cancers:

melanoma and BCC. We find an explanation for the difference in response rates between the

two cancers as well as a means to assess the sustained effects of immunotherapy be a single

sample of cells. Finally, we utilize a nascent tool for parameter inference and show how it

could be applied to an ODE model and show the types of results such a tool can produce.
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Chapter 1

Introduction

The human body is composed of an incredibly diverse collection of cells undergoing an

even greater number of processes. This complexity presents one of the greatest frontiers

of science to explore. Occupying a central position on this frontier is the phenomenon of

cancer. Simply put, cancer is a disease of uncontrolled growth. Better put, cancer is cells

growing unconstrained from some of the normal feedback processes active in healthy cells.

As the cancer cells grow and divide, they can grow beyond what the body can sustain and

lead to death. According to the CDC, cancer is the second most common cause of death in

the United States in 2017 with nearly 600,000 deaths attributed to the disease that calendar

year[57].

Moreover, cancer has proven difficult to understand. By its very nature, cancer manifests in

different people in different ways. In fact, within a single tissue type, there can be multiple

forms of cancer with varying sources and varying disease trajectories. It is a disease that

has confounded scientists for millennia and defied being cured.

In response, the scientific community has left no stone unturned in the pursuit of treatments.

The history of this struggle is rich and enthralling (see Siddhartha Mukherjee’s excellent

1



treatment of this subject [98]). We have developed many means of fighting cancer: surgery,

radiotherapy, chemotherapy, and immunotherapy to name a few. Ultimately, the goal is to

augment these existing therapies and possibly add new ones.

Here, our more modest goal is to look at the nascent field of immunotherapy. The immune

system was long thought to be incapable of defending the body against cancer, but in the

last decade, new therapies have emerged that target the immune system and done so to

great success. However, much remains uncertain. What cancers are most amenable to such

treatment? What cells and cellular processes can be most efficiently and safely targeted?

Why do these therapies work for some patients, but not others?

We have sought to offer some answers to some of these questions and lay them out in

the following pages. Specifically, we use mathematical modeling to experiment on in silico

patients in an effort to better understand oncoimmunology. The remainder of this chapter is

devoted to filling in the background details on the cancers we have studies (Section 1.1), the

components of the immune system we explored as relevant to those cancers (Section 1.2),

and the mathematical tools we have deployed in our approach (Section 1.3). In Chapter 2,

we look at how epithelial-to-mesenchymal transition (EMT) can change how a cancer will

respond to the immune system and observe that there is a “sweet spot” for mesenchymal

parameters that lead to better patient outcomes. In Chapter 3, we look at the emerging role

of B cells in immune checkpoint blockade (ICB) therapy and observe how these interactions

inform treatment and predict why ICB could have different responses between patients and

between types of skin cancer. In Chapter 4, we present some preliminary work using Bayesian

methods for parameter inference with some results for an ODE model.

2



1.1 The cancers we have studied

The first group of cancers we study are epithelial cancers. These cancers have the potential

for an epithelial-to-mesenchymal transition (EMT) program to be initiated, and recent work

has shed light on the potential for this program to have implications in cancer, including its

interaction with immune cells[102].

The second group of cancers we study are skin cancers. Melanoma and basal cell carcinoma

are two skin cancers that in the last decade have shown to have some level of responsiveness

to immune checkpoint blockade therapy[87, 120]. It is, however, unknown exactly why

only some patients respond to immunotherapy and not others. It is also unclear how the

differences between these two particular skin cancers will manifest in their responses to

immunotherapy.

1.1.1 Epithelial cancers

Epithelial cancers are cancers that originate in epithelial tissue. Epithelial cells are char-

acterized –in part – by their cell-cell adhesion and thus tightly regulated structure. This

cell state is malleable, however, as epithelial cells can lose this adhesive property and gain

migratory properties, among others, through EMT to become mesenchymal cells. Typically,

this pathway is not engaged in adult tissues. However, EMT has been studied as a poten-

tial mechanism for cancer cells to both escape immune surveillance and undergo metastasis.

We were thus prompted to study EMT and, in the course of our analysis, two cancers in

particular: bladder (BLCA) and uterine (UCEC) cancer.
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EMT

Epithelial-to-mesenchymal transition (EMT) describes a reversible process by which cells

displaying an epithelial phenotype transition into cells with a mesenchymal phenotype. Ep-

ithelial cells are – in part – defined by tight cell-cell adhesion. Mesenchymal cells exhibit less

adhesion, greater ranges of motility, and may possess stem-like properties [102], although

controversy regarding ‘stemness’ and EMT remains [101, 132]. Recent work has shown that

– rather than being a binary process – at least two stable intermediate EMT states exist

[59, 65]. Ongoing investigations into the plasticity and stability of EMT overlap with dis-

cussions elsewhere, e.g. of discrete vs. continuous processes during cell differentiation [96].

Intermediate states have emerged as a central mechanism by which cell fates (and the noise

inherent within them) can be controlled [92, 117, 140].

Two features of the mesenchymal phenotype are of particular relevance in the context of

cancer-immune interactions. i) mesenchymal tumor cells proliferate less than epithelial cells,

we refer to this as mesenchymal growth arrest (MGA), and can be considered related to (in

the sense of quiescence) the “stemness” phenotype of the mesenchymal tumor cells [158]. ii)

mesenchymal cells are less susceptible to immune clearance [143]. As a cell is targeted by

cytotoxic immune cells for clearance, a physical connection between the two cells must be

established. This immunological synapse – mediated in part by T-cell receptors bound to

antigens and the major histocompatibility complex on the target cell – is down-regulated in

mesenchymal cells, thus inhibiting formation of the synapse [143]. We refer to this phenotype

as mesenchymal immune evasion (MIE).

In addition to the prominent role it plays in metastasis, EMT has more recently been shown

to also regulate other aspects of tumor progression [102, 110]. TGF-β, a master regulator

of EMT [84], is at once implicated heavily in tumor-mediated immune responses, since

T regulatory cells release TGF-β upon arriving at the tumor site[143]. In hepatocellular
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carcinoma, for example, there is direct evidence linking Treg-secreted TGF-β with EMT

[136]. Thus, even by considering only the TGF-β pathway, we find compelling evidence

that these three core components (the tumor, the immune system, and EMT) all interact.

It therefore strikes us as a priority to develop models to understand how the interactions

between each of these three components affect cancer incidence and progression.

1.1.2 Skin cancers

As mentioned, much work recently has focused on using immunotherapy to treat two par-

ticular skin cancers: melanoma and BCC. Melanoma has proven amenable to this therapy

modality whereas BCC is still in the early stages of understanding this question. What

remains unclear in this realm, is why some patients respond to therapy while others do not.

We also have recent single-cell analysis of melanoma and BCC patients both before and after

immunotherapy that implicates previously unexplored immune populations and pathways as

predictive of the success or failure of the therapy. This discovery coincided with a trio of

separately published studies all observing the same phenomenon. We thus studied melanoma

and BCC.

Melanoma

Melanoma is a particularly dangerous skin cancer[95]. It is also a highly immunogenic skin

cancer which has led to its position at the center of cancer immunotherapy[109]. Though

recent results in treating melanoma are encouraging, the prognosis for the disease remains

poor.

Melanoma begins with melanocytes in the epidermis mutating and growing in that layer.

Eventually, it can manage to break through the basement membrane and begin to metastasize
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to distal locations.

BCC

Basal cell carcinoma (BCC) is another skin cancer that has shown some responsiveness to

immunotherapy, though testing is still in the early stages[87]. By contrast with melanoma,

however, BCC is much more common and much less deadly. It is also far less immunogenic

with natural killer cells and B cell in particular being absent from the tumor site[14, 55].

BCC originates in the basal cell layer of the epidermis. Similar to melanoma, it spreads from

there down into the dermis before possibly invading into other sites.

1.2 The immune components we studied

The effects of the immune system on a tumor can be broadly summarized into two branches.

The pro-inflammatory branch of the immune system – such as natural killer cells (NKs),

cytotoxic T cells (CTLs), and B cells – exert negative regulation of the tumor by eliminating

cancer cells. The cancer, in turn, often exerts reciprocal effects on these cells causing them

to lose efficacy, deactivate, or transition to an immunosuppressive role[39].

The anti-inflammatory branch of the immune system – such as T regulatory cells (Tregs)

and tumor-associated macrophages (TAMs) – inhibits the effective functioning of the pro-

inflammatory branch [123]. This can be carried out by suppressing activation, proliferation,

or efficacy and by up-regulating cell death and deactivation. The cancer often acts to at-

tract such anti-inflammatory cells and enhance their functions to create a more pro-tumor

microenvironment.
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1.2.1 Pro-inflammatory immune composition

The pro-inflammatory immune cells are responsible for initiating and maintaining a robust

response to a pathogen. Many roles are taken on by such cells, but typically only a subset

are of interest in any one experiment and model. We will focus on cells that have been shown

to directly target cancer cells, rather than those that recruit or activate such cells. There is

also a whole host of cytokines and other chemical signaling factors that are at work which

we ignore here in our treatment.

Natural killer cells

Natural killer cells are part of the body’s innate immune system. They are ever-present in

tissues, even in the absence of pathogens. This way, they serve as a front-line for the body’s

defenses. They are capable of recognizing cancer cells to a limited extent and subsequently

clearing them. However, this ability is significantly weaker than that of CTLs and in fact

has been shown to follow a different functional form as they kill cancer cells[112].

Cytotoxic T lymphocytes

CTLs are part of the body’s adaptive immune system. A long sequence of events starting

with the recognition of a cancer antigen eventually results in the activation of CTLs, usually

in a lymph node. Once activated, CTLs begin to proliferate and migrate to the site of the

insult. Following chemotactic gradients, CTLs move throughout the tumor microenviron-

ment (TME) checking cells for surface markers that will identify the cell as a cancer cell.

The efficacy of CTLs is significantly higher than that of NKs and other immune cells, and

thus CTLs are often the central focus in immunotherapy.
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Memory B cells

Memory B cells are B cells that have developed an affinity for a specific antibody and await

the reintroduction of the pathogen releasing that antibody. Once activated, memory B

cells will differentiate into activated B cells that proliferate and release large quantities of

antibodies that will attach to cancer cells, leading to the death of the cancer cells.

Recent work has challenged the notion that CTLs are the most important component of

an immune response, specifically in the context of immune checkpoint blockade[56, 111, 15].

These studies found that the presence of B cells and the tertiary lymphoid structures that

house them better predicts response to immunotherapy than previously studied metrics,

often related to CTLs. My collaborator’s analysis of several published single-cell data sets

revealed that memory B cells, in particular, play a major role in immunotherapy, not only

prognostically but also functionally.

1.2.2 Anti-inflammatory immune composition

In contrast to the pro-inflammatory branch of the immune system, the anti-inflammatory

branch works to end the immune response so as to ensure that the immune system does not

begin to indiscriminately attack healthy cells. Again, there are many roles to be played and

we will focus on two cell populations that directly work against CTLs and B cells. There is

also one cytokine, TGF-β, that is especially important in EMT.

T regulatory cells

Tregs, like CTLs, are part of the adaptive immune system and so have a similar activation

process. Once they enter the TME, they release copious quantities of cytokines, including

TGF-β, that are responsible for deactivating CTLs and other pro-inflammatory immune
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cells.

Tumor-associated macrophages

Tumor-associated macrophages (TAMs) are a type of macrophage displaying an anti-inflammatory

signature. They are often attracted to the TME via hypoxic and apoptotic signaling, both

of which exist in large quantities, especially at the center of a tumor. They are sources of

many different cytokines that stymie various components of the pro-inflammatory branch.

My collaborator’s analysis (the same as mentioned above) shows that there is communica-

tion between these TAMs and memory B cells with the memory B cells responding by losing

efficacy.

TGF-β

TGF-β is an important cytokine in cancer. It is necessary for Treg activation in lymph

nodes, it plays a role in deactivating CTLs in the TME, and it is a master regulator of EMT.

1.3 Mathematical preliminaries

To approach these problems, we use mathematical tools. The purpose of such tools is to

understand details of the systems involved in ways that might be difficult to do in a laboratory

setting. We use the following tools for such purpose.
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1.3.1 Agent-based modeling

Agent-based modeling (ABM) is an approach by which each cell is represented as an agent

and these agents interact according to a set of rules. At each discrete update to the system,

every cell chooses from among a set of options for what it will do next, including nothing.

The probabilities at which the cells choose from among these options is one of the chief

focuses in developing such a model.

In the model studied in Chapter 2, the agents are the cancer cells. We chose to model the

immune infiltrate (NKs, CTLs, and Tregs) as continuous variables whose role is to alter the

cancer cells’ probabilities for doing the different options.

Our model also has another component, the inflammation score, that acts system-wide to

influence both the cancer cells and the immune cells.

MOAT

To understand the sensitivity of the model to the large set of parameters, we implemented the

Morris one-at-a-time (MOAT) algorithm. The algorithm works by first choosing probability

distributions for each parameter. Then, from several randomly sampled points in parameter

space, the algorithm perturbs one parameter at a time to see how the outcome of the model

changes with each change. The absolute change to the studied metric of the system is

recorded and the parameters that affect this the most end up with the highest sensitivity.

KM curves

A Kaplan-Meier (KM) curve shows the probability of survival until a given time. When

data is right-censored, the computation of a KM curve is more complicated. However, we

10



are computing KM curves for synthetic data and so they are all censored at the same time

making the computation of the curve straightforward. If {(t, f(t)) t ≥ 0} is the graph of the

curve, then f(t) = n(t)/N where n(t) is the number still surviving at time t and N = n(0).

1.3.2 ODE modeling

Ordinary differential equations (ODEs) are one of the most common types of mathematical

modeling. It describes the rate of change of a set of state variables as a function of time

and the state variables themselves. Solving an ODE given an initial condition amounts to

integrating.

Numerical solutions

To numerically solve an ODE, we use MATLAB’s ode45. It relies on an explicity Runge-

Kutta (4,5) formula that uses only the previous time point to compute the next one. We

also use the nonnegativity constraint as our state variables represent quantities (or concen-

trations) of cells that must remain greater than or equal to 0.

Equilibria and their stability

At any point in state space at which the rates of change of all the state variables are simul-

taneously 0 is an equilibrium. If the system is ever at such a point, it will not evolve away

from that point.

If in addition, small changes to the state variables result in the system returning to an

equilibrium, then the equilibrium is called stable. This can be assessed by computing the

Jacobian of the ODE function and analyzing the eigenvalues. If they all have negative real
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part, then the equilibrium is stable. If any have a positive real part, then the equilibrium is

unstable.

Bifurcation analysis

As parameters in and ODE model are varied, the equilibria of the system can undergo large

changes. Whenever a change in parameter values results in the stability of an equilibrium

to change, this is called a bifurcation. Sometimes, this could mean that an equilibrium

disappears entirely, as is the case with a saddle bifurcation.

1.3.3 SDE modeling

To model the noise inherent in biological systems, we can include noise in ODE models and

thus turn them into stochastic differential equations (SDEs). In such a model, the stability

of an equilibrium does not guarantee the system will remain nearby. In fact, it is guaranteed

that the system will evolve far away from an equilibrium given sufficient time.

EM algorithm

To sample trajectories from the SDE, we use the classic Euler-Maruyama method. This relies

on discretizing time and sampling from the noise distribution accounting for the magnitude

of this time step. We implement the algorithm in our context with a nonnegativity constraint

that is described in Section 3.6.5.
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Energy landscape

To understand which parts of state space the system is likely to be in given sufficient time to

evolve from starting conditions, we sampled many trajectories and binned their locations at

each update. We can thus compute the probability that the state is in any one given bin. For

visualization purposes, we often marginalize over all but two state variables. Additionally,

we take the negative logarithm of these probabilities to arrive at the energy landscape. The

minima of this landscape correspond to the most likely states for the system to be in. Thus,

they are similar to points of low potential energy from physics and hence the name.

Transition paths

In the study of SDEs, we would like to know how a system might transition between stable

equilibria, that is, answering the question: Which paths connecting two stable equilibria are

most likely to be taken when the system transitions from one to the other? The appropriate

framework in which to answer this question is that of large deviations theory, and that of

Friedlin-Wentzell[41], in particular. The central object in this theory is an action functional

that can be understood loosely to measure how much “work” the system has to do to move

along a particular path. We would intuitively expect such a functional to be small for paths

following the drift term in an SDE and large for paths that were moving against the drift

term.

This action functional acts on the space of continuous functions from [0, T ]→ Rn where our

state space can be embedded in Rn. For our purposes, we are considering R3. Note, this is

actually a family of functionals parameterized by the positive number T , the time at which
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the path arrives at the endpoint. This action can be written in the following way[58]:

ST (ψ) =


∫ T

0
L(ψ, ψ̇)dt if ψ ∈ C(0, T ) is absolutely continuous and the integral converges

+∞ otherwise

(1.1)

where the Lagrangian L(x, y) is given by

L(x, y) = sup
θ∈Rn

(〈y, θ〉 −H(x, θ)) (1.2)

Here, 〈·, ·〉 is the standard Euclidean inner product in Rn and H(x, θ) is the Hamiltonian

whose specific form depends on the dynamical system at hand. For our purposes, we are

studying an SDE of the form

dXε(t) = b (Xε(t)) dt+
√
εσ (Xε(t)) dWt (1.3)

And so the Hamiltonian in our context is given by

H(x, θ) = 〈b(x), θ〉+
1

2
〈θ, a(x)θ〉 (1.4)

where a(x) is the diffusion tensor, σσT . This allows for the simplification of the Lagrangian

above to simply

L(x, y) =
〈
y − b(x), a−1(x)(y − b(x))

〉
(1.5)

Large deviations theory gives an estimate for the probability that the trajectory Xε(t),
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t ∈ [0, T ], T <∞, of the SDE lies in a small neighborhood around a given path ψ ∈ C(0, T ).

The estimate is given by

Px
{

sup
0≤t≤T

|Xε(t)− ψ(t)| ≤ δ

}
≈ exp

(
−ε−1ST (ψ)

)
(1.6)

for δ and ε sufficiently small and where Px denotes the probability conditional on Xε(0) = x

and where the path ψ is assumed to satisfy ψ(0) = x. This estimate can be made precise

as done by others[41, 138, 146], however, it is sufficient for our purposes to consider the

following result for any Borel subset, B ⊂ Rn:

Px {Xε(T ) ∈ B} � exp

(
−ε−1 inf

ψ
ST (ψ)

)
(1.7)

where f(ε) � g(ε) if and only if log(f(ε))/ log(g(ε))→ 1 as ε→ 0, and the infimum is taken

over all paths ψ satisfying ψ(0) = x and ψ(T ) ∈ B.

In particular, we can take B = y where x and y are both stable equilibria of the deterministic

ODE, dX/dt = b(X). Then the minimizer, ψ, of the above equation is the path of maximum

likelihood connecting two stable states in T time units, in other words, the most likely path

by which the system will transition subject to the constraint that the transition happens

within T time units.

One could argue that in our particular application of this theory, such a limitation imposed

on us is acceptable. After all, humans are not living to indefinite ages so a reasonably large

T would be sufficient to capture the most likely transition path a human cancer would take.

In fact, minimizing over larger and larger T could very well lead to the minimizing path

changing drastically from what we would find on the scale of human life. However, the

reality is that our models will be incomplete pictures of the complicated biological processes

underway. Not only will we by necessity leave out key state variables and their interactions,
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but we will also misquantify the effects of noise and other perturbations to the system. Taken

together, these could change the calculus determining how readily we would be likely to see

a transition take place and we may find that what should only have become likely beyond

a human’s life expectancy is actually likely during it. Thus, the quasi-potential, with its

ability to ignore time limitations, gives us the appropriate tool to study transitions in the

cancer context.

Quasi-Potential With the functional ST in hand, we can now turn our attention to the

quasi-potential given by

V (x, y) = inf
T>0

inf
ψ∈C̄y

x(0,T )
ST (ψ) (1.8)

where C̄y
x(0, T ) is the space of all absolutely continuous functions from [0, T ]→ Rn starting

at x and ending at y. This definition allows us to eschew time-interval constraints on our

functional and instead solely consider the task of moving from x to y. In fact, an alternative

definition[41] can make this clearer:

V (x, y) = lim
T→∞

lim
δ→0

lim
ε→0

(−ε logPx {τδ,y(Xε) ≤ T}) (1.9)

where τδ,y(X
ε) is the first time at which Xε enters the ball of radius δ centered at y, or

τδ,y(X
ε) ≡ inf {t > 0|Xε(t) ∈ Bδ(y)} (1.10)

In the case we are considering of an underlying ODE with two stable equilibria, we can

write down asymptotic expressions for the transition rates between these two equilibria in
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the zero-noise limit:

k1,2 � exp
(
−ε−1V (x, y)

)
, k2,1 � exp

(
−ε−1V (y, x)

)
(1.11)

So, with a solution to compute the quasi-potential, we can then estimate transition rates

between our two stable equilibria. This can be useful for assessing how long we expect a

given cancer to sit in a low equilibrium before transitioning to a higher, more aggressive

state. That is, we can quantify how likely a tumor is to progress on a given timescale.

Moving towards the gMAM To begin solving this question, the first thing to do is

reformulate the quasi-potential in purely geometric terms. That is, since we only care about

the path through space (not through time), we want to express the quasi-potential without

reference to a finite time interval.

In our particular context of an SDE, we can reformulate the equation for the quasi-potential

as

V (x, y) =
1

2
inf
T>0

inf
ψ∈C̄y

x(0,T )

∫ T

0

∣∣∣ψ̇(t)− b(ψ(t))
∣∣∣2
a(ψ)

dt (1.12)

where our norm | · |a(ψ) is the associated norm from the inner product 〈x, y〉a(ψ) = xTa−1(ψ)y.

As done in[58], we can first reformulate this as

V (x, y) = 2 inf
T,ψ

∫ T

0

|ψ̇|a(ψ)|b(ψ(t))|a(ψ) sin2 1

2
η(t)dt (1.13)

where η is the angle between ψ̇ and b(ψ(t)) in the metric induced by 〈·, ·〉a(ψ). Now, this is in

fact independent of the particular parameterization in time of ψ as seen by this equivalent
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expression:

V (x, y) = 2 inf
γ

∫ 1

0

|b(γ(s))|a(γ(s)) sin2 1

2
η(s)ds (1.14)

where γ is taken to be any curve satisfying γ(0) = x and γ(1) = y. Now, it remains to solve

this minimization problem.

gMAM for SDEs In Heymann’s original treatment of gMAM, they arrive at this equation

through proving the following equivalent representation of the quasi-potential:

V (x, y) = inf
ϕ∈C̄y

x(0,1)
Ŝ(ϕ) (1.15)

where Ŝ(ϕ) is given by

Ŝ(ϕ) =

∫ 1

0

L(ϕ, λϕ̇)

λ
dα, λ = λ(ϕ, ϕ̇) (1.16)

and λ is defined implicitly by the following pair of equations:

H(ϕ, θ̂) = 0, Hθ(ϕ, θ̂) = λϕ̇, λ ≥ 0 (1.17)

A nice result of looking at this formulation is in understanding the meaning of λ(ϕ, ϕ̇). It

in fact gives the optimal speed for moving in the direction of ϕ̇ when starting at ϕ. That

is, λ can be used to recover the time to traverse a path once we have the time-independent

solution to our minimal action problem. Unfortunately, λ is known to vanish at zeros of the

drift function and this leads to the fact that the time to arrive at or leave an equilibrium

point is infinite. Thus, in our current context of transitioning between equilibria, we can at
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most calculate the time of maximum likelihood for transitioning along a subset of our path.

Our numerical implementation of the gMAM is given in Section 3.6.6.

1.3.4 Parameter inference

To build models that comport with the real world as observed through experiments and

the data generated, we can use the tools of parameter inference. The first step in such a

process is to build some objective function that tells you how closely a model reproduces the

observed data. The simplest next step is to optimize this function over the parameters of the

model (or some subset thereof). While effective in its own right, this assumes that there is

no possibility for biological variation between individuals or, in our case, tumor sites. Thus,

we instead prefer to create a probability distribution over the space of chosen parameters

that provides a fuller picture of the possibility space. This approach subsumes the first as

we can understand that output as simply a Dirac delta function.

To achieve this goal, we turn to Bayesian statistics to infer parameter values. In particular,

we make use of Markov chain Monte Carlo (MCMC) techniques to explore parameter space

and find our parameter distribution.

Bayesian inference

Bayesian statistics is built off of Bayes’ Theorem:

P (A|B) =
P (B|A) · P (A)

P (B)
(1.18)

where the probability of an event A given B is expressed in terms of the reverse conditional

and the absolute probabilities of the two events. If we let A be the event that the parameters
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are a particular value–we will say θ = θ∗–and let B be the event that the model generates

particular data–we will say y = y∗–then Bayes’ Theorem looks like the following:

P (θ = θ∗|y = y∗) =
P (y = y∗|θ = θ∗) · P (θ = θ∗)

P (y = y∗)
(1.19)

Equation 1.19 expresses the main goal here: we can compute the probability of a particular

set of parameter values (θ∗) by computing the probability that these parameters generate

the observed data and the probability of these parameters being true. The denominator can

be ignored because it simply scales all the probabilities equally and so it must be chosen

so that the cumulative probability is 1. The left-hand-side quantity is called the posterior

distribution.

The first factor, P (y = y∗|θ = θ∗), is called the likelihood function and expresses the

likelihood of the observed data being generated from the given set of parameters. This

requires assigning not a point value for the output of the model, but rather a distribution

in state space. In our setting, we will be looking at an ODE and a subset of its trajectory

through state space corresponding to the time points of the observed data. At each of these

points along the trajectory, we will assign a normal distribution centered at this point and

assume these are all independent so we simply take the product of these.

The second factor, P (θ = θ∗), is called the prior distribution. This is chosen based on

whatever prior assumptions can be made about the parameters. Often the prior distribution

is a uniform or a normal distribution. The more observations to compare against, the less

the prior distribution influences the posterior distribution.
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Markov chain Monte Carlo

To actually go about computing the posterior distribution, we turn to numerical methods.

There are many existing methods for doing this, most of which fall under the umbrella

term Markov chain Monte Carlo (MCMC). The Markov chain aspect comes from the path

the algorithm takes through parameter space. If the algorithm begins by visiting a given

sequence of parameter vectors, (θ1, θ2, . . . , θt), then the next parameter vector, θt+1, only

depends on θt. At each step, the algorithm updates the transition probabilities so that it

converges towards the posterior distribution. The algorithm computes many such “chains”

of parameter vectors each with randomized initial starting values and takes their composite

as the final estimate for the posterior distribution. Often, a fixed number of iterations are

dropped from the beginning of each chain.

The particular version of this algorithm used by the software package we used is called

Hamiltonian Monte Carlo (HMC). This introduces a momentum component to the explo-

ration of parameter space. This improves the efficiency of the algorithm and helps ensure full

exploration of some otherwise difficult to reach regions of parameter space. See Gelman’s

tome for further details[46].
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Chapter 2

Modeling the competing effects of the

immune system and EMT on

epithelial cancers

This chapter is a pre-print. We build a mathematical model for understanding the effects of

epithelial-to-mesenchymal transition (EMT) on invasive cancer. We also build a statistical

framework and pipeline to assess how cancers may or may not show similarities to the

predictions made by the model.

2.1 Summary

During progression from carcinoma in situ to an invasive tumor, the immune system is en-

gaged in complex sets of interactions with various tumor cells. Tumor cell plasticity also

alters disease trajectories via epithelial-to-mesenchymal transition (EMT). Several of the

same pathways that regulate EMT are involved in tumor-immune interactions, yet little
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is known about the mechanisms and consequences of crosstalk between these regulatory

processes. Here we introduce a multiscale evolutionary model to describe tumor-immune-

EMT interactions and their impact on epithelial cancer progression from in situ to invasive

disease. Through in silico analyses of large patient cohorts, we find controllable regions

that maximize invasion-free survival. We identify that delaying tumor progression depends

crucially on properties of the mesenchymal tumor cell phenotype: its growth rate and its

immune-evasiveness. Through analysis of EMT-inflammation-associated data from The Can-

cer Genome Atlas, we find that association with EMT significantly worsens invasion-free

survival probabilities in support of our model, and we predict new genes influencing out-

comes in bladder and uterine cancer, including FGF pathway members. These results offer

novel means to delay disease progression by regulating properties of EMT through specific

gene interactions, and demonstrate the importance of studying cancer-immune interactions

in light of EMT.

2.2 Introduction

The majority of deaths from cancer are due to metastasis of the disease [32]. It is thus of

critical importance to understand better the progression from in situ to invasive disease. Un-

derlying this progression are genetic and epigenetic events, including mutations in pathways

critical to the success of the cancer cell (driver mutations) [124]. These pathways include

cell proliferation, apoptosis, and immunogenicity.

Cancer and the immune system interact in myriad ways. The immune system modulates the

tumor microenvironment (TME), since immune signals that affect the tumor can be amplified

or repressed through feedback in response to local inflammatory signals. This complex cell

signaling occurs alongside the targeting (and potential eradication) of the tumor by immune

cells [31].
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The effects of the immune system on a tumor can be broadly summarized into two branches.

The cytotoxic branch of the immune system, such as natural killer cells (NKs) and cytotoxic T

cells (CTLs), seek out and lyse tumor cells. Upon carrying out their effector functions, these

cytotoxic cells lose efficacy or deactivate [39]. The regulatory branch of the immune system

(Tregs, and other factors), inhibits the effective functioning of the cytotoxic branch [123].

Inflammation can increase the probability of cancer incidence and progression, with some of

the most pronounced effects seen for tumors originating in gastrointestinal and pancreatic

tissues [6, 60]. Recent work has shown, contrary to the typical effects of inflammation on

cancer, that under certain conditions inflammation may not be oncogenic but rather onco-

protective [54].

Immunotherapies are beginning to realize their potential, with significant impacts on patient

health and survival [108, 119], and may even provide a cure for certain hematopoietic cancers

via anti-CD19 CAR-T cells [159]. The presentation of antigens on tumor cells is recognized

by innate immune cells that are transported to lymph nodes where T cells (and other com-

ponents) can be activated [129]. The tumor also engages in processes that can indirectly

modify the TME, for example by releasing transforming growth factor beta (TGF-β), which

can shift the TME towards a tumor-supportive environment by enhancing immunosuppres-

sion via activation of Tregs [129].

Epithelial-to-mesenchymal transition (EMT) describes a reversible process by which cells

displaying an epithelial phenotype transition into cells with a mesenchymal phenotype. Ep-

ithelial cells are – in part – defined by tight cell-cell adhesion. Mesenchymal cells exhibit less

adhesion, greater ranges of motility, and may possess stem-like properties [102], although

controversy regarding ‘stemness’ and EMT remains [101, 131]. Recent work has shown that

– rather than being a binary process – at least two stable intermediate EMT states exist

[59, 65]. Ongoing investigations into the plasticity and stability of EMT overlap with dis-

cussions elsewhere, e.g. of discrete vs. continuous processes during cell differentiation [96].
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Intermediate states have emerged as a central mechanism by which cell fates (and the noise

inherent within them) can be controlled [92, 117, 140].

Two features of the mesenchymal phenotype are of particular relevance in the context of

cancer-immune interactions. i) mesenchymal tumor cells proliferate less than epithelial cells,

we refer to this as mesenchymal growth arrest (MGA), and can be considered related to (in

the sense of quiescence) the “stemness” phenotype of the mesenchymal tumor cells [158]. ii)

mesenchymal cells are less susceptible to immune clearance [143]. As a cell is targeted by

cytotoxic immune cells for clearance, a physical connection between the two cells must be

established. This immunological synapse – mediated in part by T-cell receptors bound to

antigens and the major histocompatibility complex on the target cell – is down-regulated in

mesenchymal cells, thus inhibiting formation of the synapse [143]. We refer to this phenotype

as mesenchymal immune evasion (MIE).

In addition to the prominent role it plays in metastasis, EMT has more recently been shown

to also regulate other aspects of tumor progression [102, 110] and tumor dormancy [115].

TGF-β, a master regulator of EMT [84], is at once implicated heavily in tumor-mediated

immune responses, since Tregs release TGF-β upon arriving at the tumor site[143]. In

hepatocellular carcinoma, for example, there is direct evidence linking Treg-secreted TGF-β

with EMT [136]. Thus, even by considering only the TGF-β pathway, we find compelling

evidence that these three core components (the tumor, the immune system, and EMT) all

interact. It therefore strikes us as a priority to develop models to understand how the

interactions between each of these three components affect cancer incidence and progression.

Mathematical oncology, that is, mathematical models of cancer incidence, progression, and

treatment, has become a well-developed field; many models have offered insight into the

cellular interactions underlying cancer and its interplay with the immune system, including

older [4, 112, 135] and more recent works [3, 8, 13, 19, 42, 44, 50, 51, 67, 77, 91, 106, 130, 154].

These studies have increased our understanding of how tumors grow in the presence of various
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immune components, and how treatment regimes can be designed to maximize the efficacy

of cytotoxicity while minimizing risks to the patient. However, to our knowledge no models

have addressed how the effects of EMT alter interactions between the immune system and

cancer, and the subsequent implications for treatment.

Here we develop a model with the goal of studying interactions between the tumor, the

immune system and EMT. We seek to describe a set of crucial molecular and cellular in-

teractions in epithelial tumor cells, including effects due to DNA damage and mutation,

to investigate the probability that in situ tumors will progress and, if so, when. A recent

model of cancer-immune interactions [54] described the effects of the TME on the risk of

cancer, and we build on the core cell cycle component of this model, adding significant new

interactions to the immune component of the model (which was previously modeled by a

single interaction), as well as adding the effects of EMT. In doing so, we shift the focus

of the previous model from cancer initiation to cancer progression. We do this to reflect

the fact that cancer progression hinges on escape from the immune system and the fact that

EMT has a more well-defined role during progression and metastasis. We seek to understand

whether this more complex immune module will change our understanding of inflammatory

effects on the tumor, and how the epithelial-mesenchymal axis influences these.

In the next section we develop the model, explaining the intuition behind each of its compo-

nents. We go on to analyze its behavior: global “one-at-a-time” sensitivity analysis identifies

parameters that are crucial for progression. We study these in more depth, focusing on the

competing effects of EMT and of the immune system on progression, and discover that

EMT intricately regulates progression: under certain regimes a careful balance of EMT- and

immune-driven processes can significantly prolong invasion-free survival. To test these pre-

dictions, we analyze data from the Cancer Genome Atlas (TCGA) using a new pipeline, and

find strong evidence for the synergistic effects of inflammation and EMT, predicted through

co-expression effects, for patients with bladder and uterine cancers.
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Quick Guide to Equations and Assumptions

To become invasive, An in situ tumor relies on mutations to alter cellular signaling path-

ways that enable cancer progression. The immune system simultaneously responds to

the tumor upon recognition of neoantigens, and shapes the TME through dynamic in-

flammatory and regulatory signals.

To capture these dynamics, we developed a non-spatial agent-based model. Tumor cells

are modeled individually as agents and immune cell populations are described homoge-

neously by differential equations. We consider two tumor cell types: epithelial tumor

cells (ETCs) and mesenchymal tumor cells (MTCs). Time is treated discretely in 18

hour steps; approximating the time of one cell cycle. During each cell cycle, tumor cells

can either undergo division, apoptosis, immune clearance, or arrest in G0. The likelihood

that a cell will proliferate depends on the tumor size (competition for resources) and on

cell-intrinsic factors. The likelihood that a cell will undergo apoptosis is constant but

varies between cell types (ETC and MTC). The likelihood of immune clearance depends

on the number and type of mutated cells in the tumor, cytotoxicity, regulatory cells, and

cell-intrinsic factors.

As tumor cells proliferate, DNA damage can occur, and over time they become increas-

ingly likely to acquire pathway mutations that change their propensities for proliferation

or cell death. Natural killer (NK) cells identify and clear tumor cells, a process which

results in neoantigens priming and activating T cells in local lymph nodes. T cells can

subsequently infiltrate the TME. At the tumor site, cytotoxic T cells (CTLs) lyse tumor

cells, and T regulatory cells (Tregs) suppress cytotoxic activity. The following equation

determines probability (per cell cycle) that a tumor cell will be lysed by a CTL:

ρCTL = δMUT
NCTL

NC/K1 +NCTL

ECTL

1 +NTreg/K2

(1− δIE∆IE)(1− ζ∆MIE)

Here, δMUT is 1 or 0 depending on whether or not the cell has a mutation. The second
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term is a hill function modeled after [30] and the third term describes onco-protective

effects of Tregs. The second-to-last term describes the increased immune-evasiveness that

can occur following mutation in the immune evasion pathway, and the last term quantifies

the additional immune evasiveness of associated with MTCs. The inflammatory state of

the TME thus impacts (through multiple factors) immune recruitment and cytotoxicity

at the tumor site.

EMT impacts tumor cells through their proliferation and potential to evade the immune

system. MTCs have reduced proliferation and increased immune evasiveness. TGF-β,

an activator of EMT, is produced both by Tregs and tumor cells, thus connecting tumor-

immune interactions with EMT, and as a result plays an important role in shaping tumor

outcomes. To determine whether a cell undergoes EMT or MET, the TGF-β is randomly

divided among the cells so that associated with each cell i is a value τi. This value is

given by the following equation:

τi =
τmax

NC

τ/K3

1 + τ/K3

+Xi, Xi ∼ N(0, σ2)

Here, τ is the concentration of TGF-β in the TME and τmax represents a limit on the

amount of TGF-β that can be absorbed by all cells; a Gaussian noise term is added.

For each cell, τi is summed with the current EMT score for that cell and if the result

is above a threshold value, the cell undergoes EMT, otherwise MET. This summation

expresses the assumption that the epithelial and mesenchymal phenotypes are stable and

cells will move along the EMT spectrum towards the equilibrium they identify as under

typical conditions.

Our measured outcome is the time at which the cancer becomes invasive, determined

through the proportion of tumor cells harboring mutations in pathways that permit

escape, relative to the total tumor cell population.
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2.3 Methods

Here we briefly describe to core components of the model. Full details and equations are

provided in the Supplementary Data. We develop an agent-based model to describe the

relationships between cancer, the immune system, and EMT, building on the cell-cycle and

tissue-cell components described in [54]. The agents in the model are the cells that have

already formed an in situ tumor yet lack key pathway mutations to become invasive. In

the process of the simulation, these cells can acquire mutations altering any of three key

pathways (Fig. 2.1A).

We model immune cells as continuous variables, i.e. we assume that the tumor microenvi-

ronment is well-mixed with regards to the infiltrating immune cells. The cytokine TGF-β

is also assumed to be well-mixed in the tumor microenvironment. Tumor cells can take on

either epithelial or mesenchymal phenotypes in a plastic manner: these phenotypes depend

on both the TME and cell-intrinsic factors. While the EMT score is continuous, a threshold

determines if a given cell is labeled as epithelial or mesenchymal (Fig. 2.1).

2.3.1 Tumor evolution

Associated with each tumor cells are two essential features: their mutational signature and

their EMT score. We consider three idealized pathways that can be mutated: proliferation,

when altered this increases the probability of the cell proliferating within each cell cycle;

apoptosis, when altered this decreases the probability of a cell undergoing apoptosis; and

immune evasion, when altered this decreases the probability that a mutated cell will be

cleared by immune components.
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2.3.2 Immune population dynamics

The immune system is modeled by three immune cell types: NKs, CTLs, and Tregs. The

NKs and CTLs act on the system by recognizing invasive cells and clearing them. Upon

clearance, they are deactivated and removed from the immune population. Tregs suppress

the function of NKs and CTLs (reduce tumor cell clearance), and in addition, release TGF-

β which further shapes the TME by pushing tissues cells more towards a mesenchymal

phenotype.

2.3.3 Periodic cycling inflammation states

Inflammation is modeled as a cycling scheme between low and high inflammatory states,

with varying on/off durations and intensities. For the purpose of simulation we consider the

default state to be low inflammation, and update the immune activity parameters whenever

a switch to the high state occurs. In Table 2.3 we give full details of parameter settings

during low and high inflammation.

2.3.4 Epithelial-to-mesenchymal transition

Each tissue cell has an EMT score between 0 and 1 with is set according to the concentration

of TGF-β in the TME. Above a threshold, the cell acquires the phenotype of a mesenchymal

tumor cell (MTC); otherwise, it is an epithelial tumor cell (ETC). For the purpose of simu-

lation, ETCs are considered to be in the base state, and MTCs will have a subset of their

parameters updated. In modeling EMT this way, we are assuming that the same factor,

TGF-β, drives EMT both at initiation and through progression of cancer.

Cells that have undergone EMT (i.e. MTCs) experience a reduction in proliferation, referred
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to as mesenchymal growth arrest (MGA), and a decrease in the likelihood that they will be

cleared by immune cells (NKs or CTLs), referred to as mesenchymal immune evasion (MIE).

Both these parameters lie within the range [0, 1], thus we can sufficiently sample from their

joint parameter space to explore it in depth with the need for informative priors to constrain

their values.

2.3.5 Model simulation

Initial conditions. Simulations are initialized with N0 in situ tumor cells, determined by

the choice of parameter values. A number of warmup cycles are run so that the model reaches

steady state. During warmup, no mutations occur, and the only immune cells present are

NKs. After warmup, mutations are permitted. Cells that do not mutate undergo an increase

in their probability of mutation in a later cell cycle.

Tumor cell fate. During each cell cycle, the fate of each cell is assigned: proliferation,

apoptosis, immune clearance, and rest in G0, according the model rules. The probability

of proliferation is affected by mutations to the proliferation pathway (increased) and my

cells in a mesenchymal state (decreased). Probabilities of immune clearance are affected

by the number of mutations harbored: cells with more mutations are assumed to be more

immunogenic and have a higher probability of being cleared by the immune system, unless

the cell has a mutation in the immune evasion pathway. Cells in a mesenchymal state can

exhibit greater capacity to evade immune clearance.

Completing the cell cycle. Once all tumor cells have been updated and fates chosen ac-

cordingly, non-tumor model components are updated. Immune cell populations are updated

in two steps. First, immune cell exhaustion is calculated based on the number of tumor cells

cleared, e.g. clearance of one tumor cell by an NK cells results in the NK cell population
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decreasing by one. Second, all immune cells (NKs, CTLs, Tregs) are updated according to

a system of coupled ordinary differential equations that govern their population dynamics.

CTL and Treg recruitment rates are dependent on the number of tumor cells; in addition

TGF-β enhances the recruitment rate of Tregs.

At the end of each cell cycle, new mutations can occur in cells that have undergone division,

according to cell-specific probabilities that increase if no mutation occurs are reset to 0 in the

event of a mutation. Finally, the concentration of TGF-β and the EMT score for each cell

are updated. Tregs and (to a lesser extent) invasive tumor cells are the sources of TGF-β;

the total concentration per cell cycle is divided randomly among tumor cells. EMT is then

assessed, depending on the EMT score of the cell and the local concentration of TGF-β.

Mutational burden and progression to invasive disease. At the end of each cell

cycle, the proportion of tumor cells that are invasive is calculated based on their mutational

burden, and if it is above a certain threshold, the tumor is declared to have progressed to an

invasive state and the simulation ends. The time to invasion is calculated as the time from

the start of the simulation, minus the warmup period, until the invasive state is reached.

Simulations run until either this occurs or until the maximum number of cell cycles has been

reached.

2.3.6 Parameter estimation and sensitivity analysis

To study parameter sensitivity, we implemented Morris one-step-at-a-time global sensitivity

analysis. Parameters are varied one at a time from a set of sampled “base” points and

the resulting simulations recorded [97, 139]. For each run we simulated 1000 patients, and

initialized the Morris sampling with 30 points in parameter space (at least 10 are recom-

mended in [139]. Parameter sampling a choice of prior parameter distributions. For many
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Name Description

p proliferation rate of tumor cells
dC death rate of tumor cells

∆MIE mesenchymal immune evasion
∆MGA mesenchymal growth arrest

∆A decrease in apoptosis rate in cells with apoptosis pathway mutation
∆IE increase in immune evasion in cells with immune pathway mutation
∆P increase in proliferation in cells with proliferation pathway mutation
K0 EC50 for feedback of tumor cells on proliferation
K1 EC50 for NK cells to identify a mutated cell
K2 EC50 for Treg inhibition of cytotoxic functions
K3 EC50 for relative internal concentration of TGF-β
K4 EC50 for activation of Tregs by TGF-β
ENK rate at which NKs clearing mutated cells
ECTL rate at which CTLs clearing mutated cells
σNK NK source rate
σCTL CTL source rate per cleared mutated cell
σTreg Treg source rate per cleared mutated cell
dNK NK death rate
dCTL CTL death rate
dTreg Treg death rate
kEMT EMT rate
σ standard deviation of noise in TGF-β input signal
τmax max amount of TGF-β input signal
τMUT rate of TGF-β production by mutant cells
τTreg rate of TGF-β production by Treg

Table 2.1: Description of key model parameters. Note that some are not constant as
they can be affected by the inflammation state of the system.
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parameters, such as for the immune population dynamics, measurements or estimates were

available from literature [30]. For parameters such as MIE and MGA related to the mes-

enchymal phenotype, little prior information was available, thus these was sampled across all

possible values in [0, 1]. Tumor size in the model was scaled from cell numbers on the order

of 109 cells[30] to the order of 102, and parameter values were scaled accordingly. Where

parameter estimates existed, the prior for parameter θi is given as θi ∼ N(me, 2me), where

me is the previous estimate and we take twice this value as the variance to obtain a range

of samples that does not rely too heavily on previous work. The Morris algorithm computes

the sensitivity, µ∗, as the average of the absolute change of the output, which in our model

is the area under the survival curve (Fig. 2.2).

2.3.7 Analysis of patient survival data from TCGA

We obtained primary tumor bulk mRNA sequencing and censored survival data for individ-

uals monitored by cancer type from the Cancer Genome Atlas (TCGA) [142, 153], accessed

through the Genomic Data Commons portal [53]. We developed methods to study: i) how

the synergistic effects of EMT + inflammation compare to the effects of each of these indi-

vidually; and ii) the importance of mesenchymal proliferation rates in determining cancer

prognosis (Fig. 2.11), which allow us to test predictions from the agent-based model. See

Section 2.6.4 for more information on my collaborator’s methods.
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Figure 2.1: Model cartoon, sample trajectory, and sample survival curve. A)
Schematic depiction of agent-based model components; each of the 10 columns represents
one tumor cell divided into three compartments representing the state of three pathways
with tumorigenic potential; blue/red denote baseline/altered pathway activity. Black arrows
depict cell fate regulation in each cell cycle. Inset depicts major interactions between the
immune system and tumor cells. B) A representative simulation of one patient. The param-
eter values used can be found in Table 2.3. The inflammation cycling scheme (red) is shown
above the patient dynamics. The vertical dashed line denotes the end of the warmup period.
Mut: malignant cells; Mes: mesenchymal cells. C) Survival curve for one cohort of patients
for parameter values given in Table 2.3.
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2.4 Results

2.4.1 A multiscale agent-based model of EMT-immune-tumor cell

interactions to study tumor progression

We begin by investigating general features of the model to establish baseline conditions and

assess the impact of different model components on the key measured outcomes: the proba-

bility of progression, and the time to invasion. During the cell cycle, cell fate is determined

by rules that are influenced by EMT and immune interactions (Fig. 2.1A), e.g. if a cell

undergoes EMT, its probability of proliferation is reduced; if it gains a mutation in the

apoptosis pathway, its probability of apoptosis is reduced. Meanwhile, NK cells and CTLs

attempt to clear malignant tumor cells, and deactivate upon successful tumor cell clearance;

Tregs inhibit this cytotoxic activity (Fig. 2.1A Inset).

The inflammation cycling scheme for a typical in silico patient consists of alternating high

and low regimes with corresponding effects on the cell populations (Fig. 2.1B). For this

patient, after warmup, mutations are observed at a rate low enough that they are cleared

by cytotoxic cells for about 700 cell cycles, after which the mutated and thus invasive cell

population begins to grow, leading to large recruitment of CTLs and Tregs and a peak in

the concentration of TGF-β. After 841 cell cycles, the proportion of invasive cells reaches

50%: the threshold defining progression, thus this patient has a time to invasion of 841

cell cycles, or 631 days. Beyond this timepoint, we see a rapid increase in the number of

invasive cells until it comprises 100% of the tumor population. Interesting EMT dynamics

are also observed, the proportion of MTCs peaks shortly after the tumor becomes invasive,

subsequently the majority of cells transition back to an epithelial state. We observe that

while the NK population varies little over the simulation, CTLs and Tregs both undergo

large expansions. CTLs and Tregs also appear to oscillate, however note that this is a direct

36



Figure 2.2: Global sensitivity analysis of model parameters. The sensitivity (µ∗)
denotes the average absolute change in the time to invasion over the range of variation of
the parameter.

result of the inflammation state, and is not immune cell-intrinsic.

In order to quantify patient dynamics and invasion-free survival as a population level, we

simulate large cohorts of patients similar to the single patient shown in Fig. 2.1B. For a

cohort of 500 patients, we simulate survival curves and see that a large number progress

quickly to form invasive tumors, whereas a few lie in the tail of the distribution after the

mutagenic event that a large number of tumors quickly progress while others takes some

time before progressing Fig. 2.1C. By approximately 1200 cell cycles (2.5 years), all tumors

have become invasive..

2.4.2 Identification of key model parameters via global sensitivity

analysis

Exploring the parameter spaces of systems biology models adequately is – in general – a

hard problem. Fitting parameters via (Bayesian) parameter inference is advisable wherever
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possible [68]. Here, despite a wealth of data on tumor growth dynamics, a lack of sufficient

molecular measurements (i.e. immune cell dynamics) precludes inference of the full model. In

addition, while inference schemes for agent-based models are developing [43, 152], simulation

times remain a hurdle [76]. Parameters for some components of the model studied previously

can be constrained [54]. However, even here, new biological processes in the current system

could push the model into new behavioral regimes. Thus to sample and characterize the

parameter space of the model we use sensitivity analysis.

The results of Morris one-step-at-a-time sensitivity analysis on the 31 model parameters

(Fig. 2.2) find a subset of parameters with much higher levels of sensitivity than others.

The two most influential by this analysis are the recruitment rates of Tregs and CTLs in the

low inflammation state. The parameters influencing EMT are also identified as influencing

model outcomes. Since one goal of our analysis is to assess the specific effects of EMT on

immune-cancer dynamics, parameters MIE and MGA are of particular interest. In addi-

tion, inflammation parameters controlling the periodic high/low inflammation states are of

interest because they strongly influence model outcomes and are capable of being targeted

by therapeutic treatments. For immune cell dynamics, the secretion of TGF-β by Tregs is

found to be sensitive and thus will also be studied further below.

2.4.3 Mesenchymal properties dramatically alter invasion-free sur-

vival times

Mesenchymal tumor cells (MTCs) are characterized by changes in two parameters: mes-

enchymal immune evasion (MIE) and mesenchymal growth arrest (MGA). Here we assess

the effects of each, alongside the effects of TGF-β through its production by Tregs. As MIE

increases, the invasion-free survival decreases (Fig. 2.3A) for all sets of parameters studied:

as the subpopulation of invasive cells becomes more resistant to immune clearance, the tumor
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Figure 2.3: Effects of mesenchymal tumor cell properties on the time to inva-
sion. Trajectories of one patient per cohort including warmup and 2000 cell cycles for (A)
mesenchymal immune evasion (MIE); (B) mesenchymal growth arrest (MGA); (C) Produc-
tion of TGF-β by Tregs. (D) Survival curve corresponding to changes in the parameter
MIE (A) for a patient cohort of 1000. Shaded region represents the 95% confidence interval
over the cohort. (E) Survival curve corresponding to changes in MGA. (F) Survival curve
corresponding to changes in Treg production of TGF-β.
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as a whole grows more resilient and thus can grow faster (Fig. 2.3D).

The relationship between MGA and invasion-free survival times displays a very different

trend, and is non-monotonic with a local maximal value. For small values of MGA, increasing

MGA results in increasing the invasion-free survival (Fig. 2.3B, E). However for large values

of MGA, invasion-free survival times decrease. This is explored further below.

TGF-β varies according to its production by tumor cells and its production by Tregs. We

assess the effects of varying the production of TGF-β by Tregs on invasion-free survival

(Fig. 2.3C, F), and find that at lower production rates of TGF-β, the survival curve initially

declines faster whereas higher production rates result in a steeper drop off in survival later.

While lower values of TGF-β production lead to a steeper initial decline, these differences

vanish for higher values of TGF-β. The steeper initial decline may be due to the rapid

clearance of tumor cells by adaptive immune cells before Tregs have had sufficient time to

modulate the TME (which they do through secretion of TGF-β).

2.4.4 A key EMT regime maximizes cancer-free survival time un-

der chronic inflammation

To investigate how competing interactions within the inflammatory tumor microenvironment

affect EMT, we explored the effects of varying inflammation on invasion-free survival. Patient

cohorts were simulated under different inflammation regimes: permanently low inflammation;

permanently high inflammation; or variable (periodic high/low) inflammation. Compared to

the other inflammation states, permanently high inflammation results in outcomes that vary

more subtly with changes in the mesenchymal parameters (Fig. 2.4). When the inflammation

state is either permanently or temporarily low, surprising trends emerge. In both these cases,

invasion-free survival time is negatively correlated with MIE, and a local maximum for the

invasion-free survival time is found with respect to MGA (close to ∆MGA = 0.2).
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Figure 2.4: Effects of inflammation on the time to invasion under different cycling
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These differences in the mean invasion-free survival lead to striking variation in outcomes:

tumors can be contained in situ for up to twice as long as they would otherwise be simply

by varying the rates of mesenchymal growth arrest. These predictions point to intrigu-

ing therapeutic outcomes: a patient suffering intermittent high inflammatory attacks will

benefit directly from EMT-directed therapies, however patients for whom a relatively high

inflammation state is observed chronically will not obtain this benefit.

When MIE is varied under different inflammation cycling schemes, for all the periodic inflam-

mation schemes studied, increasing MIE will decrease the invasion-free survival (i.e. worsen

cancer progression and prognosis) (Fig. 2.4B). In the case of continuously high inflammation,

the effects of MIE are minimal. Thus, under any inflammation regime with periods of low in-

flammation, as we might intuitively assume, any reduction in mesenchymal immune evasion

will lead to improvements in patient outcomes. To summarize the mesenchymal properties

of immune evasion and growth arrest, we plot the joint density of these parameters against

the time to invasion (Fig. 2.4E): where we see that for a given value of mesenchymal immune

evasion, there is a value of mesenchymal growth arrest that maximizes the time to invasion.

2.4.5 TCGA data analysis supports predictions highlighting im-

portance of mesenchymal cell proliferation in determining

outcome

Given the model prediction that mesenchymal proliferation rates exert essential control on

invasion-free survival times (Fig. 2.4E), we performed analysis of 14 cancer types from

TCGA to assess the importance of mesenchymal proliferation-associated genes using clinical

outcomes. We assessed the effects of mesenchymal proliferation in cancer gene expression

data (Fig. 2.11). Using both overall survival and disease-free interval as endpoints, we identi-

fied three tumor types where EMT-inflammation associated genes predicted clear differences
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between patient groups. See Section 2.6.7 for more of my collaborator’s results.

2.5 Discussion

Despite the importance of studying interactions between cancer and the immune system,

as well as studying the effects of EMT on cancer, there has not previously, to the best of

our knowledge, been a model developed that combines all three of these components. Here

we studied cancer, the immune system, and EMT, during the progression from an in situ

tumor to invasive disease. We saw this as a particularly pressing need given the shared factors

influencing all these components, including TGF-β and Wnt signaling. We used an individual

cell-based model framework to describe the multiscale processes leading to invasive disease,

and we compared model predictions with a novel TCGA analysis framework to predict the

effects mesenchymal phenotype-associated genes.

We found that the model recapitulated invasion-free survival dynamics. Using global param-

eter sensitivity analysis, we identified parameters exerting key control over model behavior.

Focusing on these led us to identify that increasing mesenchymal immune evasion and in-

creasing Treg TGF-β production both lead to shorter invasion-free survival times. However,

varying the level of inflammation led to paradoxical effects with regards to mesenchymal

growth arrest: under regimes with periods of low inflammation, an optimal level of mes-

enchymal growth arrest can improve outcomes and maximize the invasion-free survival. To

capture the essential characteristics of the model, we summarized in silico patient stud-

ies with a single parameter: the invasion-free survival time. There are, of course, many

trajectories that result in progression to invasion. Further analysis of the transient cell dy-

namics in tumors in situ and during progression is needed to gain greater insight into the

EMT-associated dynamics of cancer.
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Figure 2.5: Genes predictive of invasiveness in BLCA. A) For gene pair WNT2 and
FZD8, the left panel shows the posterior variance on log-log expression plot of the predicted
probability overlaid with patient samples (red = low-DFI, black = high-DFI), 90% confidence
interval box drawn for standardized expression values (cyan); middle panel: posterior log
probability of high-DFI over the same region as left, where the diagonal line (purple) shows
the co-expression trend (diagonal line through the 90% CI of standardized expression values);
right panel: posterior log probability of high-DFI plotted against expression of FZD8, values
simulated along the diagonal (purple) corresponding to the middle panel. B) As above for
WNT11 and FZD8. C) As above for WNT5A and FZD2. D) As above for FBXW4 and
FGFR2. E) As above for FOXF1 and FGFR2. F) As above for HAND2 and FGFR2.
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Figure 2.6: Genes predictive of invasiveness in UCEC. A) For gene pair WNT2 and
FZD8, the left panel shows the posterior variance on log-log expression plot of the predicted
probability overlaid with patient samples (red = low-DFI, black = high-DFI), 90% confidence
interval box drawn for standardized expression values (cyan); middle panel: posterior log
probability of high-DFI over the same region as left, where the diagonal line (purple) shows
the co-expression trend (diagonal line through the 90% CI of standardized expression values);
right panel: posterior log probability of high-DFI plotted against expression of FZD8, values
simulated along the diagonal (purple) corresponding to the middle panel. B) As above for
WNT11 and FZD8. C) As above for WNT5A and FZD2. D) As above for FBXW4 and
FGFR2. E) As above for FOXF1 and FGFR2. F) As above for HAND2 and FGFR2.
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We tested the model prediction that mesenchymal phenotypes play key roles in tumor in-

vasiveness through a novel TCGA data analysis framework. In support of this prediction,

we found that mesenchymal-associated genes controlled outcomes and predicted differences

between high vs. low disease-free interval patient groups. This analysis yielded predictions

of the effects of single genes or gene pairs, many of which corresponded to known effects, in-

cluding the effects of both canonical and non-canonical Wnt signaling on tumor progression.

Our modeling also predicted opposing roles for FGF signaling in bladder and uterine cancers:

where FGFR2 exerts a tumor-suppressor effect in bladder cancer yet a tumorigenic effect in

uterine cancer. Evidence for these opposing roles already exists in the literature, but notably,

through our modeling, we also predict entirely novel interactions between FGFR2 and other

transcription factors (FBXW4, FOXF1, and HAND2) that act to enhance or suppress the

effects of FGFR2 alone, and could offer significant novel therapeutic strategies.

In future work, further development of the inflammation module is important given the large

and at times paradoxical roles that the inflammatory state exerts on tumor cells and invasion-

free survival. Currently, inflammation is modeled as independently cycling between high and

low schemes, yet several known factors contribute to the inflammatory state. For example,

model extensions could assume that the level of inflammation depends on the number of and

the degree of mutations that tumor cells harbor. The competing effects that TGF-β exerts

on the tumor and its microenvironment also warrant further investigation. We found that –

below a certain threshold – reduction of TGF-β increases the time to invasion, i.e. reducing

TGF-β in the TME benefits survival. Experimental work in support of this result includes a

study of TGF-β tumor suppression in pancreatic cancer through the promotion of EMT [27].

The TGF-β pathway is however implicated in numerous other cellular signaling processes

besides EMT; changing TGF-β concentration even in a local environment could have large

off-target effects. Indeed, it has been shown that TGF-β promotes invasion and heterogeneity

while suppressing cell proliferation in squamous cell carcinoma [105]. To account for this

complex signaling, future work should incorporate the effects of signaling factors downstream
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of TGF-β on the cancer dynamics. It is also important to note that in this model, EMT is

initiated entirely by TGF-β. While TGF-β does play a large role in cancer EMT, it is by no

means the only factor at play; in reality, cells must contend with and respond to a milieu of

EMT-associated signals.

Tumor heterogeneity often helps the tumor to evade immune effects and complicates our

approaches to treatment. Rigorous study of the consequences of the increased heterogeneity

that follows disease incidence (i.e. decanalization [47]) is too-often sidelined, despite mount-

ing evidence in support of its prominent role in cancer evolution [23, 24, 116]. Despite these

challenges, great progress in predicting disease complexity continues to be made. As we are

rapidly approaching a new generation of immunotherapies, it is these very complexities that

we must better understand in order to control or eradicate the disease.

2.6 Supplementary Information

2.6.1 Model Description

Tissue cell fate

During each cell cycle, every cell randomly is assigned a cell fate from the following options:

• proliferation

• apoptosis

• immune clearance (by NKs or CTLs)

• rest in G0
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For each cell, a weight is chosen for each option and these are normalized to probabilities

which then are used to randomly determine what each cell does during the cell cycle.

Proliferation There are four factors that contribute to the weight of a cell to proliferate.

The first is a base proliferation rate that all cells have, p. Second, if the cell has a mutation

in the proliferation pathway (δP = 1), then the weight for proliferation is proportionally

increased by ∆P . Third, if the cell is mesenchymal (ζ = 1), then the weight for proliferation

is proportionally decreased by ∆MGA, which stands for mesenchymal growth arrest. This

lost proliferation for mesenchymal cells will later be used to increase their chance of resting.

Fourth, there is a negative feedback of the cells on their own proliferation which is quantified

by a Hill factor as a function of the tissue cell population, NC , with EC50 term K0. In total,

the weight for proliferation is given by

ρP = p(1 + δP∆P )(1− ζ∆MGA)
K0

K0 +NC

(2.1)

Apoptosis There are two factors that contribute to a cell’s weight for undergoing apopto-

sis. There is a basal apoptosis rate that all cells experience, dC for death. Second, if the cell

has a mutation in the apoptosis pathway (δA = 1), then the weight for undergoing apoptosis

is proportionally decreased by ∆A. In total, the weight for apoptosis is given by

ρA = dC(1− δA∆A) (2.2)

Immune Clearance For both NK clearance and CTL clearance, the weights are built

with the same factors but have different parameter values for NK and CTLs. First of all,
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the cell needs to be malignant (δMUT = 1). Second, there is a Hill factor that captures

the probability of an immune cell finding and interacting with the given tissue cell with

EC50 term K1. Third, NKs and CTLs have their own efficacy parameters, ENK and ECTL,

which can be understood as the rate of immune clearance given an immune cell has found

the mutated cell. Fourth, there is a decreasing Hill factor based on the number of Treg

cells present with EC50 term K2. Finally, there are two factors that proportionally decrease

the weight of immune clearance depending on if the cell has an immune evasion mutation

(δIE = 1) or if it is mesenchymal (ζ = 1) with respective decreases ∆IE and ∆MIE. In total,

the weight of NK clearance is given by

ρNK = δMUT
NNK

NC/K1 +NNK

ENK

1 +NTreg/K2

(1− δIE∆IE)(1− ζ∆MIE) (2.3)

A similar formula holds for CTLs with only the number of CTLs and their efficacy being

different from the above equation.

Rest in G0 The weight associated with rest is taken as 1 except in the case of mesenchymal

cells. Recall that mesenchymal cells had their proliferation rate decreased by 1−ζ∆MGA (see

Eq. 2.1). The biological assumption here is that mesenchymal cells instead of proliferating

will instead rest, so this lost proliferation weight is added to the resting weight. Hence, the

weight of rest is given by

ρR = 1 + ζp(1 + δP∆P )∆MGA
K0

K0 +NC

(2.4)

Again, the reason for adding that term is due to the understanding that overall mesenchymal
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cells proliferate less as individual cells rest longer in the G0 phase.

Completing the Cell Cycle After the cell fates are determined and the results reflected

in the system, there are a few things that happen before the system moves on to a new cell

cycle. First, the NK and CTL populations are reduced by the number of mutated cells they

cleared. This represents the fact that individual immune cells lose efficacy as they carry

out their effector functions. Second, all proliferating cells have a cell-specific probability of

undergoing a driver mutation in one of the three pathways. If they do, one is randomly

chosen among the three pathways and the pathway in that cell becomes altered. If the cell

does not undergo a mutation, then its probability of mutation during subsequent cell cycles

increases.

Finally, the EMT values for each cell is updated. This depends on the cells current EMT score

and how much TGF-β is currently in the system. The amount of TGF-β absorbed by all cells

is given by an increasing Hill function in terms of the TGF-β in the TME. The saturation

effect is to limit the amount of TGF-β a cell can absorb in a given time interval. This

quantity is then divided up randomly among the NC living cells via a normally distributed

noise term to determine how much exogenous TGF-β each cell receives during this cell cycle.

Should this value, τi in Eq. 2.5, be negative, we interpret this as the cell losing TGF-β to

the TME and thus being more likely to undergo MET.

τi =
τmax

NC

τ/K3

1 + τ/K3

+Xi, Xi ∼ N(0, σ2) (2.5)

We then combine τi with the current EMT score of the cell, as a proxy for the endogenous

TGF-β. Finally, if this quantity is large enough, the EMT score of the cell increases to-

wards 1; otherwise, it decreases towards 0. Each cell then is relabeled as either epithelial
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or mesenchymal depending on its new EMT score and whether it is below or above the

mesenchymal threshold. Thus, there are two main factors that determine if a cell will end

a cell cycle as mesenchymal: concentration of TGF-β in the system and the current EMT

score of the cell.

Next, the amount of TGF-β for the next cell cycle is determined by the number of mutated

cells, NMUT, and the number of Treg cells, NTreg, each one producing a fixed amount of

TGF-β. It is given by

τ = τMUTNMUT + τTregNTreg (2.6)

Finally, the immune populations are updated. For the NKs, they obey the following differ-

ential equation:

N ′NK = σNK − dNKNNK (2.7)

which is discretized to

NNK(k + 1) =

(
NNK(k)− σNK

dNK

)
exp(−dNK∆t) +

σNK

dNK

(2.8)

For CTLs and Tregs, they rely on malignant cells being cleared before they can be activated.

Let N∗MUT(k) represent the number of malignant cells cleared by the immune system during

cell cycle k. In addition, Treg recruitment is upregulated by TGF-β, which will be incorpo-
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rated via a Hill function with EC50 term K4. We choose the following differential equations

to govern the CTL and Treg populations:

N ′CTL = σCTLN
∗
MUT − dCTLNCTL

N ′Treg = σTregN
∗
MUT

τ

1 + τ/K4

− dTregNTreg

(2.9)

Discretized, these are:

NCTL(k + 1) = (NCTL(k)− σCTLN
∗
MUT(k)/dCTL) exp(−dCTL∆t) + σCTLN

∗
MUT(k)/dCTL

NTreg(k + 1) =

(
NTreg(k)− σTregN

∗
MUT(k)

dTreg

τ(k)

1 + τ(k)/K4

)
exp(−dTreg∆t)

+
σTregN

∗
MUT(k)

dTreg

τ(k)

1 + τ(k)/K4

(2.10)

2.6.2 Definition of parameters specifying the model
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Name Description

p proliferation rate of tissue cells
dC death rate of tissue cells

∆MIE mesenchymal immune evasion
∆MGA mesenchymal growth arrest

∆A mutant cells decreased apoptosis
∆IE mutant cells increased immune evasion
∆P mutant cells increased proliferation
K0 EC50 term for negative feedback of tissue cells on own proliferation
K1 EC50 term for probability of NK cell finding mutant cell
K2 EC50 term for Treg inhibition of cytotoxic functions
K3 EC50 term for how much TGF-β each cell has
K4 EC50 term for TGF-β activation of Tregs
ENK rate of NKs clearing mutants
ECTL rate of CTLs clearing mutants
σNK NK source rate
σCTL CTL source rate per cleared mutant cell
σTreg Treg source rate per cleared mutant cell
dNK NK death rate
dCTL CTL death rate
dTreg Treg death rate
kEMT EMT/MET rate
σ standard deviation of noise in TGF-β each cell receives
τmax max amount of TGF-β any cell can receive
τMUT rate of TGF-β production by mutant cells
τTreg rate of TGF-β production by Treg

Table 2.2: The model parameter names and descriptions. Note that many of these
values are affected by the inflammation state of the system.

2.6.3 Parameter values used for simulation

Name Description INFL Low Value
INFL High

Value

p weight of proliferation for

tissue cells

0.28

dC weight of apoptosis for tis-

sue cells

0.14
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∆MIE MIE 0.6

∆MGA MGA 0.2

∆A proportional decrease to

weight of apoptosis for cells

with mutated apoptosis

pathway

0.3

∆IE proportional increase to

weight of immune evasion

for cells with mutated

immune evasion pathway

0.48

∆P proportional increase to

weight of proliferation

for cells with mutated

proliferation pathway

0.36

K0 EC50 term for negative

feedback of tissue cells on

own proliferation

80 cells

K1 EC50 term for probability

of NK cell finding mutant

cell

8 cells

K2 EC50 term for Treg inhibi-

tion of cytotoxic functions

5 cells / volume
0.025 cells / vol-

ume

K3 EC50 term for cumulative

absorption of TGF-β

200 amount /

volume
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K4 EC50 term for TGF-β acti-

vation of Tregs

50 amount / vol-

ume

ENK weight of NKs clearing mu-

tants

10 30

ECTL weight of CTLs clearing mu-

tants

200 600

σNK NK source rate 1.3 cells / cycle

σCTL CTL source rate per cleared

mutant cell

100 cells /

(cleared mu-

tants × cycles)

σTreg Treg source rate per cleared

mutant cell

200 cells /

(cleared mutants

× concentration

of TGF-β ×

cycles)

dNK NK death rate 0.13 / cycle

dCTL CTL death rate 0.0260 / cycle

dTreg Treg death rate 0.0260 / cycle

kEMT EMT/MET rate
0.01 / concentra-

tion of TGF-β

σ standard deviation of noise

in TGF-β each cell receives

6 concentration

of TGF-β

τmax max amount of TGF-β any

cell can receive

500 concentra-

tion of TGF-β
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τMUT rate of TGF-β production

by mutant cells

0.05 concentra-

tion of TGF-β /

cell / cycle

τTreg rate of TGF-β production

by Treg

0.5 concentra-

tion of TGF-β /

cell / cycle

RP Cancer Line 0.5

INFL High Duration 30 cycles

INFL Low Duration 30 cycles

Mes Threshold 0.7

maximum initial mutation

damage after warmup

0.01

increase in probability to

mutate for non-mutating

proliferating cells

0.0001

Table 2.3: The model parameter names, descriptions, and values during both
low and high inflammation. Parameters with only one value do not change with the
inflammatory state.

2.6.4 TCGA Analysis

Overview

As stated in the main text, we developed methods to study: i) how the synergistic effects

of EMT + inflammation compare to the effects of each of these individually; and ii) the

importance of mesenchymal proliferation rates in determining cancer prognosis (Fig. 2.11),
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which allow us to test predictions from the agent-based model.

For (i), we identified cases where synergistic effects due to the combination of EMT and

inflammation pathways have greater influence on overall survival than the effects of either

of these factors alone. For each cancer type, we obtained from MSigDB [83] gene sets that

contain EMT or Inflammation-related genes and, for each gene set, we tested whether EMT,

inflammation, or the combination of these two effects best predicts overall survival. We

selected for those gene sets that exhibit strong synergistic effects as identified by a Cox

proportional-hazard (CPH) model. For tumor types where synergistic effects were most

evident, we asked whether unsupervised clustering of patients, based on a low-dimensional

representation of the combination gene set, could predict statistically significant differences

in overall survival via the Kaplan-Meier (KM) model. For tumor types where the both the

CPH and KM analysis were consistent, we conducted further analysis (ii) of the role played

by proliferation on tumor invasiveness.

For (ii), we utilized the TCGA outcome “disease-free interval” (DFI) as it best resembles the

invasion-free survival metric used in modeling (in many cases, disease may be undetected

until it becomes invasive). We noticed that these times were highly bi-modal, suggesting

that the GRN-based regulation of invasion could be learned via binary classification. We

determined the patient DFI class by fitting these invasion times to a two-component Gaus-

sian mixture model, which assigns each patient to either high-DFI or low-DFI. We then used

Gaussian process classification to learn the regulatory structure of a group of mesenchymal

proliferation genes based on their ability to predict DFI class. Specifically, we clustered the

genes based on the rank order statistics of their respective maximum-a-posteriori (MAP)

factor-analysis distances. Finally, we used simulations of the learned model to further exam-

ine the co-regulation of these genes, highlighting the interaction between immunity, tumor

progression and invasiveness in the context of treatment-response. Full details of the methods

used for this analysis can be found in the Supplementary Text.
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Clinical endpoints

The Cancer Genome Atlas (TCGA) [20] provides multiple clinical endpoints, including over-

all survival (OS) and disease-free interval (DFI) [88]. In order to investigate the link between

EMT, inflammation and invasive phenotype, we corroborate our model with clinical data

from TCGA in a two pronged approach:

• Overall Survival: Test whether EMT and inflammation can jointly separate clinical

cohorts based on the OS endpoint for a selection of cancer sub-types (Section 2.6.4).

• Disease-Free Interval: Identify pathway genes which regulate the proliferation/tumor-

invasiveness axis in the context of a synergistic EMT/Inflam effect (Section 2.6.4).

Our analysis of tumor invasiveness due to mesenchymal growth arrest, in the context of EMT

and inflammation takes place in two steps (Fig. 2.11): First, identify relevant cancers by A)

defining sets of genes which represent some union of inflammation and EMT pathways while

simultaneously having a quantitatively greater effect on overall survival than the component

pathways acting alone, and B) simulating the dosage effect of proliferation markers on tu-

mor invasiveness, for cancer types where a synergistic EMT/Inflam pathway was identified

in (A). Following guidelines published in [88], we investigated the 14 TCGA tumor types

recommended for both OS and DFI analysis.

Overall survival

Cox-PH Model While immunological interactions and EMT are known to be related [52],

there is uncertainty regarding both the individual pathways which govern this dependence

and the extent to which the interaction between inflammation and EMT is synergistic. Our

approach identifies pathways by gene set (among all pairwise combinations of EMT and
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inflammation gene sets available from MSigDB [82]) for which the synergistic relationship

between EMT and inflammation has a greater effect on OS than either process individually.

For each combination of gene sets, we created three (one-dimensional) UMAP projections

[93] of the data, one each from A) the EMT genes, B) the Inflammation genes, and C) the

concatenation of (A) and (B). This yielded a three-dimensional projection of the data, on

which we build a Cox proportional hazard model (CoxPH). This approach resembles a PCA-

based approach introduced in [157] for SNP-based predictions. We identified several gene set

combinations (combos) for which the global statistical significance (by likelihood ratio test)

of the corresponding model was high (pLR ≤ 5e−2), as were all three predictors, but for which

the hazard ratios for the concatenation embedding were at least 5% greater in magnitude

than either EMT or inflammation alone. Prior to CoxPH analysis, the proportional hazard

assumption was tested and only tumor-type/combos were retained whose Schoenfeld residual

was equal to 0 [69]. Our screen identified 13 tumor-type/combos across 8 tumor types:

urothelial bladder carcinoma (BLCA, Table 2.4), Cervical Squamous Cell Carcinoma and

Endocervical Adenocarcinoma (CESC, Table 2.5), colon adenocarcinoma (COAD, Table

2.6), esophageal carcinoma (ESCA, Table 2.7), cervical kidney renal papillary cell carcinoma

(KIRP, Tables 2.8 and 2.9), liver hepatocellular carcinoma (LIHC, Tables 2.10 and 2.11),

pancreatic adenocarcinoma (PAAD, Tables 2.12 and 2.13), and uterine corpus endometrial

carcinoma (UCEC, Tables 2.14,2.15 and 2.16). See supplementary file ”OS test results.csv”

for full results (all tumor-type/combos).

In order to provide further confirmation of a relationship between survival in these four can-

cers and the synergistic activation of relevant pathways, we tested the separation (adjusted

plog rank ≤ 0.05, [69]) of KM models fitted to subgroups defined unsupervised hierarchical

density-based clustering [16, 37] (DBSCAN) of the UMAP-embedded combined gene set.

We guided the unsupervised clustering by scaling down the minimum neighborhood size

(starting with 30 patients) until the number of clusters was at least two. In addition to

assigning cluster labels, DBSCAN determines outliers based on the the neighborhood struc-
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ture of the graph [16, 37]. In our KM models and in subsequent analysis of DFI prediction,

these outliers were discarded in order to ensure that groups of patients were maximally ho-

mogeneous with respect to EMT/inflammation. A single gene set combo met these criteria

for the following cancers: BLCA (Table 2.17, Fig. 2.12), LIHC (Table 2.18, Fig. 2.13), and

UCEC (Table 2.19, Fig. 2.14).

This analysis robustly identified BLCA, LIHC, and UCEC as cancers for which synergis-

tic interaction between EMT and inflammation is the primary driver of patient survival.

Our approach has several advantages. First, we utilized the MSigDB resource [82] in or-

der to optimize the search space over relevant pathways. This allows the large volume of

prior knowledge encoded in this database to guide exploratory data analysis that would

otherwise be impossible or impractical at the transcriptomic scale [157]. Second, our use of

dimensionality-reduction provides the following two-fold advantage: clear interpretation of

the synergistic response between EMT and INFLAM and the compression of the parameter

space to only three predictors, which means that sensitive prediction of survival can be car-

ried out on the limited number of primary tumor samples in our data set. In the sequel, we

address the role of mesenchymal proliferation pathways in the invasiveness of these tumors,

by utilizing the disease-free interval (DFI) endpoint [88], rather than the OS endpoint.

Disease-Free Interval

DFI is a Clinical Analogue of Tumor Time to Invasion Our agent-based simulations

cover the incremental progression from in-situ to invasive disease from a homogeneous initial

point, whereas the data in TCGA address how cancer may progress following treatment,

thus comparisons between model and data should be made carefully. Nonetheless recent

clinical and experimental evidence suggests that core cellular tumor dynamics are at play

both during the tumor progression addressed by the model, and post-treatment progression

described in data from TCGA. Of particular note, the plasticity of tumor cells allows them to
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evade treatment by undergoing post-treatment processes resembling the de-novo appearance

of cancer [127].

Ontology-Based Investigation of Proliferation Pathways As stated above, we pre-

dict that for certain EMT and inflammatory environments, the time to invasion is maximized

by a specific proliferative regime, where the proliferative potential of a transformed tumor

cell is being held in check by mesenchymal growth arrest programs. Therefore we investigate

the timing of invasion as a function of proliferation by searching for proliferative regimes

where the Disease Free Interval (DFI) is maximized for patients in remission after treat-

ment. In contrast to the search-based strategy above, we used the Gene Ontology (GO)

resource [5, 21] to select an appropriate pathway for this analysis. GO is designed to provide

a semantic index of genes, allowing gene lists to be retrieved interactively by simply browsing

its hierarchy. We selected GO:0010463 (Mesenchymal Cell Proliferation) for our analysis of

proliferation-dependent DFI.

Binary Classification of DFI Endpoints Binarization of survival endpoints has pre-

viously been explored [9, 18, 29, 61, 70, 79, 85]. In contrast to previous approaches which

utilize a pre-determined time threshold for the response (e.g. early and late relapse), we

utilized an imputed high/low risk classification scheme based on a two-component Gaussian

mixture model, which implicitly deals with cancer-specific thresholds. This approach was

motivated by the observation that in all three cases, the DFI exibited multiple modes with

cancer-specific thresholds: BLCA (Fig. 2.15), LIHC (Fig. 2.17), UCEC (Fig. 2.16). Un-

der this scheme, a tumor with a short DFI represents highly invasive disease for which the

time-to-invasion is short.

Summary of the Model

The log counts from TCGA bulk mRNA sequencing for 52 genes are used to predict the
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computed DFI-class for each patient. The list of genes includes the 42 human genes from

GO:0010463 ”mesenchymal cell proliferation” (which omits all but LRP5 among known re-

ceptors for WNT2/11/5A) augmented with missing receptors for those Wnts: FZD2, FZD4,

FZD6, FZD8, ROR1, ROR2, RYK, and LRP6. The model encodes the response y as either

+1 or -1 (Eq. 2.11) for high-DFI and low-DFI respectively and is fitted via a generalized form

of Bayesian logistic regression [118] using the expression levels of these genes as predictors.

Since the likelihood (Eq. 2.11) is non-Gaussian, the posterior (Eq. 2.13) becomes analyti-

cally intractible, so expectation propagation (EP) is used to approximate it during inference

and hyperparameter optimization [118]. Inference and hyperparameter optimization were

performed using the gpstuff toolbox for MATLAB [145].

Our model simultaneously considers the (gene-expression of) multiple distinct biological

pathways using the product of squared-exponential kernels over the predictor genes (Eq.

2.14). Within the context of the GP classifier, this kernel specifies the covariance of the joint

distribution over any subset of the input data. The constant term σ0, magnitude σ2, and

gene-wise length scale λd are given priors (Eqs. 2.15, 2.16, 2.17, and 2.18) which facilitate

the discovery of their MAP values by EP. This basic structure assumes little prior knowledge
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about the predictors, while offering good out of sample prediction accuracy.

p(y|f) =
n∏
i=1

1

1 + exp(yifi)
(2.11)

p(f |X, θ) = N (f |0,K) (2.12)

p(f |X,y, θ) =
p(f |X, θ)

p(X|θ)

n∏
i=1

p(yi|fi) (2.13)

K(x,x′) = σ0 + σ2exp

[
−1

2

D∑
d=1

(
x− x′

λd

)2
]

(2.14)

x and x′ any two patients

log(σ0) ∼ N (0, 0.1) (2.15)

log(σ2) ∼ N (1, 0.25) (2.16)

log(λd) ∼ N (1,Σ0) (2.17)

Σ0 ∼ IG(3, 1) (2.18)

This model achieves very high (∼ 1) LOO-CV accuracy on the training data, so it is instruc-

tive to measure its performance relative to linear SVM on the sub-cohorts (noisy resamplings

of the patient data) used for clustering. the average classification performance over all 1000

subcohorts is shown in the following table:

Type −log(p(y)) Naive Linear

SVM

GP

LIHC 197.800 0.582 0.582 1.0

BLCA 106.053 0.686 0.689 1.0

UCEC 62.321 0.708 0.726 1.0

Above, we list the leave-one-out cross-validated (LOO-CV) classification accuracy in

each case for GP, and the 5-fold cross-validation accuracy for linear SVM, computed using
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the MATLAB Optimization Toolbox. The LOO-CV approach of [104] utilizing the cavity

distribution of the EP likelihood approximation is utilized for tractability. This approach

aims to discover the out of sample prediction accuracy for the model while simultaneously

using all the data [147]. Compared to linear SVM [40], the GP classifier for all cancers

achieves 100% LOO-CV, while SVM achieves only a modest improvement over naive (select-

ing high-DFI for all patients) for BLCA and UCEC, while failing improve the naive estimate

for LIHC. This latter result is consistent with the higher negative log marginal likelihood

(−log(p(y))) for LIHC, indicating that the association between our chosen markers and the

DFI endpoint is less justified. Therefore, LIHC was excluded from further analysis.

2.6.5 Cox-PH Tables

BLCA

Dependent variable:

time

EMT −0.045∗∗

(0.018)

INFLAM 0.025∗∗∗

(0.009)

BOTH 0.082∗∗∗

(0.021)

Observations 401

R2 0.056

Max. Possible R2 0.991
Log Likelihood −924.075
Wald Test 22.290∗∗∗ (df = 3)
LR Test 23.300∗∗∗ (df = 3)
Score (Logrank) Test 22.401∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.4: Gotzman EMT vs. GO Pos Acute Inflam Ant
GOTZMANN EPITHELIAL TO MESENCHYMAL TRANSITION UP
vs.
GO POSITIVE REGULATION OF ACUTE INFLAMMATORY RESPONSE TO ANTIGENIC STIMULUS

CESC
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Dependent variable:

time

EMT −0.100∗∗∗

(0.032)

INFLAM −0.067∗∗∗

(0.023)

BOTH 0.092∗∗

(0.041)

Observations 291

R2 0.060

Max. Possible R2 0.910
Log Likelihood −340.512
Wald Test 18.320∗∗∗ (df = 3)
LR Test 18.083∗∗∗ (df = 3)
Score (Logrank) Test 18.630∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.5: GO Pos EMT vs. GO Leuk Act
GO POSITIVE REGULATION OF EPITHELIAL TO MESENCHYMAL TRANSITION
vs.
GO LEUKOCYTE ACTIVATION INVOLVED IN INFLAMMATORY RESPONSE

COAD

Dependent variable:

time

EMT −0.142∗∗∗

(0.041)

INFLAM 0.067∗∗

(0.026)

BOTH 0.126∗∗∗

(0.048)

Observations 276

R2 0.048

Max. Possible R2 0.904
Log Likelihood −316.811
Wald Test 15.000∗∗∗ (df = 3)
LR Test 13.455∗∗∗ (df = 3)
Score (Logrank) Test 14.372∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.6: Hollern EMT Breast vs. GO Leuk Act
HOLLERN EMT BREAST TUMOR UP
vs.
GO LEUKOCYTE ACTIVATION INVOLVED IN INFLAMMATORY RESPONSE

ESCA
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Dependent variable:

time

EMT 0.086∗∗

(0.038)

INFLAM −0.113∗∗∗

(0.042)

BOTH 0.185∗∗∗

(0.064)

Observations 183

R2 0.052

Max. Possible R2 0.972
Log Likelihood −321.566
Wald Test 9.760∗∗ (df = 3)
LR Test 9.838∗∗ (df = 3)
Score (Logrank) Test 9.802∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.7: GO Cardiac EMT vs. GO Neg Acute Inf
GO CARDIAC EPITHELIAL TO MESENCHYMAL TRANSITION
vs.
GO NEGATIVE REGULATION OF ACUTE INFLAMMATORY RESPONSE

KIRP

Dependent variable:

time

EMT −0.090∗∗

(0.041)

INFLAM −0.040∗∗∗

(0.015)

BOTH 0.103∗∗

(0.040)

Observations 287

R2 0.101

Max. Possible R2 0.769
Log Likelihood −194.964
Wald Test 35.480∗∗∗ (df = 3)
LR Test 30.644∗∗∗ (df = 3)
Score (Logrank) Test 41.090∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.8: GO Reg EMT vs. GO Neg Acute Inf
GO REGULATION OF EPITHELIAL TO MESENCHYMAL TRANSITION
vs.
GO NEGATIVE REGULATION OF ACUTE INFLAMMATORY RESPONSE
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Dependent variable:

time

EMT −0.129∗∗∗

(0.033)

INFLAM −0.068∗∗∗

(0.026)

BOTH 0.121∗∗∗

(0.030)

Observations 287

R2 0.113

Max. Possible R2 0.769
Log Likelihood −193.046
Wald Test 44.270∗∗∗ (df = 3)
LR Test 34.480∗∗∗ (df = 3)
Score (Logrank) Test 52.588∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.9: GO Reg EMT vs. GO Neg Inf
GO REGULATION OF EPITHELIAL TO MESENCHYMAL TRANSITION
vs.
GO NEGATIVE REGULATION OF INFLAMMATORY RESPONSE

LIHC

Dependent variable:

time

EMT −0.029∗∗

(0.012)

INFLAM −0.159∗∗

(0.065)

BOTH 0.181∗∗∗

(0.062)

Observations 364

R2 0.058

Max. Possible R2 0.974
Log Likelihood −654.198
Wald Test 20.970∗∗∗ (df = 3)
LR Test 21.748∗∗∗ (df = 3)
Score (Logrank) Test 21.321∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.10: GO Cardiac EMT vs. Zhou Inf FIMA Up
GO REGULATION OF CARDIAC EPITHELIAL TO MESENCHYMAL TRANSITION
vs.
ZHOU INFLAMMATORY RESPONSE FIMA UP
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Dependent variable:

time

EMT −0.026∗∗

(0.012)

INFLAM −0.027∗∗∗

(0.010)

BOTH 0.033∗∗

(0.017)

Observations 364

R2 0.046

Max. Possible R2 0.974
Log Likelihood −656.570
Wald Test 16.730∗∗∗ (df = 3)
LR Test 17.005∗∗∗ (df = 3)
Score (Logrank) Test 17.070∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.11: GO Reg EMT Endo vs. GO Mac Inf Prot 1 Alpha
GO REGULATION OF EPITHELIAL TO MESENCHYMAL TRANSITION INVOLVED IN ENDOCARDIAL CUSHION FORMATION
vs.
GO MACROPHAGE INFLAMMATORY PROTEIN 1 ALPHA PRODUCTION

PAAD

Dependent variable:

time

EMT −0.036∗∗

(0.018)

INFLAM −0.063∗∗

(0.029)

BOTH 0.052∗∗∗

(0.018)

Observations 177

R2 0.061

Max. Possible R2 0.991
Log Likelihood −407.162
Wald Test 10.610∗∗ (df = 3)
LR Test 11.187∗∗ (df = 3)
Score (Logrank) Test 10.742∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.12: Alonso Met EMT Down vs. GO Neg Reg Inf
ALONSO METASTASIS EMT DN
vs.
GO NEGATIVE REGULATION OF INFLAMMATORY RESPONSE
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Dependent variable:

time

EMT −0.099∗∗∗

(0.033)

INFLAM −0.043∗∗

(0.022)

BOTH 0.070∗∗

(0.029)

Observations 177

R2 0.099

Max. Possible R2 0.991
Log Likelihood −403.487
Wald Test 17.620∗∗∗ (df = 3)
LR Test 18.536∗∗∗ (df = 3)
Score (Logrank) Test 17.776∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.13: Jechlinger EMT Down vs. GO Pos Reg Cyto Prod
JECHLINGER EPITHELIAL TO MESENCHYMAL TRANSITION DN
vs.
GO POSITIVE REGULATION OF CYTOKINE PRODUCTION INVOLVED IN INFLAMMATORY RESPONSE

UCEC

Dependent variable:

time

EMT −0.158∗∗∗

(0.045)

INFLAM −0.140∗∗

(0.062)

BOTH 0.216∗∗∗

(0.075)

Observations 174

R2 0.081

Max. Possible R2 0.789
Log Likelihood −127.984
Wald Test 14.660∗∗∗ (df = 3)
LR Test 14.652∗∗∗ (df = 3)
Score (Logrank) Test 14.971∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.14: Alonso Met EMT Up vs. Fulcher Inf Resp Lectin LPS Down
ALONSO METASTASIS EMT UP
vs.
FULCHER INFLAMMATORY RESPONSE LECTIN VS LPS DN
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Dependent variable:

time

EMT −0.179∗∗∗

(0.054)

INFLAM −0.047∗∗

(0.019)

BOTH 0.232∗∗∗

(0.079)

Observations 174

R2 0.088

Max. Possible R2 0.789
Log Likelihood −127.269
Wald Test 11.950∗∗∗ (df = 3)
LR Test 16.082∗∗∗ (df = 3)
Score (Logrank) Test 12.639∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.15: GO Cardiac EMT vs. GO Reg Inf Resp Wound
GO CARDIAC EPITHELIAL TO MESENCHYMAL TRANSITION
vs.
GO REGULATION OF INFLAMMATORY RESPONSE TO WOUNDING

Dependent variable:

time

EMT −0.038∗∗

(0.019)

INFLAM −0.172∗∗∗

(0.044)

BOTH 0.174∗∗∗

(0.050)

Observations 174

R2 0.094

Max. Possible R2 0.789
Log Likelihood −126.768
Wald Test 21.670∗∗∗ (df = 3)
LR Test 17.084∗∗∗ (df = 3)
Score (Logrank) Test 16.551∗∗∗ (df = 3)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.16: GO Card EMT vs. Wunder Inf Resp Chol Up
GO CARDIAC EPITHELIAL TO MESENCHYMAL TRANSITION
vs.
WUNDER INFLAMMATORY RESPONSE AND CHOLESTEROL UP
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2.6.6 KM Tables

N Observed Expected (O-E)^2/E (O-E)^2/V
Cluster 1 118 35.00 54.28 6.85 11.61
Cluster 2 52 25.00 19.29 1.69 1.99
Cluster 3 38 20.00 15.50 1.31 1.49
Cluster 4 93 54.00 44.93 1.83 2.79

p=0.008

Table 2.17: Gotzman EMT vs. GO Pos Acute Inflam Ant
GOTZMANN EPITHELIAL TO MESENCHYMAL TRANSITION UP
vs.
GO POSITIVE REGULATION OF ACUTE INFLAMMATORY RESPONSE TO ANTIGENIC STIMULUS

N Observed Expected (O-E)^2/E (O-E)^2/V
Cluster 1 160 69.00 49.64 7.55 15.43
Cluster 2 110 32.00 51.36 7.30 15.43

p=5e-8

Table 2.18: GO Reg EMT Endo vs. GO Mac Inf Prot 1 Alpha
GO REGULATION OF EPITHELIAL TO MESENCHYMAL TRANSITION INVOLVED IN ENDOCARDIAL CUSHION FORMATION
vs.
GO MACROPHAGE INFLAMMATORY PROTEIN 1 ALPHA PRODUCTION

N Observed Expected (O-E)^2/E (O-E)^2/V
Cluster 1 88 21.00 14.86 2.54 5.12
Cluster 2 76 9.00 15.14 2.49 5.12

p=0.02

Table 2.19: GO Cardiac EMT vs. GO Reg Inf Resp Wound
GO CARDIAC EPITHELIAL TO MESENCHYMAL TRANSITION
vs.
GO REGULATION OF INFLAMMATORY RESPONSE TO WOUNDING
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Gene(s) Cancer Effect Eff.Type Citation

Wnts Both Onc NA [71, 12, 7,
100, 94]

FGFR2 BLCA Supp NA [121]
FGFR2 UCEC Onc NA [33]
FBXW4 BLCA Supp NA [90]
HAND2 BLCA Supp NA [148]
HAND2 UCEC Supp NA [33]
FOXF1 BLCA Supp NA New
FGFR2+FBXW4 BLCA Supp Coop New
FGFR2+HAND2 UCEC Supp Ant New

Table 2.20: Summary of reported findings. Column Key: Genes = the genes in the
specified relationship, Cancer = BLCA or UCEC, Effect = Oncogenic or Suppressor, Ef-
fect Type = NA (single gene), Antagonistic or Cooperative, Status = Known or Unknown,
Citation = reference utilized in the manuscript to reference a known effect

2.6.7 Extended TCGA Results

Given the model prediction that mesenchymal proliferation rates exert essential control on

invasion-free survival times (Fig. 2.4E), we performed analysis of 14 cancer types from TCGA

to assess the importance of mesenchymal proliferation-associated genes using clinical out-

comes. We assessed the effects of mesenchymal proliferation in cancer gene expression data

(Fig. 2.11). Using overall survival as an endpoint, and applying strict significance thresholds

(Section 2.6.4), we found that three cancer types contained EMT-inflammation associated

genes that predicted clear differences between patient groups. The three significant tumor

types were bladder (BLCA), uterine (UCEC), and liver cancer (LIHC).

Next we modeled the effects of relevant gene sets on invasion-free survival, using the disease-

free interval (DFI) as the endpoint. We clustered patients from each tumor type into two

groups (high or low) based on their DFI (Section 2.6.4); these data contain 184 patients for

BLCA, 114 patients for UCEC, and 311 patients for LIHC. For this clustering, the predictive

accuracies (obtained by leave-one-out cross-validation) were 0.68 (BLCA), 0.69 (UCEC), and

0.621 (LIHC). We note that it is encouraging to obtain this level of accuracy on what is a
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challenging task: unsupervised prediction of survival differences, using a set of only 40 genes

and with only ∼ 100 patients per tumor type. Several of the other 11 cancer types tested also

displayed mesenchymal proliferation-associated effects, however these cancers were filtered

out at the previous step, as they did not meet the significance thresholds set above.

We used Gaussian process classification to identify relationships between mesenchymal pro-

liferation genes based on their ability to predict invasiveness (high or low DFI). We focus

on interactions within the TGF-β and Wnt pathways, given their important roles in me-

diating EMT [113], and regulating cancer stem cell identity [103, 137]. TGF-β and Wnt

pathways interact at multiple points, including through the LEF1/TCF complex [75], and

via dimerization of their respective membrane-bound receptors [100]. The left-hand column

of Figs. 2.5 and 2.6 shows the density of patient data, and thus the region (cyan box) to

focus predictions on, over a two-dimensional gene expression region. The middle column

shows the probability of high DFI over the same region, and the right-hand column depicts

a slice through the co-expression plot.

In agreement with the literature, our results show that for both canonical and non-canonical

Wnt signaling, higher levels of signaling leads to worse outcomes (Fig. 2.5A-C and Fig.

2.6A-C, summarized in the right-hand column): as the co-expression of the Wnt ligand and

its receptor increases, the probability of a high DFI (better outcome) decreases. Studying

the Wnt ligand-receptor predictions, though not monotonic in all cases, comparing low vs.

high expression levels shows clear differences. This is the case for all three ligand-receptor

pairs studied, for both BLCA and UCEC, with the exception in UCEC of WNT11 and FZD8

(Fig. 2.6B), where the co-expression effects are less clear. Overall, these predictions agree

with expected tumorigenic roles for canonical [71, 12] and non-canonical [7, 100, 94] Wnt

signaling in bladder (BLCA) and uterine (UCEC) cancers.

We identified several other gene pairs that can predict differences between high vs. low

DFI patient groups (Fig. 2.5D-F and Fig. 2.6D-F). For the gene pairs (FGFR2, FBXW4)
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and (FGFR2, FOXF1) we see that a “goldilocks” region exists that most benefits survival -

displaying striking similarity to the predicted mesenchymal effects in our model (Fig. 2.4E).

We see that the predictions made by our modeling of single gene effects are in close agreement

with the literature. Based on the agreement seen, we studied several new predictions made

regarding the joint effects of co-expression on patient outcomes.

In Fig. 2.5D (middle panel) we show that a strong tumor suppressor effect of FGFR2 in

bladder cancer is predicted by our model. Although FGF signaling plays opposing roles in

cancer, and FGFs can be up-regulated in tumors relying on FGF signaling for growth [1],

FGFR2 is implicated as a tumor suppressor in prostate and bladder cancer [78, 121]. We

also predict a suppressive role for FBXW4 (Fig. 2.5D, middle panel): for given FGFR2 ex-

pression, increasing FBXW4 leads to better outcomes. This agrees with literature suggesting

that FBXW4 is lost or mutated in almost 40% of urinary tract cancers [90]. Co-expression

analysis also gives a new prediction: FGFR2 and FBXW4 act synergistically in BLCA, such

that higher expression levels of both leads to greater outcomes than high expression of ei-

ther gene alone (2.5D, middle & right panels). In comparison, for UCEC, the role is less

clear, although the tumorigenic effect of FGFR2 in uterine cancer is evident at high levels of

FBXW4 (Fig. 2.6D), which is in line with previous studies reporting mutations that provide

constitutive activation of FGFR2 in a subset of endometrial cancer [33].

We highlight two further notable predictions. First, for BLCA, high FGFR2 and FOXF1

co-expression improves patient outcomes (Fig. 2.5E). The tumor suppressor FOXF1 is a

p53 target and it is epigenetically silenced in breast cancer [89, 141], however it was not

previously known to have a tumor-suppressive role in BLCA either alone or co-expressed

with FGFR2. This effect is not seen for UCEC (Fig. 2.6E), where our model predicts that

the effects of FGFR2 are tumorigenic in this region, but not affected by FOXF1 expression

(i.e. no significant differences between high and low co-expression). The second new predic-

tion is that high co-expression of FGFR2 and HAND2 improves outcomes in UCEC (Fig.
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B C

Figure 2.7: Fig. 2.1BC without targeting cells with pathways mutations. A. Single
patient trajectory without immune cells targeting cells with pathways mutations. Compare
to Fig. 2.1B. B. Sample cohort survival curve without immune cells targeting cells with
pathways mutations. Compare to Fig. 2.1C.

2.6F); in contrast to the effects seen for the co-expression of FGFR2 with either FBXW4 or

FOXF1 (Fig. 2.6D-E), where, in each case, higher FGFR2 expression led to worse outcomes.

HAND2 antagonizes FGF-dependent epithelial cell proliferation and is a critical regulatory

component of both healthy and cancerous endometrial proliferation [66, 81]. For BLCA, we

observe a less pronounced although still suppressive effect due to HAND2 expression (Fig.

2.5F), in line with previous reports [148].

2.7 Supplementary Figures
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Figure 2.8: Morris-OAT global sensitivity without immune cells targeting cells
with pathways mutations. Compare to Fig. 2.2.
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Figure 2.9: Effects of mesenchymal tumor cell properties on the Time to Invasion
without immune cells targeting cells with pathways mutations. Compare to Fig.
2.3.
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Figure 2.10: Summary of mesenchymal tumor cell properties on the Time to
Invasion without immune cells targeting cells with pathways mutations. Compare
to Fig. 2.4E.
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Figure 2.11: Schematic of overall survival (OS) and disease-free interval (DFI) analysis on
TCGA data. A-B (Step 1): Find cancer types in which EMT and inflammation act synergistically on
overall survival. C-D (Step 2): For cancer types identified in Step 1, identify proliferation pathways that
regulate the invasiveness of these cancers. A) For each cancer type, identify pairs of inflammation and EMT
gene sets where the UMAP projection over their union has a higher (magnitude) hazard ratio than either
of its constituents in a three-predictor Cox-PH model with OS response in that cancer type. B) Identify
cancer types, for which unsupervised DBSCAN clustering over the 1D UMAP projection of one or more
EMT/Inflam union sets yields clusters whose KM survival curves are different. C) Impute the DFI-high/low
class based on a two-component Gaussian mixture model of the published disease-free interval time in days.
D) Identify relationships between proliferation pathways and tumor invasiveness using a GP classifier trained
on the computed DFI-class from (C) and mRNA sequencing for the list of proliferation genes.
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A. DBSCAN clustering of BLCA using gene ontology terms indicative of EMT and INFLAMMATION signatures (min group size = 30). 
 B. Survival plots corresponding to the clustering on EMT and INFLAMMATION (p = 0.00823).

Figure 2.12: DBSCAN clusters for combined EMT+INFLAM embedding of
BLCA patients and corresponding Kaplan-Meier (KM) model.
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A. DBSCAN clustering of LIHC using gene ontology terms indicative of EMT and INFLAMMATION signatures (min group size = 30). 
 B. Survival plots corresponding to the clustering on EMT and INFLAMMATION (p = 8.555e−05).

Figure 2.13: DBSCAN clusters for combined EMT+INFLAM embedding of LIHC
patients and corresponding Kaplan-Meier (KM) model.
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A. DBSCAN clustering of UCEC using gene ontology terms indicative of EMT and INFLAMMATION signatures (min group size = 30). 
 B. Survival plots corresponding to the clustering on EMT and INFLAMMATION (p = 0.02372).

Figure 2.14: DBSCAN clusters for combined EMT+INFLAM embedding of
UCEC patients and corresponding Kaplan-Meier (KM) model.
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Figure 2.15: Classification of BLCA patients by DFI. A) Classification of BLCA pa-
tients in short DFI (blue) and long DFI (red). B) 2-component Gaussian mixture density
corresponding to the above classification. C) Histogram of DFI for patients.
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Figure 2.16: Classification of UCEC patients by DFI. A) Classification of UCEC
patients in short DFI (blue) and long DFI (red). B) 2-component Gaussian mixture density
corresponding to the above classification. C) Histogram of DFI for patients.
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Figure 2.17: Classification of LIHC patients by DFI. A) Classification of LIHC pa-
tients in short DFI (blue) and long DFI (red). B) 2-component Gaussian mixture density
corresponding to the above classification. C) Histogram of DFI for patients.
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Chapter 3

Modeling interactions among B cells,

macrophages, and skin cancers

This chapter is part of a paper that is in preparation. It first reports on analysis of single-cell

data performed by my collaborator. This work demonstrates a new area to further explore,

which we do using mathematical modeling. We use an ODE and an SDE to analyze the

biological system in question.

3.1 Summary

The advent of immune checkpoint therapy for metastatic skin cancer has greatly improved

patient survival. However, most skin cancer patients are refractory to checkpoint therapy,

and the intra-immune signaling driving the response to checkpoint therapy remains unchar-

acterized. When comparing the immune transcriptome in the tumor microenvironment of

melanoma and BCC, we found that the presence of memory B cells and macrophages neg-

atively correlate when stratifying patients by response, with memory B cells more present
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in responders. Both macrophages and plasma B cells downregulate memory B cell func-

tion in BCC, whereas only macrophages downregulate memory B cells in melanoma. We

further explored the relationships between macrophages, B cells and response to checkpoint

therapy by developing a stochastic differential equation model which qualitatively agrees

with the data analysis. Our model reveals hereto uncharacterized differences between the

TME of progressing and regressing tumors that could be used as a diagnostic tool. It also

predicts interventions that can be tailored to individual patients to increase response to

checkpoint therapy. Finally, it predicts BCC to be more refractory to checkpoint therapy

than melanoma.

3.2 Introduction

Checkpoint immunotherapy has changed the lives of patients with metastatic cancer[120,

144]. These novel therapeutics can drive durable responses in many metastatic cancers, with

most adverse events being grade 1 or 2[133, 86]. Checkpoint therapy’s utility remains limited,

however, with most patients either not responding or acquiring resistance to treatment[133].

Current FDA-approved checkpoint inhibitors fall into two categories: CTLA-4 inhibitors

and PD-1/PD-L-1 inhibitors. CTLA-4 expressed by T regulatory cells (Tregs) outcompete

costimulatory molecules on CTLs necessary for their activation and causes anergy. Cancer

cells express PD-L-1, which binds to PD-1 on CTLs, inhibits their cytotoxicity and promotes

anergy and eventual apoptosis (see [120] for a full review of both mechanisms). Inhibition

of either pathway leads to durable cancer regression in many cancers with different somatic

mutations[120, 133].

Despite cancer checkpoint immunotherapy being hailed as being “arguably one of the most

important advances in the history of cancer treatment”[120], our understanding of how these
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therapies affect a system as responsive and dynamic as the immune system remains incom-

plete. Many studies focus on the effect of checkpoint therapy on cytotoxic T lymphocytes

(CTLs or CD8+ T cells)[114, 120, 134, 160, 126, 56]. Two major recent studies sequenced

the transcriptome of the TME at a single-cell level before and after checkpoint therapy in

melanoma[126] and in basal cell carcinoma (BCC)[160]. Both these studies focused on the

effect of checkpoint therapy on CTLs, but effects of checkpoint therapy on different immune

cell types have been previously observed. Indeed, in a phase I clinical trial for one of the

first FDA-approved checkpoint inhibitors (nivolumab, brand name Opdivo), divergent and

even opposite effects of nivolumab on T cells and B cells were observed[11]. More recently,

B cells have been shown to correlate with response to checkpoint immunotherapy even more

strongly than CTL presence[56, 111]; however, this remains contentious, with other studies

showing no effect[25].

These results seem to suggest that checkpoint immunotherapy has a broad impact on the

immune system, including but not limited to cytotoxic T cells. Other immune cell types may

be implicated in response or non-response to treatment. In addition, there has been few if

any comparisons of the impact of checkpoint therapy on the immune system in different

cancers. Single cell RNA-sequencing technology (scRNA-seq) is particularly well-suited to

holistically analyze different immune cell types, due to its ability to capture transcriptomic

data from many cell types at once. Dynamical systems modeling can supplement scRNA-

seq data by capturing dynamics of cell types and can point the way to new therapeutic

interventions.

We therefore independently analyzed the single-cell RNA-seq datasets[160] and[126], to com-

pare and contrast the immune responses of responders and non-responders across cancers.

We found that memory B cells are most present in responders and vice versa for macrophages.

We characterized their cellular signaling and found that macrophages strongly inhibit mem-

ory B cells in melanoma non-responder patients; however, in basal cell carcinoma non-
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responders, the inhibitory signaling seems to be coming most strongly from plasma B cells,

which are polarized towards a more immune suppressive genotype by cancer-associated fi-

broblasts.

To fully capture the differences in immune suppression mechanisms between cancers and

the dynamics that lead to response/non-response, we built a three-state ordinary differen-

tial equations (ODE) model that matches qualitatively with our results. We then added

stochasticity to make the model an SDE. The stochastic model predicts that measuring a

patient’s tumor burden in conjunction with the number of memory B cells in the tumor

microenvironment following a partial response to therapy can determine if the response re-

mains durable. In addition, the model predicts BCC to be more refractory to checkpoint

therapy than melanoma. In fact, it predicts that small changes to the system brought about

by immunotherapy could have adverse effects on the likelihood for regression.

3.3 Results

3.3.1 BCC and melanoma exhibit similar responses to checkpoint

immunotherapy

We looked at two datasets: one consisting of melanoma patients[126] and one consisting of

BCC patients[160]. We started by clustering and identifying the clusters of each dataset (Fig.

3.1AB, see upcoming paper for more details of my collaborator’s methods). As expected,

the majority of cells in each dataset are T cells. We then stratified immune cells in each

cluster by whether they came from responders or non-responders (Fig. 3.1C; note that

the skin cells in the BCC dataset were excluded). Overall, the percents of responders and

non-responders in each cluster are similar across cancers. The amount of CD8+ T cells is

similar in responders and non-responders in both cancers. Memory B cells seem to be most
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concentrated in responders, and macrophages are the most concentrated in non-responders.

To verify these results, we compared the percentage of macrophages, memory B cells and

Tregs, per patient separated by responders and non-responders (Fig. 3.1D-F). We found

that macrophages represent a higher percentage of cells per patient in non-responders, and

that the opposite is true for memory B cells. Overall, the distribution of immune cells in

the TME of responders and non-responders to immunotherapy is similar in both cancers,

despite the differences in cancers, immunogenicity and sequencing technologies.

Figure 3.1: Melanoma and BCC have similar responses to immunotherapy. A-
B): Dimensionality reduction of melanoma (A) and BCC (B). C) Distribution of cells
from responders and non-responders, grouped by cluster. (D), (E) and (F): Percentage
of macrophages (D), memory B cells (E) and Tregs (F) per patient, grouped by responders
and non-responders.
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3.3.2 Memory B cells are more anergic in non-responders pre-

treatment in both cancers

Next we sub-clustered the memory B cells in both datasets (Fig. 3.2AB) and analyzed their

lineage via a similarity matrix-based optimization method for inferring clustering and lineage

(see upcoming paper for more detail of my collaborator’s methods)[150]. We developed two

different scores for memory B cell activation and anergy. In the melanoma dataset, the

activation score in responders pre-treatment is lower than in responders post-treatment,

and the activation score is higher in non-responders pre-treatment than in responders pre-

treatment (Fig. 3.2E). There is no difference in the anergy scores in the responders pre- and

post-treatment, nor in the non-responders pre-treatment and the responders pre-treatment,

but the memory B cells in non-responders post-treatment are more anergic than those in

pre-treatment (Fig. 3.2G). Overall, in melanoma the memory B cells are more activated

in pre-treatment non-responders and become more anergic in non-response post-treatment.

The memory B cells in BCC seem to have similar trends in activation and anergy, with

the interesting exception that memory B cells in responders post-treatment seem to be more

anergic than in responders pre-treatment (Fig. 3.2H), which could be explained by differences

in immunogenicity between melanoma and BCC (see Discussion).
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Figure 3.2: Memory B cells are more activated in non-responders pre response.
A-B) Dimensionality reduction of the memory B cells subsets of melanoma (A) and BCC
(B). C-D) Psuedotime ordering of melanoma (C) and BCC (D). E-F) Activation scores of
memory B cells in melanoma (E) and BCC (F). G-H) Anergy scores of memory B cells in
melanoma (G) and BCC (H).
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3.3.3 Macrophages in BCC have more of an M1 genotype, regard-

less of responder status

It is well-understood that macrophages can have an important role in immune suppression

in cancer (see e.g. [107]), to the extent that presence of macrophages can correlate with poor

prognosis and drugs are being developed to inhibit their suppressive ability[122]. In con-

junction with our results indicating that macrophages are more prevalent in non-responders

(Fig. 3.1C), this indicated that we should explore the macrophage subsets in both datasets.

We found that the lineage for macrophages in melanoma correlates well with the increase in

percent of non-responders post-treatment (Fig. 3.3C); however, in BCC the macrophage lin-

eage does not seem to follow the same pattern (Fig. 3.3F). Seeing as macrophage plasticity is

well-characterized but remains contentious[48], we built an expression profile of macrophages

using genes that are labeled as either “pro-inflammatory” or “anti-inflammatory” in gene

ontology[73, 21]. In the melanoma dataset, we found that the anti-inflammatory gene ex-

pression correlates well with the percentage of macrophages found in non-responders post-

treatment and the macrophage lineage (Fig. 3.3BI). However, the macrophages in BCC

have very low expression of anti-inflammation genes, regardless of percent non-responder

post-treatment (Fig. 3.3EL). Both cancers have more macrophages in non-responders, but

the macrophages have different inflammatory signatures between the two cancers and seem

to be linked to different processes overall.
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Figure 3.3 (preceding page): Macrophages in BCC have more of a pro-inflammatory
genotype, regardless of responder status. A-B) Dimensionality reduction of the
macrophage subsets of melanoma (A) and BCC (B). C, E) Percentage of Responders/Non-
responders in Pre/Post treatment per macrophage cluster in melanoma (C) and BCC (E). D,
F) Psuedotime of macrophage clusters in melanoma (D) and BCC (F). Each psuedotime node
is qualitatively colored by percent of non-responders post treatment. The melanoma psue-
dotime correlates well with the percent of non-responders post-treatment, whereas the BCC
psuedotime does not. G-H) Heatmaps of anti-inflammation genes in BCC macrophages (G)
and melanoma macrophages (H). The expression of anti-inflammatory genes in melanoma
correlate well with the fraction of non-responders post-treatment of each cluster, whereas in
BCC there seems to be little correlation. J-K) pro-inflammation genes in BCC macrophages
(J) and melanoma macrophages (K). I, L) Average expression of anti- and pro- inflammatory
genes by cluster of macrophages in melanoma (I) and BCC (L).
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3.3.4 Plasma B cells are suppressing memory B cells only in BCC

To understand the profile of intra-immune signaling, we calculated cluster-cluster cell sig-

naling of memory B cells, macrophages, and plasma B cells. We included the plasma B

cells in the analysis because one of the starkest differences between the two datasets is the

preponderance of plasma B cells in non-responders in BCC (Fig. 3.1C). In the melanoma

dataset, we found that macrophages inhibit a greater percentage of both memory B cells

and plasma B cells (Fig. 3.4A). There seems to be mutual inhibition of memory B cells and

plasma B cells, but this inhibition is much lower in probability relative to the macrophage

inhibition, especially in non-responders. The inhibitory signaling found in the BCC dataset

is comparable to that of melanoma dataset, with the notable exception that the plasma B

cell inhibition seems to be much higher respective to the macrophage inhibition (Fig. 3.4B).

This difference correlates with the high percentage of plasma B cells in non-responders in

BCC (Fig. 3.1C). Also notable is the signaling between the skin cluster and the plasma B

cells via the IL6 pathway; this signaling is stronger in non-responders, indicating that the

skin cells in non-responders could be inducing Breg activation, which in turn induces plasma

B cells to inhibit memory B cells (Fig. 3.4B).

To further explore the role of plasma B cells in inhibiting memory B cells in BCC, we

subclustered the plasma and memory B cells and macrophages from non-responders and

ran a signaling analysis via the same pathways (Fig. 3.4C). We found that there are two

cluster of plasma B cells that are strongly inhibiting both other plasma B cell clusters and

memory B cells (Fig. 3.4D). There seems to be a particular cluster of plasma B cells in

BCC non-responder patients that is not only inhibiting memory B cells but also signaling

to macrophages, potentially inducing upregulation of inhibitory signals from macrophages.

Both melanoma and BCC seem to have macrophages inducing memory B cell anergy in non-

responders, with the addition of a suppressive plasma B cell subset in BCC, which seems to

be polarized towards a Breg genotype by skin cells.
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Figure 3.4 (preceding page): Suppression of memory B cells by plasma B cells is only
implicated in resistance to therapy in BCC. A-B) Cell signaling of memory, plasma
B cells, macrophages and skin cells in melanoma (A) and BCC (B). The plasma B cells
are inhibiting the memory B cells much more strongly in BCC than in melanoma, relative
to the suppression of macrophages. The signaling of the macrophages to the memory B
cells and the plasma B cells (in melanoma) and the signaling of the plasma B cells to the
memory B cells and the signaling from the chosen skin cluster to the plasma B cells (in
BCC) is highlighted. C) Signaling of both suppressive and activating cell-cell signals from
clusters defined by SoptSC of memory and plasma B cells and macrophages from BCC non-
responders. D) Suppressive signaling in the clusters defined in (C). (E) Signaling of IL6 in
the clusters defined in (C). F) Dotplot of ligand/receptor/target triads used to generate the
signaling plot (C).
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3.3.5 A dynamical model on interactions among memory B cells,

macrophages, and skin tumors

To further explore the role of memory B cells in response to checkpoint treatment and to

better understand the dynamics of the immune system during treatment, we developed a

three-state ODE model based on the bioinformatic clustering, lineage and signaling analyses.

We chose cancer, B cells and inhibitory macrophages (macrophages) as our state variables

(Fig. 3.5A). The cancer undergoes logistic growth and has four possible steady states: none,

low (∼ 103 cells), high (∼ 108 cells), and very high (∼ 109 cells). The B cells kill cancer

cells, and macrophages inhibit B cell proliferation. The parameters of the dynamical model

were selected based on our bioinformatic analyses and previous literature.

We made two assumptions from the signaling analysis that differentiate the divergent re-

fractory mechanisms of each cancer. First, consistent with macrophages in BCC having less

of an anti-inflammatory phenotype (Fig. 3.3L), we assumed that the cancer-mediated up-

regulation of (inhibitory) macrophage proliferation is weaker in BCC relative to melanoma.

Second, consistent with plasma B cells suppressing memory B cells only in BCC (Fig. 3.4B),

we increased the negative regulation of B cells by BCC cancer cells relative to that in

melanoma.

To understand how checkpoint therapy would impact the dynamical model, we compared

the anergy and activation scores of memory B cells before and after treatment in single-cell

data (Fig. 3.2). We observed that in post-treatment, there was a strong B cell activation

signature (presumably leading to a faster killing rate of cancer cells) and a simultaneous

increase of the anergy signature in B cells. We therefore assumed that checkpoint therapy

can either increase the killing rate, increase the cancer-mediated death rate of B cells or

increase these rates in tandem (see red arrows in Fig. 3.5A).
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Figure 3.5 (preceding page): ICB-targeted parameters can explain R vs. NR in
melanoma and BCC. A) Schematic representation of the model (C=cancer, B=B cells,
M=anti-inflammatory macrophages). Red arrows indicate processes assumed to be upreg-
ulated by ICB. Grey arrow is inferred from our single-cell analysis. B-D) Comparison of
melanoma (left) and BCC (right) B) Three trajectories with varying initial cancer popula-
tion for each of melanoma and BCC. Color of the trajectory corresponds to initial cancer
population. All axes are log scale. C) Contour plots showing varying number of equilibria
as the death rate of B cells (y-axis) and killing rate by B cells of the cancer (x-axis) are
varied. The “Bifurcation Line” indicates the values for which the bifurcations in Panel D
are plotted. D) Bifurcation diagram in the killing rate, k, corresponding to the Bifurcation
Line in Panel C. Possible starting and ending values for a non-responder and a responder are
shown. Each Cancer and Macrophage axis is shown over two different scales for visualization
purposes.
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3.3.6 Multi-stability stemming from immune cell interactions in

melanoma and BCC can explain heterogeneous response to

checkpoint therapy

To understand the effects of immunotherapy on cancer burden, we analyzed the steady states

of our model within a certain biologically relevant subset of parameter space (Fig. 3.5C).

Overall, our system displays multi-stability, a common concept in cancer state modeling[62],

in both melanoma and BCC where the system can evolve towards two or more steady states

depending on the level of cancer burden. Bifurcations in our model result in large changes

to cancer burden (none, low, high, or very high). When immunotherapy pushes a patient

through one of these bifurcations where the cancer burden decreases, the patient would

likely have an observable response. When immunotherapy does not reach a bifurcation, the

patient is classified as non-responsive even though the new steady-state cancer burden may

have decreased. Other interpretations to the bifurcations in our model are explored in Figs.

3.8-3.11, located in the supplementary section.

We found that under the assumption that checkpoint therapy increases the killing rate of B

cells, there exists divergent responses to immunotherapy in both melanoma and BCC (Fig.

3.5D). We observe the possibility for a responder in both cancers: one going from a very

high cancer burden to one with a low cancer burden. In melanoma, this responder also

experiences an increase in B cells and a large decrease of macrophages. In BCC, we see

both immune populations drop after treatment, though the macrophage population in this

case only decreases by one or two cells. On the other hand, we see the possibility for a

non-responder in both cancers, namely only a slight decrease in an already very high cancer

burden accompanied by a similarly small decrease in B cell population and an increase in

macrophage population, potentially up to several orders of magnitude in the melanoma case.

In our chosen parameter regime, the value of the killing rate at which a patient would
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become a responder is nearly identical for both BCC and melanoma, indicating a similar

level of requirement in the killing rate activation for treating both melanoma and BCC

with checkpoint therapy (Fig. 3.5D). However, when the cancer-mediated death rate of B

cells is decreased, BCC has a lower killing rate threshold separating non-responders from

responders compared to melanoma, and vice versa when the death rate is increased (Fig.

3.14). The fact that the death rate changes which cancer is more likely to respond to

checkpoint therapy indicates the ODE model is insufficient to ascertain which cancer will

exhibit a better response to immunotherapy.

3.3.7 Noise-induced cancer progression and regression potentially

account for therapy-resistance in BCC

In the highly complex cancer-immune interacting environment[10], the fluctuations in cell

populations may induce stochastic transitions among meta-stable states[63]. Because of

this, we next incorporated stochastic effects into our three-component dynamical model. In

our model, the inclusion of random fluctuations in cell population dynamics allows for the

spontaneous transitions between cancer states with various burdens, contributing another

source to affect the checkpoint therapy outcome by resulting in the spontaneous progression

or regression of cancer[72, 125, 87]. The likelihood of these transitions can be determined

by therapy-relevant parameters, allowing predictions of which cancer is more amenable to

checkpoint therapy or yields a better clinical outcome in the long-term.

In order to compare the relative stability of cancer states perturbed by noise, we constructed

a cancer-state landscape to visualize the global structures of attractor basins in melanoma

and BCC population dynamics. The landscape express the probability the system is in

a given state in the long-term with lower values indicating higher probabilities. It agrees

well with our bifurcation analysis of the non-stochastic system by showing two connected
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potential wells representing the cancer states with relatively low and high tumor burdens

(Fig. 3.6A). The connectivity between these cancer potential wells suggests the possibility

of spontaneous transitions in both cancer types, which corresponds to the phenomenon of

tumor progression and regression. We also observed that the potential well of the low-burden

state in BCC is shallower than in melanoma.

A unique feature of stochastic systems is the possibility to have the system transition be-

tween stable states. The specific transition path the system follows can discriminate between

growing and regressing cancers and can differentiate the relative ease of transitioning one

way or the other. To study these transition paths, we implemented the geometric mini-

mal action method (gMAM) which determines the likeliest of such paths on an arbitrary

timescale. When the cancer undergoes regression from the high cancer burden state to the

low cancer burden state, the B cell population is transiently increased before settling in the

low equilibrium. This is in contrast to the progression case where the B cell population

is initially unresponsive to the nascent growth of the cancer (Fig. 3.6B). This difference

in transition paths could not be discerned from the previous non-stochastic system. This

supports the necessity of immunosuppressive actors in the tumor microenvironment for a

cancer to escape the immune system. That is, the underlying ODE predicts that a positive

perturbation in the cancer population will result in a positive rate of change to the B cell

population. However, the stochastic analysis predicts that such a path is unlikely to result

in a transition to a higher cancer burden.

To quantify how checkpoint therapy affects the likelihood of spontaneous tumor progression

and regression, we calculated the change in barrier heights between the two cancer states as

the killing rate is increased (Fig. 3.6C). We find that the barrier height for regression in BCC

is generally larger than in melanoma with similar killing rates, indicating BCC patients may

only respond to a larger dose of checkpoint therapy. In addition, the introduction of check-

point therapy significantly increases the barrier height for tumor progression in melanoma.
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Counter-intuitively, it is very interesting to note that a slight increase in killing rate will

instead reduce the tumor progression barrier height in BCC, increasing the possibility of

immune escape by the cancer (Fig. 3.6C). This may provide a potential explanation for the

unsatisfactory outcome of checkpoint therapy in BCC[87, 156, 125, 64, 38].
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Figure 3.6: Excess B cell counts predicts regressing cancer. Melanoma and BCC
show different patterns for likelihood of progression. A-C) Comparison of melanoma
(left) and BCC (right) as modeled by our SDE. A) Energy landscape of both cancers with
k = 10−4 and de = 1. Lower values indicate a higher probability of finding the system in that
state. These values are the marginal probabilities having marginalized over macrophages. A
contour plot is shown below along with the ODE-determined equilibria, both stable (green
dots) and unstable (red diamonds). B) The transition paths between the stable equilibria
plotted over the contour plots from Panel A. The black path is for a regressing cancer and
the magenta path is for a growing cancer. C) The barrier height between the two stable
equilibria as it varies with the killing rate, k. The black curve shows the variation of the
barrier height for a regressing cancer, and the magenta for a growing cancer.
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3.4 Methods

3.4.1 The three-component dynamical model

Based on the single-cell data analysis, we modeled the dynamics of memory B-cells, macrophages

and cancer cells populations, which are emergent from their complex interactions. The as-

sumptions on interactions between B cell and cancer cells are derived from existing literatures

(Supplementary Materials) with B cells interacting with the cancer in ways similar to T cells.

In this way we extend previous work. On the other hand, the inclusion of anti-inflammatory

macrophages (“macrophages”) and their interactions with other cells constitutes the novel

aspect of our work, as most previous work uses pro-inflammatory cells as a third state vari-

able.

Whereas most models that add a third state variable to their cancer-effector cell model

choose to include a second anti-tumor population (e.g. [30]), we added a pro-tumoral immune

population. Derived from the single-cell data analysis, the macrophages act to down-regulate

B cell proliferation, directly in opposition to the cancer-mediated upregulation of that very

process. The macrophages are in turn influenced by the cancer and memory B cells by

responding to the apoptotic signals from cancer cells as the memory B cells kill them[99].

With regard to plasma B cells, we chose not to include them for two reasons. First, their

negative regulation of B cell proliferation is already effected by cancer cells. Second, we

assumed that the suppressive nature of these plasma B cells are downstream of cancer sig-

naling, so that a component of the cancer-mediated down-regulation of B cell proliferation

can be viewed as the effect of plasma B cells already. Thus, we found it more desirable to

keep a simpler model with which our analysis would be clearer rather than include a new

state variable for plasma B cells.
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Taken together, the model can be expressed in ordinary differential equations (ODE):

dC

dt
= aC(1− bC)− kCB (3.1)

dB

dt
= s− dB + be

C

κe + C

κm
κm +M

B − de
C

κd + C
B (3.2)

dM

dt
= g − dmM + p

kCB

κa + kCB
M (3.3)

We conducted the non-dimensionalization to simplify our analysis (Supplementary Mate-

rial). To perform equilibria and stability analysis, we solved the derived 5-degree polynomial

of steady-state equation and determine the stability using the eigenvalues of the Jacobian

(Supplementary Material). The bifurcation plot can be generated by tracking the change of

equilibria with respect to one interested parameter.

To consider transitions among meta-stable cancer states, we included a time-independent

noise term, σ(Xt), and come up with a stochastic differential equation (SDE) model

dXt = b(Xt)dt+ σ(Xt)dWt (3.4)

with b(Xt) corresponding to the drift term in the ODE, and Wt being a standard Weiner

process.

3.4.2 Energy landscape and transition paths

The cancer-state energy landscape can quantify the relative stability of different meta-stable

states perturbed by noise, closely relevant to the notion of energy landscape, a mathematical

realization of Waddington’s epigenetics metaphor[80, 161, 149]. To generate the landscapes,

we simulated a large number of trajectories with randomly chosen initial conditions. Ini-

tial conditions were uniformly distributed over the log scale of the state variables. Each
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subsequent time step was binned based on the 3D coordinates and used to compute the

probability a trajectory was in a particular bin. To arrive at the landscapes, we took the

marginal probabilities over a given state variable and then computed the negative logarithm

to arrive at our potential landscape.

To compute transition paths among meta-stable states, we applied the Freidlin and Wentzell’s

(FW) large deviation theory[41], which states that under a small noise assumption, the most

probable path, ϕ∗(s), transitioning from state x1 to x2 corresponds to the minimizer of the

action functional:

S(ϕ) =

∫ T

0

(ϕ′ − b(ϕ)tD−1(ϕ)(ϕ′ − b(ϕ))ds (3.5)

where D is the diffusion tensor, D(x) = σ(x)σt(x) and

ϕ∗ = inf
T>0

inf ϕ ∈ C̄x2
x1

(0, T )S[ϕ] (3.6)

We set x1 and x2 as stable fixed points of the ODE system. To tackle the numerical challenges

introduced by critical points[49], we implemented a simplified geometric minimal action

method (sgMAM) to solve the optimization problem[49]. We used the action functional

for these paths to compute the barrier heights between stable equilibria. According to

FW theory[41], the larger barrier height indicates the longer mean transition time between

metastable states.

3.5 Discussion

Most modeling of cancer-immune interactions has focused on the role of T cells, and cytotoxic

T lymphocytes in particular. As recent studies have shown, however, the presence of an active
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B cell population in the tumor microenvironment can hold more predictive power of response

to checkpoint therapy and so modeling such interactions has become an important item of

study. Our initial work in this direction builds off of existing models of T cells interacting

with cancer and extends them to include macrophages, which our data analysis has shown

to be implicated in modulating cancer-B cell interactions.

We find that our model qualitatively agrees with our single-cell analysis as it pertains to di-

vergent responses in both melanoma and BCC for responder and non-responders. This serves

as an explanation for why some patients appear to have a naturally acquired resistance to im-

munotherapy. We also find that the model predicts important differences between melanoma

and BCC patients. While melanoma responds to immunotherapy by having an increased

likelihood to spontaneously regress, BCC actually displays therapy-induced resistance as the

likelihood of spontaneous regression can in fact decrease on therapy.

3.5.1 Experimental and clinical implications of the model

While altering many of the processes accounted for in our model can lead to a decrease in

maximum tumor burden, only a subset leads to a reduction to a low or cancer free state

(Figs. 3.12 and 3.13). In addition to the killing rate, these processes include the death and

source rates of B cells, the cancer-mediated B cell proliferation rate, and the ability of cancer

to increase B cell death (Supplementary Material). Targeting these pathways could prove

promising in changing the tumor environment from tumor-supportive to tumor-rejecting.

Second, we see that the transition paths diverge and so the direction of change can be inferred

from a snapshot of the state of the tumor microenvironment rather than requiring multiple

samples to determine the direction of growth.

Third, as mentioned above, we see that the low cancer burden state in BCC is less stable
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than its counterpart in melanoma. We see this in the fact that the low cancer burden well is

shallower than the high cancer burden well in BCC only, suggesting that the biological noise

inherent in the TME could more readily lead to progression than in the melanoma case.

We also see this in looking at the barrier height sensitivity to the killing rate, observing

two differences between BCC and melanoma: 1) We see that the barrier height in BCC

for progressing cancer remains well below that of regressing cancer, indicating checkpoint

therapy is much more likely to be effective for a melanoma patient than a BCC patient. 2)

When the killing rate is low, an increase in this parameter leads to a more likely progression

of BCC indicating that an insufficiently strong ICB could have adverse effects on a BCC

patient.

3.6 Supplementary Information

3.6.1 Literature-based assumptions of the dynamical model

In the three-component model (Fig. 3.5A), we follow a large body of theory describing

cancer-immune interactions as a deterministic ODE[34]. Cancer cells grow logistically with

a carrying capacity on the order of one billion cells and the immune system is the only

force keeping it below this value. As recent studies suggest and our analysis affirms, this

anti-tumor immune response is determined by the B cell response, specifically the memory

B cell response[15, 56, 111]. That is, the memory B cell state variable is the sole immune

component responsible for killing cancer cells in our model.

We also include the reciprocal effects of cancer on the pro-inflammatory immune system.

First, the cancer can upregulate B cell proliferation as has been evidenced by the presence

of tertiary lymphoid structures in tumors and the increased proliferation of B cells in such
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areas[56, 111, 15]. This also allows for another similarity between this model and other

cancer-immune models, even though these have typically looked at T cells[74, 35]. Second,

the cancer can simultaneously exert negative regulation on the B cells via upregulating their

removal from the system. This corresponds with the cancer shaping the TME towards

an immunosuppressive phenotype resulting in poorly activated memory B cells[128] and

immunosuppressive plasma B cells (Fig. 3.4).

3.6.2 Non-dimensionalization of the dynamical model and param-

eter selection

We non-dimensionalize our system to simplify the analysis, but present our results in terms

of these original equations. These are the non-dimensionalized equations:

dx

dτ
= x(1− x)− xy (3.7)

dy

dτ
= α− βy + γ

x

δ + x

1

1 + z
y − ε x

ζ + x
y (3.8)

dz

dτ
= η − νz + θ

xy

λ+ µxy
z (3.9)

Note that the time variable has been changed from t in the original equations to τ here.

Parameter values can be found in Table 3.1. In Table 3.2, we define the new parameters and

state variables in terms of the original parameters and state variables.

Name Description
Value

Units Source
Melanoma BCC

a
maximum proliferation

rate of tumor cells
0.514 days−1 [112]

b
inverse carrying capacity of

tumor
1.02× 10−9 cells−1 [112]

be
maximum memory B cell

proliferation rate
1.5 days−1 [22, 26]
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d
death rate of memory B

cells
2 days−1 [22]

de

maximum rate of
cancer-mediated

deactivation of memory B
cells

1 days−1
Varied as

bifurcation
parameter

dm death rate of macrophages 3 days−1 Estimated from
[151]

g source rate of macrophages 30 cells · days−1 Estimated from
[151]

k memory B cell killing rate 10−4 cells−1 · days−1

[36, 45, 112,
155]; Varied as

bifurcation
parameter

κa

EC50 for apoptotic-
signaling-induced
proliferation of
macrophages

4.2× 107 109 cells · days−1 [99]; Our
analysis

κd

EC50 for cancer-mediated
upregulation of memory B

cell deactivation
2.5× 106 2.5× 104 cells Our analysis

κe

EC50 for cancer-mediated
upregulation of memory B

cell proliferation
500 cells

Estimated;
[15, 56, 111]

κm

EC50 for
macrophage-mediated

downregulation of memory
B cell proliferation

5× 103 cells Our analysis

p

maximum rate of
apoptotic-signaling-

induced proliferation of
macrophages

4 days−1 Our analysis

s
source rate of memory B

cells
5× 103 cells · days−1 [2, 28]

Table 3.1: Mathematical model parameters. Some parameter values for memory B cells
(s, d, and be) are chosen from literature on CTLs. This repurposing is in line with under-
standing memory B cells as working in tandem with CTLs via antibody production. The
value of κe is estimated based on the effects of the process suggested by the given references.
These show that even small tumors can stimulate B cell activation and proliferation in ter-
tiary lymphoid structures (TLSs) located at the tumor site. The macrophage parameters g
and dm were estimated from [151].
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x = bC y = k
a
B z = M

κm

τ = at α = ks
a2

β = d
a

γ = be
a

δ = bκe ε = de
a

ζ = bκd η = g
aκm

θ = p

λ = bκa µ = a ν = dm
a

Table 3.2: Defining relations of non-dimensionalized ODE.

3.6.3 Equilibria and their stability of deterministic model

In solving for equilibria, we are able to simplify the set of equations into a union of two

solution sets:

C = 0 or f(C) = 0

where f is a degree 5 polynomial. Of the six roots, we select only the sensical ones, i.e. those

where (C,B,M) lies in the closed first octant of R3. We determine the stability of these

fixed points using the eigenvalues of the Jacobian, looking for those with all eigenvalues

having negative real part. In Figure 3.5B, we show the number of stable equilibria in the

k − de plane. We choose to classify the stable fixed points based on the size of the cancer

population. When C = 0 is stable, this is complete elimination. When C is nonzero but

several orders of magnitude smaller than its carrying capacity (usually around 103 cells), we

describe this as a low cancer burden. When C is at least 1% of the carrying capacity (so

≥ 107 cells), we call this a high cancer state. When two such states are stable, we call the

one with the larger cancer population very high. Usually, a high cancer burden is around

108 cells whereas a very high cancer burden is closer to 109 cells.
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3.6.4 Adding stochastic effect to the model

We next turned to the reality of biological noise and considered how this could impact our

model. Let Xt be the state vector of our system at time t and let b(Xt) be our time-

independent ODE function. We take a generic, time-independent noise term, σ(Xt) and

come up with the following SDE model:

dXt = b(Xt)dt+ σ(Xt)dWt (3.10)

with Wt being a standard Weiner process. For our noise term, σ, we assume there are

both additive and multiplicative sources of noise for each population. These are given by

independent Weiner processes and so σ is a 3x6 matrix. Each row corresponds to a state

variable. Each row will have exactly two nonzero entries: one constant providing the additive

noise and one a linear form in that state variable providing the multiplicative noise. No

column has two nonzero entries as we assume that any source of noise is only effect a

single population. For determining the parameters of these functions, we chose them to

be proportional to the parameters of our ODE (Table 3.3). For B cells and macrophages,

these choices were tied to their source rates (additive coefficient) and proliferation rates

(multiplicative coefficient). The energy landscapes shown in Figure 3.6A scaled these noise

terms by 1/a.

State Variable Additive Proportionality Constant Multiplicative Proportionality Constant

C 100a 0.1a
B 0.01s 0.05be
M 0.01g 0.05p

Table 3.3: Noise parameters. With these parameters, the matrix σ is given by

σ(C,B,M) =

100a 0 0 0.1a · C 0 0
0 0.01s 0 0 0.05be ·B 0
0 0 0.01g 0 0 0.05p ·M


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3.6.5 Model simulation methods and analysis

To analyze the ODE, we used MATLAB. For computing trajectories, we used the ode45

function with nonnegativity constraints. To compute equilibria, we reduced the defining

equation to one of two conditions: zero cancer or a degree five polynomial equation in

cancer. Utilizing the Symbolic Toolbox in MATLAB, we could write down this polynomial

explicitly as a function of the model parameters and then use the roots function to solve for

the zeros. Selecting for the sensible equilibria–all state variables real and nonnegative–we

got all the equilibria. By computing the Jacobian at the equilibria, we could then find which

had eigenvalues with positive real part and label these as unstable equilibria while the rest

were labeled as stable.

Having chosen a 3x3 grid in the k− de plane to explore further, we looked at how the cancer

burden changed when perturbed from the center of this grid. Specifically, all parameters

would be fixed at that grid point, except one would be varied and the stable equilibria with

the maximal cancer size would be computed.

To analyze the SDE, we also used MATLAB and our own implementation of the Euler-

Maruyama (EM) method. Since we desired to impose the condition that our state variables

remained nonnegative, we implemented the following algorithm whenever an update step

resulted in a negative component:

1. If any of the state variables that are negative after the update were larger than one

before the update and if the time step was larger than a pre-specified tolerance, go on

to Step 2. Otherwise, set the negative components to zero and continue solving.

2. Subdivide the interval into two equal time steps. Use two new vectors of random

numbers satisfying conditions guaranteeing they add up to the original vector and

have appropriately decreased variance.
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Two comments on the above steps are in order. First, the time step tolerance guarantees

that this process must terminate at some point since additive noise could force the system

to a negative state. Second, the phrase “appropriately decreased variance” can be made

explicit as follows. Let x and y be two independent random variables, normally distributed

with mean zero and standard deviation σdt/2 =
√
dt/2 each representing one update of the

Wiener process over half the time interval that resulted in a negative state variable. Letting

z be the originally selected update that resulted in the negative state variable, we impose

the condition x + y = z on the joint probability distribution of x and y. Computing the

probability density function for x given this constraint, we arrive at

f(x) = f(x, y|x+ y = z) (3.11)

= K
exp

(
−1

2
(x, z − x)TΣ−1(x, z − x)

)
2π det Σ

(3.12)

= K
exp

(
− 1
dt

(x2 + (z − x)2)
)

πdt2/2
(3.13)

= K
exp

(
− 2
dt

(x2 − xz + z2/2)
)

πdt2/2
(3.14)

= K
exp

(
− 2
dt

((x− z/2)2 + z2/4)
)

πdt2/2
(3.15)

= K̃ exp

(
−1

2

(
x− z/2√
dt/2

)2
)

(3.16)

whereK and K̃ are constants of integration. From Equation 3.16, we see that we must modify

the expected standard deviation,
√
dt/2, by dividing it by

√
2 to account for the knowledge

that the two must sum to z. This process would apply to each of the six randomly chosen

numbers needed for one update to our EM method.
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3.6.6 The simplified gMAM algorithm for transition path

To compute transition paths, we implemented a simplified geometric minimal action method

(sgMAM)[49]. Unlike the original gMAM[58], the sgMAM takes the following formulation

of the left invariant action functional on the space of curves, Ŝ[ϕ]:

Ŝ[ϕ] = sup
ϑ:H(ϕ,ϑ)=0

∫ 1

0

〈ϕ′, ϑ〉ds (3.17)

Let E(ϕ, ϑ) =
∫ 1

0
〈ϕ, ϑ〉ds, E∗(ϕ) = supϑ:H(ϕ,ϑ)=0E(ϕ, ϑ), and ϑ∗ be the maximizer such that

E∗(ϕ) = E(ϕ, ϑ∗(ϕ)). It follows that ϑ∗ satisfies the Euler-Lagrange equation associated

with the constrained optimization problem defined by E∗:

DϑE(ϕ, ϑ∗) = µHϑ(ϕ, ϑ∗) (3.18)

Where H is the associated Hamiltonian and µ(s) is the Langrange multiplier used to enforce

the constraint H(ϕ, ϑ∗) = 0 so that when ϑ = ϑ∗ we have

µ =
‖DϑE‖2

〈DϑE,Hϑ〉
=
‖ϕ′‖2

〈ϕ′, Hϑ〉
(3.19)

With the inner product and norm being the one induced by the diffusion tensor, D(x) =

σ(x)σ(x)T . We seek the minimizer of E∗, ϕ∗, and so we compute the gradient (see [49] for

details):

DϕE∗(ϕ∗) = −ϑ′∗ − µHϕ(ϕ∗, ϑ∗) (3.20)

As this gradient can be ill-behaved around critical points where ϕ′ = 0, we use µ−1 as a

pre-conditioner to ensure convergence.
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Thus, the sgMAM can be broken down into two tasks:

1. For a given ϕ, find ϑ∗(ϕ) by solving

ϑ∗(ϕ) = arg max
ϑ:H(ϕ,ϑ)=0

E(ϕ, ϑ) (3.21)

which is equivalent to solving

DϑE(ϕ, ϑ∗) = ϕ′ = µHϑ(ϕ, ϑ∗) (3.22)

under the constraint H(ϕ, ϑ∗) = 0.

2. Find ϕ∗ by solving the optimization problem

ϕ∗ = arg min
ϕ∈C̄y

x(0,1)

E∗(ϕ) (3.23)

by pre-conditioned gradient descent using as direction

µ−1ϑ′∗(ϕ) +Hϕ(ϕ, ϑ∗(ϕ)) (3.24)

while maintaining the constraint |ϕ′| = const.

3.6.7 Other interpretations of immunotherapy

Our analysis of the data indicates that immunotherapy can both increase activation and

anergy. In the main text, we considered how increasing the killing rate (activation) of

memory B cells can change the arrangement of stable steady states. Here, we consider what

happens as the cancer-induced death of memory B cells varies as well as when both these

two parameters vary.
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First, by increasing the cancer-mediated death rate of memory B cells, de, we expect the

cancer burden to increase. Thus, considering this in isolation, we are considering the worst

case scenario our model predicts for immunotherapy. For both melanoma and BCC, there

are bifurcations resulting in an increased cancer burden with a corresponding increase in

macrophages and decrease in memory B cells (Fig. 3.7).
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Figure 3.7: Bifurcation in cancer-induced death rate, comparing melanoma and
BCC. A) Contour plots showing varying number of equilibria as the death rate of B cells
(y-axis) and killing rate by B cells of the cancer (x-axis) are varied. The “Bifurcation Line”
indicates the values for which the bifurcations in Panel B are plotted. B) Bifurcation diagram
in the killing rate, de, corresponding to the Bifurcation Line in Panel A. Each Cancer and
Macrophage axis is shown over two different scales for visualization purposes.

Second, we consider increasing both the activation (k) and anergy (de) scores simultaneously.

We choose to do so by scaling k by some quantity c and de by cm for a fixed value m. Below,

119



we show the result for two possible values of m: 0.5 and 2. When m = 0.5, this would mean

that the negative effects of therapy (increased B cell death rate) are less pronounced than

the positive effects. When m = 2, the opposite is true: the negative effects grow faster than

the positive effects. In all plots, therapy results in an increase along the y-axis.

In both melanoma (Fig. 3.8) and BCC (Fig. 3.9), there are only favorable bifurcations

when m = 0.5 with responders showing all possible changes of cancer burden. This would

indicate that the stronger the therapy, the better the response, similar to what was seen in

just varying k.

In sharp contrast, when m = 2 (Fig. 3.10 and Fig. 3.11), there are regions where im-

munotherapy can have varied effects. In the top row of both, therapy can create a stable,

low cancer burden state and then a zero cancer burden that is stable. In melanoma, rows 2

and 3 have a high cancer burden become stable in a small window, allowing for a partial, yet

meaningful response. Then, in both melanoma and BCC, a particular set of bifurcation lines

show a clear “sweet spot” where therapy results in total clearance of all cancer cells, but

going beyond this reintroduces a high cancer burden. Should such a patient exist, checkpoint

blockade could well indeed be effective, but too strong a dosing regimen could result in little

change in the cancer burden. Finally, the bottom panels of both show patients with similar

responses to varying k alone: sufficient ICB results in a complete response.
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3.6.8 Pathways to target

We have focused to this point on only two biological processes: the B cell-mediated killing

of cancer cells and the cancer-induced death of B cells. However, our model also predicts

other pathways can lead to strong responses to checkpoint therapy, where we take strong

to mean the cancer moves from high or very high to low or none. The biological processes

(and associated parameters) that can lead to such a response in both melanoma and BCC

are as follows (Figs. 3.12 and 3.13): cancer proliferation (a), cancer carrying capacity (b),

cancer-induced proliferation of B cells (be), the death rate of B cells (d), the killing rate (k),

and the natural source rate of B cells (s).

Of these, the cancer-induced proliferation is the most intriguing. The activation score for B

cells could be understood as an increase in their proliferative capacity as induced by recogni-

tion of the cancer. We chose to instead focus on the killing rate in our main analysis because

varying de and be are explicitly opposing forces, making jointly varying them approximately

like varying a single parameter.

3.6.9 Comparison of melanoma and BCC sensitivity to immunother-

apy

From the ODE model, we can analyze the k value at which the largest predicted response to

immunotherapy will occur. We can use this as a guide to which cancer will be more sensitive

to immunotherapy. However, depending on the value of de, one or the other will come out

more sensitive by this interpretation (Fig. 3.14). Here, we plot in state space the k value

at which the largest drop happens for values of de small enough. Around de = 1, the two

curves cross and the cancers switch which one is more sensitive. At higher values, melanoma

is more amenable to checkpoint blockade, but BCC is more so at low values of de.
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cancer burden is plotted.
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Chapter 4

Parameter Inference

This chapter presents preliminary results using the framework of Bayesian inference to infer

parameter values for a mathematical model. We build an ODE model and use published

data to infer parameter values.

4.1 Summary

This chapter covers a Bayesian technique for parameter inference. A simple example is given

of inferring parameter values ODE model from time series data.

4.2 Introduction

To make the most of modeling efforts and make them applicable to actual clinical scenarios,

we often need to ensure some proximity to actually recorded data. Parameter inference is

the process of using known data to inform the parameters of a mathematical model and thus
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meet this goal. The standard method is to create a function whose input is a specific set of

parameter values, computes an approximation to the data, and outputs how different this

approximation is from the real thing. In the case of a discrete set of data points, the `2-norm

is common for this final step. If we call the function computing the approximation from the

parameter values f and we call the data ŷ, then we are considering the following:

parameters
f7−→ ŷ 7−→ ‖y − ŷ‖

From this point, the common technique is to employ some minimization algorithm to find

the parameters minimizing this output.

What we choose to do instead is develop a distribution over possible parameter values, thus

giving a fuller picture of what could be happening. To do this, we turn to Bayesian statistics.

We will start with prior assumptions about the parameter distribution based on the standard

minimization answer and then update accordingly.

The parameters are parameters to a model we built based on literature describing cancer-

immune interactions. It involves the tumor, the pro-inflammatory immune cells, and the anti-

inflammatory immune cells. To infer the parameter values of the model, we used a published

data set of a murine tumor[17]. The experiment consisted of three distinct treatments to a

tumor and the resulting average trajectories.

Our goal at the moment is just to demonstrate the capabilities of this approach, not make

biologically relevant statements. Thus, we will only infer a subset of parameters at one time

and leave the rest fixed.
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4.3 Methods

4.3.1 The ODE model

We built a three-component ODE model using cancer (T ), pro-inflammatory immune cells

(I1), and anti-inflammatory immune cells (I2) as our three populations. The cancer grows

logistically in the absence of immune cells and is removed by I1 via a mass action term. This

removal is modulated by the I2 population in the form of a decreasing Hill function. The

I1 population has a natural source rate and death rate. There is also a natural transition

of I2 → I1 and vice versa. The transition from I2 → I1 is up-regulated by cancer via a Hill

function. The I2 population also has a source and death rate, except the source rate is an

increasing Hill function of the tumor population. The full set of equations is thus as follows:

T ′ = rT (1− T/K)− TI1H
−
1 (I2) (4.1)

I1 = σ1 − d1I1 + αI2 − I1H
+
2 (T ) (4.2)

I2 = H+
3 (T )− d2I2 − αI2 + I1H

+
2 (T ) (4.3)

where H · is a generic Hill function with Hill coefficient 2 where the superscript indicates if

the function increases or decreases with the input. That is,

H±i (x) = V i
min +

V i
max − V i

min

1 +
(

x
Ki

)∓2 (4.4)

with range either [Vmin, Vmax) (for H+) or (Vmin, Vmax] (for H−).
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4.3.2 Simulating therapy

The dataset that we are comparing against ran three therapies for treating a growing murine

tumor: a control (Wild Type), one that results in a decreased I2 population (Removed I2),

and one that also inhibits the I1 source rate into the system (Removed I2 and Inhibited I1

Source). The first intervention is administered after 11 days and second after 13 days. At

the first time point, we increase the death rate of I2 (d2) by a fixed amount. At the second

time point, we decrease the I1 source rate (σ1) by a fixed amount. These are additional

parameters in the model.

4.3.3 Parameter inference

To infer parameter values of this model, we compare predicted trajectories of the model

against known trajectories from published literature. These known trajectories are a se-

quence of time points at which the cancer population is known. Using Bayesian inference,

we first make an initial guess for the probability distribution for a certain subset of pa-

rameters and then update that guess by comparing the in silico trajectories with known

trajectories. We account for biological and measurement noise by assuming that each data

point actually represents the mean of a normal distribution and all distributions have the

same variance, which is a parameter we infer at the same time.

Prior distribution

To establish our initial guess for the parameter distributions–often called the prior distribution–

we built and optimized an objective function that measured how far a simulated trajectory

was from the known trajectory. These optimized parameter values were then used as the

mean of a normal distribution with a large variance that was then truncated for biological
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relevance, i.e. non-negative parameter values, and for convergence, i.e. the algorithm often

became “stuck” in corners of the parameter space and did not converge. The large vari-

ance is chosen so as to not bias the algorithm too strongly towards this single point. These

computations were done in MATLAB using their fmincon function.

Posterior distribution estimation

To then update our prior distributions to create data-informed posterior distributions, we

utilized Stan1, a software package for statistical analysis. The algorithm uses Hamiltonian

Monte Carlo to explore parameter space, at each point computing a trajectory and then a

likelihood for the known data given the parameters. The “Hamiltonian” in the name comes

from the algorithm’s ability to use momentum to better explore parameter space, particularly

“corners” that non-Hamiltonian versions of the algorithm miss.

The algorithm works by initializing several chains which evolve independently over many

iterations. The goal is for each chain to converge on the same distribution, that is all chains

end up exploring parameter space in equal ways up to the ordering in which they are explored.

This does provide a means for checking convergence of the algorithm (Fig. 4.1AB). We have

further confirmation that the algorithm did not work when we look at the trajectories that

chain 4 produces and see that they do not closely reproduce the known trajectories (Fig.

4.1C).

1Stan Development Team. 2018. RStan: the R interface to Stan. R package version 2.17.3. http:

//mc-stan.org
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BA UNSUCCESSFUL Convergence SUCCESSFUL Convergence

C D

Figure 4.1: Comparison of successful and unsuccessful convergence of HMC. The
first 250 iterations are discarded as warmup. In C and D, red circles indicate the known
trajectories that we are trying to fit. A) Unsuccessful convergence. Notice chain 4 is has
not converged on the same distribution as the other chains. B) Successful convergence. All
four chains have converged on the same distribution of parameter values. C) The resulting
trajectories from a sampling of each chain. Chains 1-3 are shown in black. Chain 4 is shown
in yellow. D) The resulting trajectories from a sampling of each chain. All chains are shown
in black.
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4.4 Results

4.4.1 Confirmation of expected relationships and revelation of un-

expected relationships between parameters

The algorithm reveals expected relationships between parameter, particularly those linked

to processes that are additive or opposed. When we fix all parameters and just vary the

source and death rates of I!, a positive linear relationship between the two emerges (Fig.

4.2A). This is as expected because these two must be appropriately balanced to fit the data.

On the other hand, some surprising relationships between parameters can be uncovered by

this. For example, when fixing all parameters other than the minimal source rate of I2

(V 3
min) and the maximal I2 suppression of I1 (V 1

min), we see two things (Fig. 4.2B). First,

when V 3
min is low, V 1

min grows linearly with it. Second, once V 3
min is high enough, then V 1

min

starts to decrease. That is, the parameters are connected in a non-monotonic pattern. The

concentration of the density at low values of V 3
min informs us that this is the most likely

parameter values and that the positive correlation between the two is most likely. However,

higher values are also possible and as Figure 4.2C shows, even at the extreme values the

trajectories still fit the data.
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Maximal I2
Suppression of I1

Minimal Source
Rate of I2

Noise

A

C

B

Figure 4.2: Examples of parameter relationships. A) Two parameters that are linearly,
positively correlated. Given their directly opposing roles, this shows they balance one another
out. B) Two parameters displaying a non-monotonic relationship. C) Trajectories sampled
from the tail of the distribution where V 3

min is high.
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4.5 Discussion

This framework for creating a probability distribution on parameter space allows for more

sophisticated parameter inference techniques. In some cases, the results merely confirm what

we already expect, such as two directly opposing parameters to be positively correlated when

fitting data. In other cases, surprising relationships between the parameters can be seen,

including non-monotonic behavior between two parameters.

One drawback to this approach is the curse of dimensionality. The model studied here has 15

parameters (17 counting the therapy parameters) and to compute posterior distributions for

all these at one time requires significant computing resources. It also was our experience that

convergence was difficult to observe in these cases. However, when only a small subset of

parameters can be identified as being of interest and others can be chosen from the literature,

this approach can bring out new information that is overlooked by simple optimization.
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