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Abstract 

Deployable components are software components that can easily be in­
stalled and uninstalled. This usually means that they are compiled and 
do not consist of source code. Composition environments enable the 
use of deployable components by making it possible to compose appli­
cations out of deployable components and to execute those applica­
tions. A composition environment is based on a component model, and 
consists of a set of tools to support the composition process performed 
by a user. We describe the basic features of composition environments, 
and survey a representative selection of environments from research 
and industry. We conclude that the domain of composition environ­
ments is not well understood yet, and point out possible directions of 
future research. 
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1 1 ............. ,.. ......... 

Component-based software engineering is a well-established discipline in industry. Com­
ponents written in Java, Visual Basic, or C++ are widely available for a variety of do­
mains [128]. However, the "component revolution" has happened without much partici­
pation by researchers [66]. As a consequence, research and practice in component-based 
software engineering are largely separated. This has led to a situation in which widely­
used tools are not based on research results as much as they could be. For example, con­
nectors have been recognized by researchers as a useful means for decoupling compo­
nents [116], but they are rarely employed in industrial systems. 

Existing approaches in component technology focus either on expressiveness or on us­
ability, but few systems achieve both. Expressiveness is the degree of choice the devel­
oper has when writing a program. An assembler is the most expressive tool for most 
computers; any program that is possible in a given hardware can be implemented using 
an assembler. But assemblers provide a minimum level of usability. On the other hand, 
user applications with graphical interfaces that fulfill a single, well-defined task (such as 
a simple text editor) are maximally usable, but not very expressive. Component environ­
ments should be as expressive as possible while being usable enough to require little 
technical skill. 

Existing component environments typically fail to acknowledge this tension between us­
ability and expressiveness. Some of them are based on programming language technolo­
gies, and thus have a high degree of expressiveness, but also require a large amount of 
technical knowledge (for example, technologies based on C++ and Java such as COM 
[15] and Enterprise Java Beans [26]). Others focus on usability, but their expressiveness 
is severely restricted. For example, graphical user interface builders are intuitive to learn, 
but cannot be used to build anything except user interfaces. 

One of the main benefits anticipated for component-based software engineering is its 
ability to support division of labor (see Fig. 1, based on [132]). While in the traditional 
development scenario two groups of stakeholders exist, developers and users, in the com­
ponent based scenario three groups exist: component developers, application builders, 
and users. The component developer focuses on the domain of the component, which is 
usually technical in nature. The application builder, who wants to compose an application 

- out of components manufactured by component developers, focuses on the domain of the 
application, which is usually inore business oriented. In other words, technical experts 
develop components, while business experts use these components to compose business 
applications. 

However, in reality, application composition requires so much technical knowledge that 
the desired division of labor remains elusive. Application builders still need to be versed 
in programming technologies in order to understand components and compose applica­
tions from them. Composition environments that help application builders to compose 
industrial quality applications from components manufactured by component developers 
are needed. Similar to the way that spreadsheets turned calculations involving large sets 
of numbers and formulas from a technical problem into a standard business application 
found on everybody's desktop, composition environments could tum component-based 
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Figure 1. Traditional and component-based development 
scenarios. 

software engineering from an activity that requires a solid technical background in soft­
ware development into a business-oriented task. 

In this paper, we survey technologies for composition environments. We discuss both the 
underlying component models, and features to support the composition process. The 
component model determines what kinds of components can be used and how they can be 
composed, and thus influences the expressiveness of the environment. Process properties 
determine how the user interacts with components and composed applications, and thus 
influence the usability of the environment. 

While a large amount of research about software components and environments for them 
has been done before [56, 81], the bulk of this work was done on source code compo­
nents. However, in order to make end-user composition possible, components should be 
deployable. Deployable components are software components that can be installed and 
uninstalled without complex technical procedures. Generally, this means that deployable 
components are available in compiled form, and can be used without any modifications. 

A number of existing environments provide functionality that can be used to compose 
applications from deployable components, but the systems are varied, their solutions are 
unsystematic, and they address the problem only partially. Composition is typically not 
their main focus. In this survey, we will point out the commonalties and differences be­
tween existing composition environments, and systematize the underlying technologies in 
order to gain insights into the design of such environments. We will discuss selected en­
vironments from a variety of research areas, such as software architecture, visual pro­
gramming, and operating systems. 

Section 2 of this survey precisely defines several important terms of component technol­
ogy. In Section 3, we define and categorize relevant features of composition environ­
ments. Section 4 describes a representative selection of composition environments, and 

6 



presents a detailed comparison of functionality. Section 5 contains our conclusions, and 
Sections 6 points out possible directions of future research. 
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2 Definitions 
We are giving definitions for several important terms that are used throughout this paper. 
While most of these terms are commonly used in software engineering, their precise 
meanings often vary. We selected definitions that seem appropriate for the purposes of 
this paper, which are discussion and comparison of existing composition environments. 

2.1 Component 
There is a large amount of literature comparing definitions of "component" [16, 18, 24, 
44, 55, 83, 122]. Many of these definitions suffer from one or more of the following 
drawbacks: 

Technological bias. The definition is based on a single technology, and defines a 
component as whatever is a convenient unit of reuse in that technology. For example, 
in object-oriented programming, convenient units would be either objects or classes. 

Domain bias. The definition is geared towards a single domain and cannot easily be 
extended to other domains. Examples include defining components as user interface 
widgets, or defining components as processes in distributed systems. 

• Vagueness. While a certain amount of vagueness seems to be unavoidable if the defi­
nition is to be broad enough to cover different technologies, the definition should give 
clear criteria that can be used to distinguish components from other artifacts. 

For these reasons, we decided on the definition given by Szyperski [122]. However, for 
the purposes of this paper, we remove his restriction that components cannot have per­
sistent state, because many existing composition environments violate this condition. We 
believe that the resulting definition is not biased towards a technology or domain, and it 
stipulates the comparatively concrete criteria of deployability and reusability. 

A component is: 

• A unit of third-party composition. Components can be used to build an 
application by an organization that is different from the organization 
that developed them. In other words, components are reusable. 

• A unit of independent deployment. Components can be deployed eas­
ily and individually. Components do not have to be compiled or other­
wise manipulated in a non-trivial manner by the person reusing them. 
They have been specifically prepared for reuse. 

2.2 Component Model 
A component model is a standard that components adhere to. Without any kind of com­
ponent model, it would be hard to make components interoperate. As a simple example, 
components that want to communicate with each other through remote procedure calls 
need to agree on a standard for passing parameters. What kind of standards a component 
model should exactly define is a matter of debate, and depends very much on the specific 
goals of the component model in question. Generally, component models suffer from a 
tension between application composition and component development: the more restric­
tive a component model, the easier it is to compose applications. Conversely, the less re-
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strictive it is, the easier it is to develop components. Weinreich and Sametinger [13 8] 
propose several criteria that a component model should fulfill: it should contain standards 
for interfaces, naming, metadata, interoperability, adaptation, composition, and packag­
ing. With the exception of interoperability, these component model features are among 
the ones covered below. 

The term 11 component model 11 is most often used for the industrial component standards 
Com [21], Java Beans -[49], and the Corba Component Model [23]. However, all of the 
composition environments surveyed in this paper include a component model of some 
kind, even though it may not be explicitly defined. 

A component model is a specification of the common features of a set of 
components that make it possible to compose these components into ap­
plications. 

2.3 Composition Environment 
Without a composition environment of some kind, components are useless. Since com­
ponents are usually not executable programs of their own, applications built from com­
ponents require special environments. Composition environments may be very simple 
tools, very complex tools, or anything in between. In the simplest case, a composition 
environment does nothing more than to let the user define the relations between compo­
nents, and to execute the resulting application. In the complex case, it may include a wide 
variety of supporting tools that make application composition and related tasks easier. 

A composition environment is a program that is used: (1) to build an appli­
cation out of components, and (2) to execute this application. A composi­
tion environment uses one or more component models. 

2.4 Connection 
Connections are what turns a set of components into an application. They define how the 
components interact to form a larger whole. Ideally, all dependencies or communications 
between components should be modeled as connections - if this is the case, components 
are context independent, because their whole context is created by the connections. Con­
nections that can be changed without changing the components that they connect are 
called connectors (see Section 3.1.4). 

A connection is a logical link between two or more components. It repre­
sents an exchange of data or control between the components. 

2.5 Configuration 
The configuration of an application is the result of the application builder's work. It con­
sists of connections between components and adaptations of components. An adaptation 
is something about a component that the application builder has modified in order to 
make it fit better into the application. Configuration is a useful concept to separate the 
structure of an application from its constituents. The constituents are the components; the 
configuration is everything else. 
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The configuration of an application specifies: 

• the names of the components that are part of the application, 

• how these components are adapted, 

• the connections among the components. 

Interface 
Interfaces specify the services that components provide or require. Each component can 
provide or require several interfaces, and each interface can be provided or required by 
several components. A typical example of an interface is a set of method specifications. 

An interface is a specification of (part of) the functionality of a component. 
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3 Features 
In this section, we define and describe the various features that are relevant to composi­
tion environments. We will use these features to characterize the environments surveyed 
in Section 4. Section 3.1 describes component model features, such as components, inter­
faces, and connections'. In Section 3 .2, process level features such as scripts and diagrams 
are discussed. Table 1 gives an overview of all the features contained in these sections. 
Table 2 shows our categories of features, and how they interrelate. The left column shows 
the steps of the composition process. The second column represents component self­
description, which is related both to the composition process, and to the component 
model. The last two columns show the remaining categories of component model fea­
tures. 

The features selected are the ones that are most relevant to composition environments, 
and have been cited most often in the literature. Both component model and process level 
features are essential to realize end-user composition. A good component model will 
make composition easy and expressive. But in reality, composition is often difficult be­
cause programming or other complex procedures are necessary to configure components, 
or even source-level changes to components need to be performed. Composition is often 
unexpressive because only components from a limited domain can be used, or because 
configuration is restricted in some way. 

Without appropriate process level support, the benefits of a good component model will 
be accessible only to technical experts. Composing an application from prefabricated 
components is a significantly less complex task than programming the same application 
from scratch, and thus there should be no need to be familiar with complex tools such as 
programming languages in order to perform this task. Instead, users of composition envi­
ronments should receive tool support in all steps of the composition process. 

Component model 
Components 

Components and component instances 
Component identity 

Interfaces 
Interfaces 
Interface instances 
Interface identity 
Interface location 
Versioning 
Directions of interface instances 

Self-description 
Syntax 
Semantics 
Quality of service 
Non-technical 

Configuration 
Connection semantics 
Connectors 
Connector types 
Connection cardinality 
Anticipated adaptation 
Composite components 

Process 
Searching and selecting 

Remote search 
Search criteria 

Leverage self-description 
Syntax 
Semantics 
Quality of service 
Non-technical 

Configuration 
Scripts and diagrams 
Ad-hoc adaptation 
Constraints 
Consistency 
Distributed applications 

Execution 
Execution in the environment 
Packaging 
Runtime changes 

Table 1. Overview of the features discussed in this section. 
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Table 2. Relationship between the features of composition environments. 

3.1 Component Model Features 
We describe in this section the features of a component model. Thus, we are defining a 
component metamodel [85]. We use this metamodel as a basis for the discussion of the 
component models used in composition environments. While it would be desirable to be 
able to compare component models from a completely neutral and unbiased point of 
view, this is not possible. We need a terminological framework that we can use as a basis 
for comparisons. The metamodel presented here has been chosen as a compromise be­
tween neutrality among the existing approaches, and our intent to focus on those features 
of component environments that we believe to be the most relevant ones [62]. 

3.1.1 Components 
Components are the building blocks of applications. They are usually licensed from an­
other organization, installed, and then adapted and connected to other components to 
form an application. While the definition in Section 2.1 already restricts possible compo­
nent concepts, the exact characteristics of a component are defined by the component 
model in question. While there is substantial variation, the common property of the vari­
ous component models is that components are those artifacts that can be composed into 
applications. 

Component Category 

We distinguish five categories of components. Each component model surveyed defines 
its components as members of one of these categories. See Section 3 .1.4 for a discussion 
of the relation between these categories and connection semantics. The categories are: 

Process. A process is an executable program running in an operating system. 

• Object. An object is a set of data with associated behavior, is generally created by in­
stantiation from a class, and usually belongs to exactly one process. 

• Procedural library. Libraries of procedures are supported by many operating systems, 
for example in the form of dynamic link libraries. 

• Class. A class is an abstract data type specification. Classes can be instantiated into 
objects. Szyperski argues that components should not be identified with data types 
[125]. 
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• Class library. A class library is a set of classes. 

Component Types I Component Instances 

The relationship between components, types, and instances may be confusing. The 
meanings of these terms differ significantly among component models. This is illustrated 
by Table 3, which compares the realization of component types and component instances 
in C2 (see Section 4.1.1) and Java (see Section 4.2.1). C2 components are either proc­
esses in the distributed case, or objects in the localized case. Its component types are ab­
stract specifications of components (expressed in the SAD EL language), which may in­
clude syntactic and semantic constraints, but do not include concrete implementations. 
There is no concept of component instances in C2. Java components are classes. Classes 
can be instantiated into objects; thus objects are component instances in Java. There is no 
concept of component types in Java, although it would be possible to introduce such a 
concept analogously to C2 component types. 

We define component types [70, 72] as a high-level mechanism to classify components 
according to certain concepts of substitutability, or to express architectural constraints. 
Composition environments may or may not support different component types. In sys­
tems where components are objects, classes are obvious candidates for component types, 
but component type systems may be more complex than programming language type 
systems. 

Component instances may exist in systems where components are associated with data 
types. Instances of a component are the instances of the associated data type. Thus, each 
component may have one or more instances at any point of time in a given application. 
Modeling of both components and component instances may be useful in systems that 
infrequently create new instances, or that have a limited number of instances per compo­
nent. For example, many graphical user interfaces have a fixed, small number of in­
stances per component, which makes component instance modeling feasible. 

C2 Java 

Component Type abstract specification of a component -

Component process I object class 

Component Instance - object 

Table 3. Comparison of component types and component instances in C2 and Java. 

Global Component Identity 

Since components are reusable, it has to be possible to identify them across organiza­
tional boundaries. In a global market, global identification becomes desirable. Compo­
nents can be identified either through a name space [2, 54], such as the Uniform Resource 
Locator name space [130], or through unique decentralized identifiers [15]. 

Name spaces provide a human-readable classification of names, based on conventions 
about the structure of the name space. Name spaces should be global to accommodate a 
global component market, so that each name space element is worldwide unique. Name 
spaces are logically centralized (the name space has a root), but can often be used in a 
distributed way through selection of appropriate conventions. For example, by using 
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Internet domain names as the basis of a component name space, the non-distributed part 
of the name space is adopted from another, well-established name space, thus delegating 
the problem of centralization. 

Decentralized identifiers are strings that are randomly generated in a way that makes it 
impossible or very improbable to generate the same identifier twice. Thus, decentralized 
identifiers are also global. They take up less space than name space identifiers and do not 
require naming conventions. 

Versioning 

Components may have versions [22]. Versions are an extension of the component name 
space with a specific meaning; components with the same name, but different version 
numbers are typically considered evolutions of one another, which may or may not imply 
backwards compatibility. 

3.1.2 Interfaces 
In component models, interfaces are used to realize information hiding. When compo­
nents specify their functionalities through interfaces, their implementations can remain 
hidden. 

Interfaces 

An interface is a specification of an abstract data type. It consists of specifications of the 
operations that define the data type, but does not specify its implementation. Components 
may use instances of interfaces to describe the services they provide or require. Interfaces 
can be associated with all levels of component self-description (see Section 3.1.3), so that 
they can specify not only the syntax and semantics of an operation, but also properties 
such as performance. 

Component models that do not support interfaces are untyped. Without interfaces, there is 
no way to restrict connections, and thus all possible connections are legal, making the 
component model simple to use, but not very expressive. The trade-offs between typed 
and untyped component models are analogous to the trade-offs between typed and un­
typed programming languages. 

Since interfaces specify types, interfaces may require an underlying type system that de­
termines type compatibility. In the simplest case, two interfaces have to be identical to be 
compatible, but the various subtyping relations known from programming languages can 
occur [20]. 

Interface Instances I Ports 

An interface instance, also called a port, is an association between an interface and a 
component. It represents a set of services that the component provides or requires; thus, 
each port has a direction: it is either a provision port (also called out-port), or a require­
ment port (in-port). While an interface is just a specification of an abstract data type, an 
interface instance is a part of a component that expresses that the component provides or 
requires an implementation of that interface. 
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When a connection is created between two components, the connection is linked to a port 
of each involved component. Ports can only be connected if they are compatible accord­
ing to the underlying type system, and if their directions are different. Thus, a connection 
is always established between a requirement port and a provision port that are instances 
of compatible interfaces. Ports may limit the number of connections that can be linked to 
them. 

Component models differ in the number of ports they allow per component. Environ­
ments may have one provision port per component, or a variable number of provision 
ports. Component models may either support or not support requirement ports. Environ­
ments with requirement ports have one or a variable number of requirement ports per 
component. Component models that do not support requirement ports suffer from insuffi­
cient component encapsulation, because component requirements cannot explicitly be 
specified. Untyped systems provide at most one port in each direction. 

Global Interface Identity 

Similar to components (see Section 3 .1.1 ), interfaces may be identified either through a 
name space, or through random unique identifiers. Without mechanisms such as these, 
name conflicts can occur when interfaces from different sources are used in one applica­
tion. 

Interface Location 

Composition environments and components need to be able to access interfaces (i.e., ab­
stract data type specifications) in order to perform type checks, and to receive informa­
tion about components. Therefore, there has to be a way to find an interface by its inter­
face identifier. Environments differ in where the interface itself is stored. 

Specifically, interfaces may either be copied or referenced. In component models with 
interface copying, each component that uses an interface contains a copy of it. This ap­
proach can cause consistency problems, because with a large number of components us­
ing the same interface it is hard to guarantee that all the copies of the interface are 
equivalent. In component models with interface referencing, a unique copy of each inter­
face is referenced through identifiers, but never copied. This master copy of the interface 
is stored in a location that is not part of any component. 

Versioning 

Interface name spaces may be augmented by a versioning scheme, similar to versioning 
of components (see Section 3 .1.1 ). 

3.1.3 Self-Description 
Self-description [10, 57, 62, 93, 97, 140] gives components and interfaces the ability to 
specify or describe themselves at various levels of detail; self-description is a way of pro­
viding component meta-data. Description that is contained in a component has many ad­
vantages over externally stored description. External description can get lost, may have to 
be updated manually, cannot easily be queried by composition environments, and is usu­
ally static. Self-description applies to both required and provided features [88], and is 
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categorized into four levels (syntactic, semantic, quality of service, and non-technical), 
each of which is described in the following. 

Syntactic Self-Description 

The first level of self-description, syntactic self-description, describes the operations of 
an interface at the programming language level. It is needed to check compatibility be­
tween interfaces; if there is no syntactic compatibility, one of the components will have 
to be adapted for both to be connected. 

Semantic Self-Description 

Semantic self-description [12] (second level of self-description) specifies the behavior of 
the operations in an interface. Semantic description can be formal, semi-formal, or infor­
mal. Informal specifications often take the form of natural language keywords. Since 
complete formal specifications are hard to use, assertions [34, 11 O] have been developed 
as a pragmatic form of incomplete formal specifications. 

Quality-of-Service Self-Description 

The third level of component self-description [ 64, 107] is concerned with all technical 
issues that are not functional. Examples include qualities such as performance, precision, 
or reliability. However, what is considered a functional requirement is not clear in many 
domains. For example, resizability of user interface windows may both be considered a 
functional requirement (because program code has to be written for it), and a non­
functional requirement (because it is a usability concern). Quality-of-service description 
can be applied both to interfaces and to components as a whole. 

Non-Technical Self-Description 

Non-technical self-description, the last level, includes all other, non-technical properties 
that may be of interest to component users. Examples include the price of a component, 
the author of a component or interface, and licensing information. Similar to quality of 
service, this level is applicable both to interfaces and components. 

3.1 Configuration 
Configuration features determine how components are adapted and connected to form an 
application. Connections are necessary to make components talk to each other; adapta­
tions are desirable so that components can be modified to fulfill the requirements of an 
application better. Composite components are a means to structure large applications into 
smaller parts. 

Connection Semantics 

Connections can have different meanings in different component models. Without speci­
fying the semantics of connections, one cannot deduce the semantics of composed appli­
cations. A connection can either mean that code is being exchanged between two compo­
nents (for example, when a Java applet is transferred from Web server to Web browser), 
or that state is being exchanged (for example through remote procedure calls). The first 
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case is type-based or code-based semantics, the second case is service-based or instance­
based semantics [ 63]. 

Instance-based connections are further categorized into stream-based and event-based 
connections, depending on the mechanism used to exchange information. Stream-based 
connections exchange data as a continuous stream to which new data is written by the 
sender, and from which the receiver can read the data. Event-based connections [86] di­
vide data into discrete messages that are exchanged at certain points of time. 

The connection semantics employed in a given system correlates with the component 
category (Section 3 .1.1) used. Components that are processes and objects usually employ 
instance-oriented semantics; components that are procedural or class libraries usually 
employ type-based connection semantics. 

Connectors 

Connectors [96, 114] are explicit connections (also called external connections). They are 
connections that exist independently from the components that they connect. In compo­
nent models that do not provide connectors, components have to be modified whenever a 
connection is being changed. 

Often, connectors have a certain functionality that does not logically belong to either 
component, but rather to their connection, for example, a specific network communica­
tion protocol. Component models that provide connectors with functionality or user­
defined connectors raise the question what the exact difference between components and 
connectors is. In distributed systems, components can easily be identified with hosts and 
connectors with communication connections between hosts. In localized systems, how­
ever, no obvious analogy exists, and thus the distinction between components and con­
nectors may depend on a specific architecture or a specific architectural style. Table 4 
briefly summarizes the differences between components and connectors. 

Component models may allow composite connectors [3 8]. Composite connectors are 
user-defined connectors that have been created by linking several existing connectors. 
Connectors can be introduced to programming languages in order to make classes or 
modules exchangeable [35]. 

Components Connectors 

provide the bulk of application function- only small, specialized amounts of func-
ality tionality 

many different components available only a few different connectors available 

can have any number of ports often have a fixed number of connection 
points (usually 2) 

related to network hosts; localized related to network wires; may be distrib-
uted 

Table 4. Comparison of components and connectors. 
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Connector Types 

Environments may provide several types of connectors with different connection seman­
tics or different quality of service characteristics. Some environments additionally let the 
user define new types of connectors. Mehta et al. survey possible connector types [7 4]. 

Connector Cardinality 

The cardinality of a connector determines how many ports can be linked to it at each end. 
A basic connector has cardinality 1-1; more complex connector cardinalities are 1-n (or 
n-1) and n-m. Connector cardinality may depend on the type of the connector. 

Anticipated Adaptation 

Components are more reusable if they can be adapted by an application builder to fit the 
needs of a certain project. Towards this goal, component developers can provide means 
to adapt components through anticipated adaptation [14]. Anticipated adaptation is op­
posed to ad-hoc adaptation (see Section 3.2.3), which is done without preparation by the 
component developer. Popular means of anticipated adaptation are property sheets and 
configuration wizards. A property sheet is a list of simple properties (such as numeric, 
boolean, or string properties) that can be changed by the user and that function as pa­
rameters of component behavior. A configuration wizard is a dialog that guides the user 
through a sequence of configuration steps. 

Heineman and Ohlenbusch [ 41] survey adaptation techniques and list requirements for 
them. However, many of the techniques described require some degree of source access 
and thus cannot be used with deployable components. Especially, inheritance (as com­
monly used in object-oriented languages) is not compatible with deployable components 
because of the fragile base class problem [80, 122]. 

Composite Components 

Applications easily become confusing when they consist out of a large number of com­
ponents. Composite components may alleviate this problem by providing internal struc­
ture. Composite components are components that are not implemented in a programming 
language, but are instead composed out of other components. Components that are not 
composite are called atomic. Without support for composite components, large applica­
tions become hard to understand. Composite components hide part of the complexity and 
thus make application composition more scalable. 

Composite components can be hierarchical or non-hierarchical. In a hierarchical model, 
every component is an immediate part of at most one composite component. 

3.2 Process Level 
Process level features make composition environments usable. They guide and inform the 
application builder so that the process of application composition becomes as easy as 
possible. While many accepted criteria for the design of usable environments apply, we 
focus on those user level features that are characteristic of composition environments. We 
categorize them according to the application composition process [62]; first, the builder 
searches for components, then self-description is used to get information about the com-
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ponents and to select appropriate ones, third, the application is configured, and last, it is 
executed. 

3.2.1 Searching 
Searching is an integral part of the application composition process. When requirements 
are determined, components to fulfill these requirements have to be found. Every compo­
nent that is found and selected may depend on other components, which also have to be 
searched for, although tools that help in this task exist [42]. 

Remote Search 

Components may be developed by an organization that is different from the organizations 
using it. The organizations that want to use a component have to search for it in remote 
repositories. 

Composition environments may differ in the degree to which they integrate remote 
searching capabilities. At the one extreme, there may be no support at all. Application 
builders have to manually locate components and integrate them into the local repository. 
At the other extreme, a composition environment may be completely distributed and hide 
the actual location of components from the user. 

3.2.2 Leveraging Component Self-Description 
Self-description of components (see Section 3.1.3) can be leveraged by environments to 
guide the user, to provide information for searching and selecting components, and to 
guarantee application consistency analysis. Composition environments differ by the 
amount and way in which they make use of self-description capabilities defined by the 
underlying component model. 

All levels of self-description can be used by environments for the following purposes: 

• User guidance. Components provide information about themselves that is used to in­
form the user about components, and to guide the process in which the components 
are used. Diagrammatic notations can make use of component self-description in 
many ways, for example they can use color schemes to visually categorize compo­
nents into groups. 

• Searching and selecting. Component description is used to search for matching com­
ponents, and to select among a set of components returned by a search inthe compo­
nent-based development process. 

• Consistency and analysis. Environments may guarantee consistency of a composed 
application by checking connections for agreement between provided and required 
features when they are specified in the tool, or in a separate consistency analysis step 
later. In either case, component self-description is needed to ensure that connections 
are legal. · 

3.2.3 Connecting and Adapting 
In order to create an application out of a set of components that have been found, the 
components need to be connected and adapted. This activity is also known as the con­
figuration step. Connecting means that the abstract dependencies between components 
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are instantiated with concrete relations, typically by defining a connection between two 
ports. Adapting means that individual components are changed to make them fit better 
into the system that is being built. 

Composition Notation 

Composition environments enable composition through scripts, diagrams, or a program­
ming language interface. Scripts and diagrams are often intended to be usable by non­
programmers; programming interfaces are more expressive, but require extensive techni­
cal knowledge and are not suitable for users without programming skills. 

Scripts are text files that are written in a scripting language. A scripting language [98] is a 
programming language that is geared towards quick and easy programming. Develop­
ment times with scripting languages are significantly lower than with system program­
ming languages; as a trade-off, program performance in space and time is significantly 
worse. Most scripting languages reach their flexibility through being typeless and inter­
preted; they are typically Turing-complete programming languages though. For applica­
tion composition, even simpler notations may be sufficient. Assuming that all complex 
tasks are handled by components, a composition language only needs to be able to define 
connections and adaptations. 

Diagrams are specifications that are expressed in a graphical notation [117]. Typically, 
notations consist out of boxes and arrows between them; in the context of a composition 
environment, boxes often represent components and arrows connections. Diagrammatic 
languages are often equivalent to scripting languages; it may be possible to automatically 
convert diagrams into scripts and scripts into diagrams. Similar to scripting languages, 
there is a spectrum from full-featured visual programming languages to simple diagrams 
that express nothing more than connections between components. 

Environments use scripts, diagrams, as their composition notation, or they may require 
compositions to be expressed programmatically. They may support more than one com­
position mechanism, in which case they have to ensure consistency between the different 
models that they employ. 

Ad-Hoc Adaptation 

Ad-hoc adaptation (as opposed to anticipated adaptation, see Section 3.1.4) is the task of 
adapting components to use them in a way that was not anticipated by the component de­
veloper. Ad-hoc adaptation, also called external adaptation, is often used with legacy 
components that are no longer supported, so that the application builder has to adapt them 
to function with current technology. Since components are encapsulated and hide their 
implementations, adaptations cannot change the components themselves. Instead, wrap­
ping techniques have to be used. 

A wrapper [37, 43] is a class that provides a new interface to another class. Clients use 
the wrapper and its new front-end instead of the wrapped class. In the simplest case, a 
wrapper just maps its own method names to the method names of the wrapped class. In 
the more complex case, a wrapper may also adapt the behavior of a wrapped method by 
adding processing steps before or after the call to the wrapped method. Transferred to 
component systems, wrappers can be either components or connectors. A component can 
wrap another component simply by using it as a server, and providing a different inter-
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face. A connector can act as a wrapper by translating communication between the com­
ponents it connects. 

Shaw discusses types of ad hoc adaptation, many of which require source code modifica­
tion, though [113]. 

Constraints 

Constraints are logical expressions that constrain the structure of an application [1 ]. Con­
straints can be either configuration constraints, or component constraints. Configuration 
constraints regulate the way a set of components interoperate. Topological constraints are 
configuration constraints (for example, a constraint that forces the architecture of the ap­
plication to be layered). Component constraints limit the kinds of components that can be 
used in an application, for example, a constraint specifying that every component has to 
support a given interface. 

Constraints are useful as application-specific extensions to the underlying component 
model. Using a set of constraints in an environment is comparable to an ad-hoc speciali­
zation of the underlying component model. Thus, constraints provide a flexible way to 
extend the environment. Architectural styles [116] are examples of popular sets of con­
straints. Other kinds of constraints might be domain-specific constraints that serve to 
adapt a generic composition environment to a specific domain; Medvidovic et al. [ 69] 
present a case study that shows how a specific architectural style can be expressed in a 
constraint language. 

Guaranteeing Consistency 

Composition environments should guarantee the consistency of composed applications as 
much as possible. Inconsistency may arrive from not complying with constraints given by 
components, such as restrictions to which other components a component may be con­
nected, or with application constraints defined by the application builder (see above). 

Consistency checks can be done either at design time, or at runtime. Design time consis­
tency checks are performed either on-the-fly, or as a separate analysis step [108]. On-the­
fly checks are done while a specific design step is performed, for example, while a con­
nection is made between two components. If the check fails, the user will be prevented 
from creating that connection or warned about a possible error, for example with the help 
of design critics [109]. Separate consistency checks are performed once an application is 
designed, or once the user initiates the check. If the check fails, an error message is re­
turned and the user will have to update the application in order to make it consistent. 
Runtime consistency checks are analogous to assertions (pre- and post-conditions) in 
programming languages. 

Composition of Distributed Applications 

Component technology has close ties to distributed technologies [101]. Therefore, many 
composition environments have integrated support for distributed applications ( applica­
tions that are distributed over several hosts on a network). 
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Executing 
Executing the composed application, is, of course, the goal of the application composi­
tion process. But execution is also a part of testing the application, and thus a process step 
in its own right. A flexible, usable composition environment will allow the user to build 
and run applications in quick iterations. 

Execution of Partial Applications 

Composition environments must provide ways to execute composed applications. Envi­
ronments differ in the way they do this. They may require an application to be completed, 
or they may allow execution of incomplete applications or even individual components 
for testing purposes. 

Packaging 

Once an application has been built out of components, it needs to be packaged, so it can 
be shipped and executed independently from the environment. Depending on the host 
platform on which the packaged application is to be deployed (installed and executed), 
packaging may be more or less complex. In the simplest case, the components and their 
configuration are copied into a file that can directly be executed on the host platform. In 
more complex cases, the generation of installation scripts may be necessary. 

Runtime Changes 

Environments may support the changing of configurations (connections and adaptations) 
at runtime. For example, applications for which the acceptable downtime is very small 
may have to be updated at runtime, because updating of individual components instead of 
updating the application as a whole may reduce downtime. 

Since configuration changes at runtime are still a research issue [94, 95], environments 
usually support them in a limited manner only. It is often possible to change configura­
tions dynamically as long as no guarantees are needed that no program state is lost. Envi­
ronments may provide mechanisms such as transaction support, roll-backs, and state ex­
traction to support dynamic changes. 
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4 Approaches 
Composition environments combine solutions from various areas of research. Work re­
lated to composition has so far been spread among many communities both in research 
and industry. In this section, we will look at each of these areas, and present exemplary 
approaches from them. The areas that we discuss are: software architecture, programming 
languages, visual programming, programming environments, computer networks and 
interoperability, operating systems, and plug-in systems. We list representative composi­
tion environments from each area, and briefly discuss similar approaches, where appro­
priate. While· we try to cover each of these areas equally well, we focus on those ap­
proaches that show the current state of technology. At the end of this section, Tables 6 
and 7 give a detailed comparison of the approaches according to the features introduced 
in Section 3. Table 5 gives a quick overview of the terminologies of the different ap­
proaches. 

Component Connection 
C2 component connector 
Koala component binding 
Un icon component connector 
Java class file class path 
Jiazzi unit connection 
Visual Age part connection 
Visual Basic control (VBX) -
Bean Box bean connection 
Vista component link 
Code Broker - -
Agent Sheets agent -
EJB enterprise bean -
Pipe and Filter filter pipe 
Win32 dynamic link library (DLL) -
Dot-Net assembly -
Plug-In plug-in -

Table 5. Comparison of the terms for components and connections in the surveyed 
approaches. 

4.1 Software Architecture 
Software architecture [27, 73, 99, 116, 139] is concerned with the large-grained structure 
of applications. Often, the· term is used for any large-grained design including design of 
compile-time structure (sometimes called logical architecture); the software architecture 
literature, however, focuses on design of the runtime structure. Software architecture 
deals with architectural components and connectors. Components in software architecture 
are not necessarily components in the sense of this paper, but may be so-called abstract 
components [18], which are pure design artifacts without realization in the implementa­
tion. Both instance-oriented application design and the concept of connectors, which is 
not limited to instance-oriented design, are contributions of software architecture. We 
discuss two architecture environments that support deployable components. 

4.1.1 C2 I Archstudio 
C2 is an architectural style developed in 1995 [126]; Archstudio is an environment to 
support building applications in the C2 style [8, 68, 95]. C2 was originally developed for 
adding graphical user interfaces to legacy software, but it has proven suitable for large-
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Figure 2. Representation of a C2 style architec­
ture in Archstudio. 

scale distributed applications in general. Archstudio contains tools to allow display and 
modification of architectures (Argo/C2, see Fig. 2, and Archshell), and to map architec­
tural changes between model and implementation. 

C2 structures applications in a layered manner; components communicate only by ex­
changing asynchronous messages through connectors. There are two types of messages, 
events and requests. Depending on their type, messages can flow only upwards or down­
wards in an architecture. Connectors are heavy-weight and can have complex implemen­
tations of their own [25]. 

Component Model. Components are Java objects with their own control threads. Each 
component has two ports, one called top and one called bottom; both ports are bidirec­
tional and untyped. Connectors are explicit, have unlimited cardinality, and exist in sev­
eral kinds that implement different event-based communication mechanisms. Both prede­
fined and user-defined connector types are supported, and connectors may be distributed. 
There is no support for anticipated adaptation or composite components. 

Process-level support. Applications can be built and modified by using either scripts, a 
command-line shell, or a graphical tool. They can be tested and executed in the environ-
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ment and exported in the form of scripts. There is no support for component develop­
ment. 

Summary. Archstudio is one of the most advanced typeless, instance-based composition 
environments to date. While it is restricted in its applicability by being limited to one, 
rather complex architectural style, it provides extensive support for this type of environ­
ment. Various interesting connector technologies have been implemented in C2 [25]. Be­
cause of the fact that C2 connectors are heavy-weight and have variable cardinality, it is 
well suited for experimentation with novel connector types. 

Related ApprQaches. C2 is extended by an architecture description language, C2 SADEL, 
that focuses on component evolution, and a supporting tool, Dradel, which has been inte­
grated into Archstudio [71]. Several architecture description languages (for example, 
Darwin [65], Weaves [39), or Wright [7]) address similar issues as C2; most of them, 
however, do not have tool support for deployable components. 

4.1.2 Koala 
Koala [90, 91] is a component model and associated tool set for embedded software in 
TV sets. Koala is based on the Darwin architecture description language [ 65]. Compo­
nents are implemented as C modules. The Koala language describes these components, 
and allows textual modeling of applications out of them. When the application is com­
piled, components are statically bound to each other. Procedures that are connected to 
each other are in this way are resolved, if necessary, by adding macro definitions to the 
modules that result in replacing the names of the two connected procedures by a common 
name. 

Component model. Koala components have provision and requirement ports, but no self­
description beyond this level. Koala interfaces are sets of C functions, and are explicit 
entities. Connectors are explicit, but no connector types exist. Connection semantics are 
type-oriented, since connections establish matchings between functions. There is no sup­
port for component adaptations. Composite components, called compound components, 
can easily be defined as Koala scripts. Koala has specific rules for component evolution 
which constrain what may change between versions of a component. 

Process-level support. Koala applications are defined using a textual notation. There also 
exists a graphical notation for visualization purposes. Since embedded system have no 
user interface, no post-design user support is needed. 

Summary. Koala combines the architectural modeling features of Darwin with a compo­
nent model. While the applicability of Koala's techniques is certainly wider than the very 
specific domain that it is built for, it is geared towards high-performance applications. As 
a consequence, deployability of components was not one of its design goals. Possible 
extensions should easily be able to add this feature though. 

4.1.3 Unicon 
Unicon [115, 143] is an architecture description language that defines various types of 
connectors, and supports implementation of applications using these connectors. Most of 
its connection mechanisms are source-code based, but it also provides an extension of the 
pipe-and-filter mechanism for the composition of deployable components (see Section 
4.6.1, Pipe and Filter). 
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4.2 Programming Languages 
Programming language research, especially in the area of object-oriented languages, has 
developed many mechanisms to support design of the compile-time structure of programs 
by making program code more understandable and more reusable. Examples of such 
mechanisms are inheritance, polymorphism, encapsulation, and explicit interfaces. 
Lately, many programming systems have started to support dynamic linking [36], which 
is meant to make libraries independently deployable. Dynamic link libraries (DLLs) ex­
tend reusability from the source code to the compiled code. We discuss Java, a popular 
object-oriente~ programming system that puts a strong focus on dynamic linking and de­
ployability, and Jiazzi, an extension of the Java platform. 

Java Platform 
The Java programming system [119] was introduced by Sun Microsystems in 1995. It 
consists out of a programming language [40], a class library [48], and a virtual machine 
[142]. The Java virtual machine and the Java standard class library are together known as 
the Java platform. Design goals of the Java platform include: 

• Portability: Java provides a platform that allows execution of programs on a large 
number of different locations of the Internet independent of the host hardware; 

• Object-orientation and ease of programming: The object-oriented core concepts of 
encapsulation, inheritance, and polymorphism are built into the platform. For exam­
ple, programs for the Java platform cannot use pointer arithmetic, and there is internal 
support for automatic garbage collection. There are no program files; the only kind of 
executable files are class files which each encapsulate one class. 

• Internet-wide deployment: Class files can be loaded from remote hosts on the Inter-
net, and dynamically linked at program runtime. 

Components for the Java platform are class files, or Jar files, which are sets of class files 
that are bundled and compressed into one file. Each class file contains either the imple­
mentation of a class or of an interface. Interfaces are definitions of data types that do not 
include method bodies; they are meant to be inherited from by classes, which provide full 
implementations. To compose an application, the "class path" has to be set. The Java 
class path is an operating system variable (alternatively, a command line parameter of the 
Java runtime environment) that determines where the runtime environment looks for 
class files. The class path can include local directories, files, or remote locations specified 
by URLs. Additionally, in order to execute a program on the Java platform, the main 
class has to be set. The main class is the class with which program execution is to start; it 
needs to have a specifically labeled main method. When an application is executing, the 
runtime environment searches for classes that are needed by using the class path. If sev­
eral classes with the same name exist, only the one that is listed first in the class path is 
used. · 

Component model. Components (class files) are encapsulated and deployable [28, 59]. 
They provide syntactic self-description of provided features through the reflection 
mechanism of the Java platform. Interfaces are entities of the same rank as components, 
since they are also stored as class files. Both components and interfaces are identified 
through a naming convention that guarantees globally unique names by including the 
component developer's Internet domain name. Components are limited by the fact that 
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they are data types (classes) at the same time. This makes it impossible to create large­
grained components without compromising principles of object-oriented design, and it 
prevents the creation of composite components [125]. The class path is an explicit con­
nector; the class path facilitates changing the architecture of an application without hav­
ing to change its components. However, use of the class path is tedious, because there is 
no mapping between the structure of the class path and the application architecture. 
Components do not describe their required features, so creating an architectural descrip­
tion requires program analysis. 

Process-level support. The Java platform is provided in the form of a command-line 
based interpreter. Therefore, there is no process-level support beyond the connecting and 
executing of applications. 

Summary. While severely limited as a composition environment, Java was the first ob­
ject-oriented system with a precise specification of compatibility of deployable compo­
nents. Class paths are a simple, though limited, means to compose applications. Together 
with binary compatibility, they make it easy to substitute deployable components for each 
other. 

Related approaches. Binary Component Adaptation [53] and Load-Time Adaptation [29] 
are add-on techniques that can be used to modify Java class files after compilation. They 
can be used to adapt the syntax of a class declaration (for example, by renaming methods) 
or to extend classes by adding semantics that do not require knowledge of the implemen­
tation (for example, adding pre- and postcondition checks). 

4.2.2 Jiazzi 
Jiazzi [67] is a script-based tool that adds a component concept to the Java platform. Un­
like Java Beans and similar technologies, it is aimed at realizing deployable, type-based 
components. Jiazzi is based on research geared at introducing connectors to programming 
languages [35]. 

Components, called units, are sets o{ Java classes, specified through scripts that either 
map a unit to a single Java file ("atoms"), or define a compound, which is a composite 
component that refers to several atoms. Another kind of script, called signature, is used to 
specify packages in the Java code. The Jiazzi Linker generates an application out of 
scripts and class files; it does so by modifying the constant names (such as names of 
classes) in the class files: it replaces the names of signatures by the names of the classes 
that they are bound to in the unit definitions. The modified class files then constitute the 
complete application and can be executed in the usual manner. Figure 3 shows two ex­
ample Jiazzi scripts: "ui", which is a user interface component specified through the sig­
nature "ui_s", and "linkui", which is a compound that connects "ui" with another compo­
nent called "applet". 

Component model. Components are largely deployable, but suffer from a lack of encap­
sulation: each component consists both of a set of class files and the add-on scripts before 
linking, and it is not possible to prevent component implementations from communicat­
ing with each other in ways not specified in the scripts. Components are type-based, and 
provide syntactic self-description of both provided and required features. Signatures 
serve as interfaces; they specify Java packages (sets of classes), and are thus more ab­
stract than Java interfaces, which specify only individual classes. The scripting language 
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atom ui { 
export ui out ui_s<ui_out>; 

} 

compound linkui { 

} { 

} 

export ui_out : ui_s<ui_out>, 
app_out : applet_s<ui_out>; 

local u : ui, a : applet; 
link u @ ui out to a @ ui in, u @ ui in to ui_out, 

a @ app_out to app_out; 

Figure 3. Example of two Jiazzi scripts defining an atom and a compound. 

provides explicit connectors, and composite components. There is no support for adapta­
tion. 

Process-level support. The user interface is limited to the simple scripting language and 
the execution of the Linker. The separate linking process (the modification of the class 
files) makes it possible to avoid almost any performance loss when using this environ­
ment, but reduces interactivity. Since generated applications exist in the standard Java 
distribution format, no additional packaging process is needed; however, the configura­
tion of an application cannot be reverse-engineered out of the generated code, nor is any 
self-description included. As a result, generated applications are not suitable as a distri­
bution format when further changes to the configuration might be necessary. 

Summary. Jiazzi is an environment with a simple component-based notation (in-ports, 
out-ports, connectors) that works on top of the Java Virtual Machine. It shows how a tool 
that does not support these concepts can easily be extended to include them. 

Related approaches. Arch Java [6] is an extension of the Java language that allows for 
connectors and ports, and can enforce their use. However, it allows composition only at 
compile time, and does not support deployable components. 

4.3 Visual Programming Environments 
Visual programming [117] is a subarea of programming language research focusing on 
graphical, instead of textual, notations for programs. While visual programming lan­
guages are not commonly used, visual design notations (such as the various notations in­
cluded in UML [89] and software architecture diagrams) are widespread. Composition 
environments often include a kind of visual notation with an expressiveness that is 
somewhere in between UML-like design diagrams and Turing-complete visual program­
ming languages. The area of visual programming environments is concerned with the de­
sign of tools to support software development tasks. A composition environment is such 
an environment, though the underlying process and many of the process steps are differ­
ent than in traditional programming environments. We survey Visual Basic, Visual Age, 
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and the Bean Box, three popular commercial environments, and Vista, an academic vis­
ual programming environment. 

4.3.1 Visual Basic 
Microsoft Visual Basic [30, 78, 129] (see Figure 4) is an integrated development envi­
ronment for the MS Windows operating system introduced by Microsoft in 1991. Its goal 
is to simplify the development of applications that make heavy use of the MS Windows 
application programming interface. Visual Basic programs consist out of forms and con­
trols. Forms are dialog windows, whose user interface can be created by dragging con­
trols (window elements such as buttons) on a grid in the usual way of GUI builders. 
Forms and controls can be adapted through property sheets to set attributes such as color 
and font. Any program code must be inserted into event handler procedures associated 
with the individual events that can happen in a form, for example the pressing of a button. 
Controls are usually predefined, but it is possible to import custom controls into the envi­
ronment. Since the introduction of Visual Basic, many other IDEs for Microsoft Win­
dows have been extended to support integration with Visual Basic custom controls. 

Component model. The large popularity of the Visual Basic environment has been ex­
plained with its file format for custom controls [66]. Controls are well encapsulated and 
can easily be exchanged, thus promoting component reuse. They provide syntactic self­
description that is used by the environment to display and adapt them visually. Custom 
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controls that are displayed in the graphical environment are instances of the types defined 
by their files. Event handlers can be considered as connectors. However, they often con­
tain functionality of their own and thus should better be classified as components. In this 
case, there are no explicit connectors. The architecture of an application is not visible, 
because the visual environment shows only top-level component instances, that is, those 
that are immediate constituents of the application. Other components that these might de­
pend on are not shown.· Composite components do not exist. 

Process-level support. Predefined components can be visually arranged and adapted in 
the environment. To connect components, it is usually necessary to write textual event 
handler code. The application can be executed in the environment, but can also be pack­
aged in a proprietary format that is closely integrated with the MS Windows operating 
system. 

Summary. Visual Basic opened components to the mass market. The combination of an 
easy-to-learn programming environment with a robust file format for deployable compo­
nents proved to be commercially very successful. 

4.3.2 Visual Age 
Visual Age [131, 132] (see Figure 5) is an integrated development environment for the 
Smalltalk language published by IBM in 1994. Since then, versions for C++ and Java 
have been added. Apart from the traditional features of an IDE, such as program editing 
and debugging, Visual Age has support for component-oriented visual programming. The 
goal of Visual Age is to increase the separation of labor among programmers by reducing 
the amount of technical skill needed to build an application. It builds on and extends the 
metaphor of graphical user interface builders (tools to visually create dialog windows out 
of predefined visual elements such as buttons, check boxes, and text fields) by including 
support for non-visual components and different kinds of explicit connectors. 

To compose an application, components (which are called "parts") are dragged from a 
toolbar onto the part composition editor, where they can be adapted with property sheets 
and connected. The interface of each component consists of attributes, actions, and 
events. Connections are created by linking these interface elements graphically; legal 
types of connections include: 

• attribute-to-attribute (whenever one attribute changes, the other one is updated to the 
same value), 

• event-to-action (whenever an event occurs, the action is started), 

• event-to-attribute (whenever the event occurs, the attribute is set to its parameter), and 

• attribute-to-action (the action is triggered whenever the attribute changes). 

New components can either be defined visually, or through scripts (i.e., Smalltalk meth­
ods). After a new component is implemented, the interface editor is used to define its 
public interface. For example, if the interface includes an attribute, the component devel­
oper has to define which methods are used internally to get and set the attribute. 

Component model. Components are visual entities that are realized as instances of 
classes. The visual environment, however, realizes features that go beyond the object­
oriented class concept, such as composite components and explicit connectors. Compo­
nents have syntactic self-description; the direction of ports depends of the types of con-
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Figure 5. Screen shot of the Visual Age composition editor. Several visual 
parts (GUI components) are connected. Blue connections are attribute-to-attribute 
connections (linking the selection status, of a menu bar element to the visibility 
status of a pull-down menu) green ones are event-to-action connections (linking 
the pressing of a menu item to a method). 

nectors attached to it. For example, an action port has always direction In, whereas an 
attribute port can have both directions. Connectors are explicit and serve as communica­
tion channels between components. 

Process-level support. Visual Age has extensive support for connecting and adapting 
components visually. Since it is a full IDE, textual representations in the underlying pro­
gramming language can also be used. There is limited support for reverse engineering 
textual programs into visual representations. Newer versions of Visual Age include re­
mote repositories that can be used to store and retrieve components in local area net­
works. There is no deployment support beyond the support of the underlying platform. 

Summary. Visual Age was one of the first commercial tools to realize visual, component­
based programming. Unlike other development environments, Visual Age is not limited 
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to GUI components. It is, however, limited by its identification of components with ob­
jects. 

Related Approaches. Many integrated development environments support similar mecha­
nisms for visual composition. Examples are Microsoft Visual Studio [79], Borland Del­
phi [13], and JBuilder [51]. These environments use visual composition mechanisms 
mainly for construction of graphical user interfaces, and do not visually represent con­
nections, which makes them unsuitable for more complex configuration tasks. 

4.3.3 Bean Box 
The Bean Box is a protypical environment for Java Beans [11, 49], a component archi­
tecture for the Java platform introduced by Sun Microsystems in 1996. Its original pur­
pose was to test Java Bean components for compatibility, and to provide an orientation 
for people wishing to implement Java Beans environments. Several companies have since 
provided industrial-quality environments with technology very similar to the Bean Box, 
for example JBuilder [51]. 

The Bean Box is based on the technologies of Visual Age (see above), but simplifies 
them. It consists of a workspace with a toolbar; components can be dragged onto the 
workspace, and can be adapted and connected there. There is no support for component 
development. Only three of the connection types of Visual Age are supported, event-to­
action, attribute-to-attribute, and attribute-to-action. 

Component Model. Components are Java classes that are stored in Jar files. A Jar file can 
contain several classes, but only one of them can be a Bean; any other classes in the Jar 
file could only be support classes used by the Bean class. Jar files contain meta­
information to identify Bean classes. In the environment, Bean classes are instantiated 
when a Bean is dragged into the graphical builder. Connectors are explicit; they are real­
ized as individual classes that are generated when a connection is established. The Java 
Beans component model defines syntactic self-description that goes beyond the self­
description provided by the Java platform, especially through naming conventions. For 
example, there is a convention saying that methods that return the value of an attribute 
have to be named as "get" concatenated with the attribute name. Limited semantic de­
scription is also available. Simple method calls between components are allowed, but 
cannot be modeled by explicit connectors since there are no input ports for method calls. 
There are no composite components. Ohlenbusch and Heineman give a formal specifica­
tion of the types of ports in the Java Beans component model [87]. 

Process-level support. Components can be connected and adapted through property 
sheets. The environment leverages the self-description of the Java Beans standard 
through specific dialogs that display information about components. Applications can be 
executed in the environment; the Bean Box can also generate an "applet", that is a Java 
program executable in a Web browser, that encapsulates the connections that were made 
between Beans. 

Summary. The Bean Box is an attempt to combine the technologies of visual develop­
ment environments such as Visual Age with the Java language. Through the associated 
Java Beans component model, the Bean Box shows the power of self-description, and 
how it can easily be realized using naming conventions. 
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Related approaches. Arabica [111] is an extension of the Bean Box with focus on archi­
tectural concerns. It supports composition in the C2 architectural style (see Section 4.1.1) 
by generating wrappers that tum C2 components into Java Beans, and enforcing the C2 
style rules. The Bean Markup Language [137] is a textual, XML-based notation to con­
nect and adapt Java beans. It comes with both an interpreter and a compiler, and shows 
how a new composition notation for the Java Beans component model can be realized. 

4.3.4 Vista 
Vista is an environment for visual composition of applications [75, 76]. While originally 
developed for the composition and manipulation of multimedia applications, it supports a 
generic concept of components and connectors. A Vista component consists of an inter­
face, a behavior, and a presentation, which is responsible for displaying it in the graphical 
environment. The environment is relatively independent from a component model, be­
cause the component model can be explicitly specified by the application composer as a 
set of constraints. Data-flow-diagram-like composition and GUI-building are two differ­
ent example component models supported by Vista. 

To create an application, components are dragged into the visual editor and connected in 
the usual, graphical manner. However, the application composer does not only need to 
get appropriate components, but must also get access to an appropriate component model. 
Just like the development of components, the development of new component models is 
non-trivial and requires technical knowledge. 

Component Model. Vista allows for user-defined component models, however these have 
to adhere to and be expressed in an underlying model, a meta-model. The meta-model has 
explicit representations of components, ports, and connectors (called "links"). Compo­
nents need to provide self-description about their ports so that they can be connected 
graphically. Ports are either supplier ports (out-ports), or user ports (in-ports). Compo­
nents are instantiated by the environment when they are being dragged into the editor; but 
the concrete meaning of "instantiation" is left to the component, so that both instance­
oriented and type-oriented component models are possible. Composite components can 
easily be created graphically. There is no support for adaptation. 

Process-level support. The usual support for graphical configuration exists. Because of 
the flexibility of the system, however, the concrete user-interaction model is determined 
by the designer of the component model. Composed applications can be executed in the 
environment. 

Summary. Vista is a fully-configurable visual programming environment with support for 
code-based components and connector support. It represents the first attempt to combine 
a visual environment with a complex component model. 

4.4 Software Reuse 
Software reuse research [56, 120] has been concerned with the problems of identifying 
reusable code, storing it in a reuse repository, and enabling software developer to retrieve 
reusable code from the repository when they need it. However, the task of composing ap­
plications is generally not supported; the code retrieved from a reuse repository has to be 
adapted and integrated with other code manually by the developer. Often, only source 
code components are supported. However, reuse environments provide relevant support 
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for searching and selecting of components. We discuss Code Broker, which focuses on 
the task of finding components, and Agent Sheets, which focuses on usability. 

4.4.1 Code Broker 
Code Broker [141] is a software development environment that integrates autonomous 
delivery of task-relevant and personalized information from a reuse repository. When a 
developer sets on to write a method in the code editor, the system uses a machine­
learning technique to check the natural-language comments and the signature of the 
method to look for similar methods in the repository. Possible matches are presented to 
the developer; the developer can receive more information about them, if desired. The 
system adapts itself to the developer and the task at hand, and can also be adapted manu­
ally; for example, methods about which the developer already knows are excluded from 
the search results. The current prototype of Code Broker is implemented as an extension 
to the Emacs text editor and uses the Java standard class library as its component reposi­
tory. It uses the Java documentation to search for methods. 

Component model. Components are deployable by their virtue of being Java components. 
However, there is no composition support. 

Process-level support. Code Broker is tightly integrated with a component repository. 
The repository used is a very specific one (few components will have such good docu­
mentation available as the Java standard library), but the mechanisms applied are univer­
sal. Searching support is extensive and is largely done on an automated basis; the user 
does not have to decide on search criteria and initiate searches, since this is done oppor­
tunistically by the environment. The only kind of component self-description used is the 
syntactic information from method signatures, but extensive use is made of semantic de­
scription from other sources than the components themselves. There is no additional sup­
port for configuration or execution. 

Summary. While not a composition environment in itself, Code Broker shows how much 
automated support can be provided for searching and selecting, tasks that are typically 
still done manually. Composition environments should integrate these techniques. 

4.4.2 Agent Sheets 
Agent Sheets [5, 105] is a visual programming environment that allows for easy manipu­
lation of applications represented as two-dimensional grids of agents. An agent developer 
defines agents by giving them a two-dimensional, rectangular depiction, and an associ­
ated behavior. The behavior consist out of simple event-action sequences that allow the 
agent to change its depiction and to cause events in the adjacent agents. Simulations 
based on Agent Sheets have been successfully used for elementary school education. 

Figure 6 shows a simple Agent Sheets worksheet that simulates automobile traffic on a 
bridge. The user's task is to modify the bridge without causing cars to crash. The simula­
tion consists out of two kinds of interesting agents: cars and bridge elements. Cars move 
to the right, and if there is nothing under them, they crash. Bridge elements simulate 
weight; if they are not kept in place by a sufficient number of elements below them or at 
their sides, they will drop. 

Component Model. Components can internally be complex, their interfaces, however, are 
restricted to simple interactions with their four adjacent components. There is no support 
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for self-description or any configuration support beyond mere connecting of components. 
The grid on which agents are places acts as an explicit connector; it decides which com­
ponents are adjacent to which and thus how events are routed. 

Process-level support. There is extensive support for the graphical creation of applica­
tions from agents. Applications are configured by placing components on the graphical 
grid. There is no support for the technical steps of the development process; applications 
are assumed to be built from a small number of predefined components, so that no 
searching or selecting procedures are needed. Applications need not be complete in order 
to be executable. 

Summary. Agent Sheets is an extremely usable composition environment. Building appli­
cations has a similar touch-and-feel as moving pieces on a game board. However, it is 
limited to application domains that can be represented as a two-dimensional grid, such as 
map-based simulation. 

4.5 Computer Networks and Interoperability 
Computer networks have in common with component systems the fact that applications 
are composed out of heterogeneous, decoupled parts. In a networked, or distributed, sys­
tem, each part of the application may run on a different platform and be under different 
administrative control. In a component-based application, each part may have been de­
veloped by a different component developer. Systems that are both network-based and 
component-based combine the properties of both. Since its runtime structure is an essen-

Figure 6. An Agent Sheets worksheet simulating cars on a 
bridge. 

35 



tial attribute of a network-based system, software architecture is often used to analyze 
such systems. Waldo et al. [135] argue that there are fundamental differences in the de­
sign of distributed versus local applications because of network latency, network reliabil­
ity, and similar issues. These differences are analogous to the differences between dis­
tributed and local composition environments. We discuss Enterprise Java Beans, an in­
dustrial client-server component standard, and the Worldwide Web, an example of an 
Internet standard that allows composition of independently developed components into 
networked applications. 

4.5.1 Enterprise Java Beans Containers 
Enterprise Java Beans (EJB) [26, 82, 112, 127] is an extension of the Java Beans compo­
nent model for client-server applications. It provides components with common services 
such as transaction processing or lifecycle management. An Enterprise Java Beans con­
tainer is a runtime environment that can execute Enterprise Java Beans. Examples of EJB 
containers are Bea Web Logic [9], IBM Web Sphere [46], and Oracle Application Server 
[92]. EJBs are designed to represent the middle (business logic) tier of three-tier client­
server applications, where the top tier consists of views on the client side, and the bottom 
tier consists of a database. EJBs use Java Remote Method Invocation for communication 
between client and server [134]. 

Component model. Components are deployable, because they can be used by the con­
tainer without human intervention. The units of deployment are so-called EJB Jar files, 
which contain one or more Enterprise Java Bean classes. However, not EJB classes, but 
their instances are the units of composition by the EJB container. The syntactic self­
description of Java Beans is extended in many ways and is stored in XML-based De­
ployment Descriptors; for example, to differentiate between data types that have state and 
those that do not, or to include information about required data types that are not imple­
mented in the same component. There is no concept of component identity. Composite 
components are supported in a rudimentary way. However, to create a composite, the 
self-description of contained components has to be manipulated, which violates the prin­
ciple of encapsulation. Connectors and anticipated adaptation are not supported. 

Process-level support. None. Unlike the Bean Box, EJB containers do not provide 
mechanisms for user composition. All configuration parameters are specified program­
matically either inside the Enterprise Java Beans, or inside the container implementation. 

Summary. Enterprise Java Beans is an industrial-strength standard for composition envi­
ronments for enterprise-scale client-server applications, and shows how a simpler envi­
ronment (Java Beans on top of the Java Virtual Machine) can be extended to include the 
needs of such applications. As a trade-off, it ignores aspects of usability. 

Related Approaches. Bean Bag [93] is a repository for Enterprise Java Beans that extends 
deployment descriptors by adding semantic and non-technical information. The Corba 
Component Model [23, 136] is similar to the Enterprise Java Beans model. However, it is 
based on the Corba platform for distributed objects instead of the Java platfotm, which 
makes it more universally employable. 
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4.5.2 The Worldwide Web 
The Worldwide Web [32, 33] is a distributed, Internet-based hypermedia system devel­
oped in the early 1990s. Unlike previous Internet systems such as FTP, its goal was to 
reference remote data instead of requiring users to copy them to their local systems. Un­
like previous hypermedia systems, the Web made integration of documents published by 
many different organizations possible, and provided a uniform user interface to them. The 
Web provides information through resources located on origin servers. When a user agent 
(that is, a Web browser) requests a resource from a server, the server creates a represen­
tation of the resource, and sends it along with metadata to the user agent. The user agent 
then uses the· metadata to determine the way in which the representation is displayed to 
the user, for example, by using an appropriate plug-in. 

Component Model. Components fall into two categories: server-side components and cli­
ent-side components. Server-side components are resources located on servers; these may 
be simple, static data (such as hypertext pages or pictures), or complex programs that 
generate dynamic replies (such as the results of database queries). Client-side compo­
nents are viewers used to display or interpret representations of resources, such as image 
viewers, Java virtual machines, or Shockwave plug-ins. An application is composed out 
of one server-side component, and a variable number of client-side components. An ex­
ample of a complex Web application is an online auctioneer; the server component con­
tains a large database with many bids and auctions, client components are the various 
tools customers use to display auction information and embedded information such as 
pictures or movies. 

Connections are always established between one server component and one client com­
ponent. A user enters a URL into the Web browser, or clicks on a link pointing to that 
URL, and this causes the browser to request the corresponding resource. URLs thus serve 
as connectors between the resource named and the client components active on the user's 
desktop. Proxies and user agents can filter incoming representations, and can thus adapt 
them. It is not possible to adapt components as a whole, though. 

Process-level support. The composition notation is simple - a short character string de­
scribing the location and name of the desired resource. Support for component searching 
is not integrated, but is provided through additional services, such as Web search engines, 
for example Google. These search engines can deploy optional self-description provided 
by resources. Only a small number of connections can be deployed at a given time, and it 
is not possible to persistently store connections, so that composite components and appli­
cation packaging are not applicable. 

Summary. The Web is specified as an open system in the tradition of Internet standards. 
This made it possible to implement a wide variety of Web servers, browsers, proxies, and 
other supporting applications. As a consequence, the Web has become an immensely suc­
cessful system. Although it is a composition environment with a very specific domain 
(distributed hypertext applications), it exemplifies the importance of well-defined stan­
dards for a composition environment. 

Related approaches. Many other Internet technologies are based on similar open stan­
dards, such as Internet Mail [47, 118] or Usenet [45]. Java Server Pages [50] and Active 
Server Pages [3] provide ways to integrate Web server applications with composition en­
vironments (Java and MS Windows, respectively). Java Applets [48] integrate mobile 
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Java components into Web pages; they are defined by the server, but executed on the cli­
ent host. 

4.6 Operating Systems 
Operating systems support installing, configuring, and executing applications, and, to a 
small degree, connecting them. Operating systems also include many interoperability 
techniques. Connection mechanisms include messaging services, data exchange through a 
central registry, and remote procedure call capabilities. Thus, operating systems can be 
considered as precursors of composition environments [122, 123]. The main difference 
between operating systems and composition environments is their implementation of the 
performance versus configurability trade-off: operating systems focus on performance 
with little concern about configurability; composition environments focus on configura­
bility with less focus on performance. We survey Pipe and Filter systems, which provide 
a simple, yet popular technology found in many operating systems, and two versions of 
the MS Windows platform, Win 32 and Dot-Net, which is the current industry standard 
for personal computer operating systems. 

Pipe Filter 
Pipe and filter systems [116] are used in command shells for the quick and easy connec­
tion of text-based tools. The C Shell [52], which is frequently provided with Unix-like 
operating systems, is an example. A Unix program has one standard input port (" stdin"), 
and one standard output port ("stdout"). Programs are called filters, and they can be con­
nected with pipes. A pipe links an output port to an input port. It acts as a stream buffer to 
which the input port writes and from which the output port reads. Input and output are 
usually interpreted as text strings that are structured only by convention; for example, 
space and tab symbols are usually considered separators. Tools that are connected with 
pipes are typically text-based operating system commands (such as "print directory"), or 
simple string manipulation tools that can sort or otherwise modify text streams. 

Component Model. Pipe and filter systems are designed for quick ad-hoc connection, and 
this is usually all that they can do. Components have a predefined number of ports; each 
of those ports is untyped, as a result of which the validity of a connection cannot be 
checked. Components are processes, that is, running instances of Unix programs. Pipes 
are explicit connectors. 

Process-level support. The C Shell allows users to quickly connect and execute larger 
applications by using the filter symbol ("!"). Using this symbol, several tools can be con­
nected at once in a command line. If so desired, connections can be stored in a shell script 
so that they can be used more than once. Anticipated adaptation of components is possi­
ble through command line parameters by adding the parameter symbol("-") and the pa­
rameters after the name of the tool. 

Summary. Pipe-and-filter impresses through its simplicity. It is by far the simplest com­
position environment that is commonly used. On the other hand, it is limited by its com­
mand-line interface. 

Related Approaches. Unicon [115, 143] is an architecture description language that sup­
ports modeling and executing of Unix pipe and filter architectures. It extends the capa-
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bilities of shells by handling arbitrary topologies, so that filters with more than one input 
or output port can be used. As a consequence, branches and loop backs can be modeled. 

4.6.2 MS Windows I Win 32 
MS Windows is an operating system for Intel PCs developed by Microsoft Corporation. 
Originally developed as a graphical front-end to the MS Dos operating system, MS Win­
dows grew into a stand-alone system that includes a host of technologies. Win 32 is the 
programming platform that the 95, 98, Me, and NT 4 versions of MS Windows are based 
on. Components in MS Windows are dynamic link libraries (DLL files); some of the 
limitations of DLL technology were removed by the Component Object Model (COM) 
standard introduced in 1995 [11, 15, 21, 121]. COM makes it possible to extend a DLL 
by adding procedures without making recompilation of all the clients of the DLL neces­
sary. 

To install applications and components, automated installation scripts are usually used. 
When a new component is installed, it is registered in the Windows Registry for a set of 
services. Clients can locate these services without having to know the component that 
implements them. 

Component model. Component describe the services they require and provide through 
interfaces. Interfaces are identified by randomly generated unique numbers. Registry en­
tries advertising services can be considered as explicit connectors, since the registry de­
cides which server component is used for a specific service. However, there is no way to 
display the architecture of applications. For anticipated adaptation, the registry can also 
be used by providing keys that can be filled in with appropriate values. There are no 
composite components. 

Process-level support. The user has little control over configurations, because they are 
usually changed automatically (without user interaction). Users familiar with the techni­
cal details of MS Windows can use the registry editor to manually edit the list of pro­
vided services in a script-like manner. Further, MS Windows includes tool support for the 
syntactic description of components, both of provided and required features, and to re­
trieve versioning information. 

Summary. MS Windows exemplifies the attempt to realize component reuse in the setting 
of a large, performance-oriented operating system. While the performance focus mini­
mizes usability, the Windows I COM approach works well for many commercial appli­
cations. 

4.6.3 MS Windows I Dot-Net Framework 
The Dot-Net Framework [31, 58, 77, 102, 104, 106] is the platform planned for future 
version of MS Windows. It consists of a virtual machine (the "Common Language Run­
time") and a standard library, and is an extension of the Win 32 platform and the Micro­
soft Foundation Classes (MFC) library. It was announced in 2000, and is currently avail­
able as a beta version. The main goals of the Dot-Net Framework are support for lan­
guage interoperability and support for Web services. 

Applications consist out of "assemblies" of files: While assemblies are not files them­
selves, operating system extensions make it possible to treat them in the same way as in­
dividual files. Assemblies are components that have self-description. Unlike in Win 32, 
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entries in the central registry are not necessary for component interoperation. Assemblies 
can be private or shared. Private assemblies are used by only one application, and only 
need to be copied to the directory of this application in order to be used. Shared assem­
blies are shared among applications, and they are installed by using a simple command 
line tool ("gacutil.exe", the Global Assembly Cache Utility). All further configuration is 
done internally by accessing the self-description of the assembly. 

Component model. Components are deployable and type-oriented. Syntactical component 
self-description includes name and versioning information, description of the data types 
and resources provided by the component, a list of required components, and the security 
level needed to run the component. A component has a globally unique identifier, in 
which versioning information is cryptographically encoded, so that updates can be pro­
vided only by the originally manufacturer of the component. There is a global name 
space of interfaces. No concept of connectors is present; since dependencies are specified 
through component identities (as opposed to interfaces or ports), the environment can re­
solve each requirement in a unique way. There are no composite components. It is un­
clear at this time whether there will be support for anticipated adaptation. 

Process-level support. There is no Process-level support so far. Especially, there is no 
way to visualize the overall architecture of an application; all architectural information is 
encapsulated in the components and cannot be separated from them. 

Summary. Dot-Net is intended to be the future platform of MS Windows. It attempts to 
unify the strengths of Win 32, such as performance and backwards compatibility, with 
those of the Java Virtual Machine, such as platform independence and component de­
ployability. In how far this will be successful remains to be seen. 

4. 7 Plug-In Systems 
Systems with a plug-in architecture, such as Netscape Navigator [l 03] and Adobe Photo­
shop [4], provide an easy, low-overhead way of extending their functionality. A complex, 
large application, often called the plug-in framework, defines an API that other manu­
facturers can use to extend the functionality of the application through plug-ins. The ex­
tent to which a plug-in can cooperate with the framework, or how closely coupled the two 
products are, depends on the API in question. All plug-ins are optional; a plug-in can ex­
tend the functionality of the framework, but it is not required for its use. Also, the number 
of plug-ins is unlimited; it is possible to install and use more than one plug-in at the same 
time. 

Component model. The component model used is defined by the framework and its spe­
cific plug-in API, and may differ for each framework. Since plug-ins provide a function­
ality, composition is type-based. Since there is only one framework in each system, the 
architecture of composed applications is limited to two levels (platform level and compo­
nent level), and there is no need for composite components or component adaptation. Be­
cause of their specialized nature, plug-in systems typically have only a small number of 
available components per framework. 

Process-level support. Since plug-ins are developed for a specific framework, they are 
usually delivered with dedicated installation programs. Since the application architecture 
has a simple two-level tree topology (plug-ins usually do not have plug-ins of their own), 
no visualization or scripting support is needed. 

40 



Summary. Plug-ins are an ad-hoc solution for platforms that want to interoperate with a 
small number of very specific components. As such, they are very useful, but their scope 
cannot easily be extended. 

Related approaches. Compound document standards, such as Opendoc [100] or OLE 
[17], represent a symmetric extension of plug-in technologies. While in a simple plug-in 
system there is exactly one program that acts as a framework, and a number of plug-in 
programs that act as components, in compound document systems each program can act 
both as framework and as component. This makes it possible, for example, to embed 
spreadsheets into a text document, and conversely to embed text documents into a 
spreadsheet. Compound document technologies have largely been replaced by component 
models such as COM and Java Beans. 

4.8 Comparison 
Figure 7 gives an overview of the historical relations between the approaches and the re­
search areas. On the horizontal scale, approaches are laid out by area; on the vertical 
scale, approaches are laid out by approximate chronological sequence. An arrow from A 
to B means that A influenced B, or that B is in some way based on A. 

Tables 6 and 7 summarize the surveyed composition environments and their properties. 
Each row corresponds to one feature, each column to one approach. As can easily be 

Architecture I Reuse I 

Code Broker 

Dot Net 

Figure 7. Historical relations among composition environments. 
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seen, the approaches vary in their focus; none implement functionalities from the whole 
spectrum of features described in Section 3. Almost all approaches focus either on com­
ponent model concerns or on process level concerns, but not on both. Features related to 
self-description are not represented very often, even though there is theoretical agreement 
on the importance of component self-description. It is interesting to see that approaches 
stemming from very different research areas often focus on similar issues in the feature 
spectrum. 
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Archstudio Koala Java Jiazzi Visual Basic Visual Age Bean Box Vista 
1.1 Components Categories process proc.lib. class class lib. proc. lib. object object user-def. 

Types + 
Global identity + 
Versioning + + ... ... 

1.2 Interfaces Interfaces untyped + + + + 
Instances (ports) P1 R1 P* R* P* RO P* R* P* RO P* R* 
Global identity + namesp. namesp. namesp. 
Location ref. ref. ref. ref. 
Versioning + + 

1.3 Self-Description Syntax + + + + + 
Semantics informal informal 
Quality of service 
Non-technical 

1.4 Configuration Connection Semantics event type type type event event event user-def. 
Connectors + + + + + + + 
Connector types (no.) user-def. 1 1 3 2 user-def. 
Connection cardinality n-n 1-n 1-n 1-1 n-n 1-n, 1-1 1-n, 1-1 user-def. 
Anticipated adaptation + + + + 
Composite components non-hier. non-hier. non-hier. 

2.1 Searching Remote Search 
2.2 Lever. Self-Description Syntax + + + + 

Semantics + + 
Quality of service 
Non-technical 

2.3 Configuration Composition notation scr, dia scr, dia prog scr prog, dia prog, dia prog, dia scr, dia 
Ad-hoc adaptation ... 
Constraints + + 
Guaranteeing consistency fly, analysis runtime analysis on-the-fly on-the-fly on-the-fly on-the-fly 
Distributed applications + + ? 

2.4 Execution Partial applications + + + + + + 
Packaging + + + + + + + 

Runtime changes + ... + 

Table 6. Comparison of approaches, part 1. Legend: + yes, (empty) no, ... some, * variable number, P provision ports, K re­
quirement ports. 



Code Agent EJB Web Pipe/F. Win32 Dot-Net Plug-In 
Broker Sheets 

1.1 Components Categories NA object class process process proc. lib. proc. lib. proc. lib. 
Types 
Global identity + ... random id 
Versioning ... + ... ... 

1.2 Interfaces Interfaces + untyped + + untyped 
Instances (ports) P4R4 P* RO P1 R1 P*RO P* RO P1 R1 
Global identity namesp. random id random id 
Location ref. cop. cop. 
Versioning + 

1.3 Self-Description Syntax + + + + 
Semantics informal informal 
Quality of service 
Non-technical ... ... 

1.4 Configuration Connection Semantics event type event stream type type type 
Connectors + + + 
Connector types (no.) 1 
Connection cardinality 1-n 1-n 1-1 1-n 1-n 1-n 
Anticipated adaptation + + + 
Composite components non-hier. non-hier. 

2.1 Searching Remote Search 
2.2 Lever. Self-Description Syntax + + 

Semantics + 
Quality of service 
Non-technical 

2.3 Configuration Composition notation prog dia prog script script prog prog scr 
· Ad-hoc adaptation 
Constraints 
Guaranteeing consistency runtime runtime 
Distributed applications + + + 

2.4 Execution Partial applications + + + + + + N/A 
Packaging + + ... + 
Runtime changes + 

Table 7. Comparison of the approaches, part 2. Legend: +yes, (empty) no, ... some,* variable number, P provision 
ports, R requirement ports. 
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5 Conclusions 
This survey has classified issues surrounding composition environments, and described 
and compared several such environments with the help of this classification. As a result, 
we can now characterize what is missing from existing systems for enabling end-user 
composition of applications. 

Most importantly, an integrated approach to composition is needed. Composition envi­
ronments have been built in both industry and research, but none of them integrates all 
capabilities that are desirable. Operating system or networking based approaches focus on 
performance, but require extensive technical experience from the user. Visual program­
ming environments, on the other hand, provide user guidance, but do not sufficiently ad­
dress the underlying component model. We need to combine solutions from these areas in 
order to build composition environments that are both usable and performant. 

Many existing approaches are domain dependent in some way. They support only a spe­
cific kind of program (such as programs that focus on graphical user interfaces), or sup­
port only a specific architectural style (such as client-server architectures). While domain 
specific solutions are useful, there seems to be a lack of universal, domain independent 
solutions in the area of composition environments. The degree of universality that a com­
position environment could achieve is an open question. 

Several important concepts of composition environments seem not to be employed as 
frequently as one might wish. Component self-description, connectors, composite com­
ponents, and component adaptation are generally accepted as good things by researchers, 
but are not used in some of the most popular environments. The reason for this seems to 
be that many questions about their realizations are still open: 

• Should interfaces be referenced or duplicated, or do intermediate solutions exist? 

• Should self-description be static or dynamic? 

• In what format should data be described? 

• Should description be required or optional? 

• How much of it can be automatically generated and checked? 

• Should connectors be light-weight or heavy-weight (i.e. with complex implementa­
tions of their own)? 

• What are the trade-offs between the different connection semantics, and can they be 
combined? 

• Should composite components be hierarchical or non-hierarchical? 

• How can adaptation be expressive without breaking encapsulation? 

• Are diagrams or scripts preferable as composition notations? 

• How much support for end-users is desirable, and how different is it from support for 
developers? 

• Which process steps have to be integrated into a composition environment, and which 
can be left to external tools? 

Scalability seems to be a key issue in the design of composition notations. While many 
technologies work fine on a small scale, when a large number of components are in-



volved, they become unusable. Especially diagrammatic approaches seem to suffer from 
this problem: diagrams that show more than a few components typically require careful 
manual layout to stay readable. But some text-based approaches, such as pipe-and-filter 
systems and Java class paths, are also severely limited in size. Scripting languages are an 
alternative, but they tend to deteriorate over time by becoming more and more complex. 
Many of these scalability issues have been solved on the programming language level 
(for example, through the use of name spaces), but the solutions have not been ported to 
composition environments. Both architectural solutions (for example, new mechanisms 
for composite components) and solutions on the user interface level (for example, new 
layout algorithms) might be feasible. It is not clear yet how powerful exactly a composi­
tion notation should be. Novel language features needed by composition notations, such 
as type-system support for non-functional properties, are still a matter ofresearch [124]. 

Compared to the large number of systems supporting source code components [56, 81], 
few environments for deployable components exist. We believe, however, that deploy­
able components are fundamentally different from pieces of source code, because their 
implementation is hidden and cannot easily be changed. It is known that requirements 
elicitation [19], testing [60, 97], and maintenance [133] present new problems in the 
context of deployable components. Many software engineering techniques still need to be 
applied (and adapted, if necessary) to deployable components. For example, the Unified 
Modeling Language [89], which provides vast support for source-based design, does not 
provide sufficient support for design with deployable components [ 61]. 

Software architecture addresses many issues that are also addressed by component tech­
nology, so a clear definition of the commonalties and differences between the two re­
search areas would be desirable [84]. In general, it seems that architecture research fo­
cuses more on the overall structure of applications and on the connections between com­
ponents, while component research focuses more on the structure of the components 
themselves. But both problem areas are intertwined. Each component model introduces 
some architectural constraints; what constraints are acceptable is an important question in 
the design of a component model. On the other hand, architecture description languages 
would be much more effective if they could enforce architectures instead of just specify­
ing them [6]; for this to happen, they need to be integrated with component technologies. 
Composition environments should unify research from both communities. 

As we have shown, a large number of open research questions exist in the field of com­
position environments. We believe that composition environments constitute an impor­
tant research area with the potential of having a large impact on the future of software 
engmeermg. 
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6 Research Plan 
We will briefly outline possible topics of future research in this section. We believe that 
end-user composition of applications is a promising technology, and we identify some 
preconditions that need to be met for this technology to succeed. 

It is our opinion that there is a large space in the usability/expressiveness spectrum that 
has not been sufficiently explored. By reusing premanufactured components and devel­
oping adequate mechanisms to build applications from them, it might be possible to fill 
this void. One half of this problem is to provide useful, usable components. Component 
self-description, our first subsection, will be the biggest part of the solution to this prob­
lem. The other half of the puzzle is to provide tools and notations that make it easy to 
build applications without restricting expressiveness; we will investigate this in the con­
text of process support. Third, remote services are a research area of strong current inter­
est; to integrate them with composition environments seems promising. Finally, we will 
investigate a possible case study for the use of a composition environment. 

Self-Description 

Component metadata, realized in the form of component self-description, are essential for 
reusability of components. Reuse can succeed only when the effort needed to understand 
a component is significantly less than the effort needed to reimplement it. Component 
self-description helps to make components understandable. It can provide information 
both to users and to tools. Information provided to tools can be modified before it is pre­
sented to users. 

We are planning to define mechanisms to realize self-description in flexible, extensible 
ways. It should be possible to implement only a minimum of self-description, for exam­
ple for components intended to be reused by in-house projects, so that extensive docu­
mentation is not needed. But it should be equally easy to give full self-description of all 
the potentially relevant properties of a component without interfering with the compo­
nent's functionality. Further, self-description should be dynamic, so that self-adapting 
components or components that wrap external functionality, which might change over 
time, are possible. 

Quality-of-service (not just performance) self-description seems especially promising. It 
poses the question of how to describe non-functional properties. As far as possible, they 
should be described in machine-readable notations, so that automatic evaluations can be 
performed. Questions to be answered are: Which non-functional properties of software 
are suitable for such notations? What do the notations look like? To what degree can a 
composed application be described automatically based on the descriptions of its con­
stituent components? 

The role of interfaces in component self-description has not been adequately researched 
yet. Many component properties that should be described are, in fact, properties of inter­
faces, part of the contracts that exist between components. But interfaces generally exist 
in the context of a type system, and that raises the question how non-functional specifi­
cations affect this type system. In other words, we need to find ways to represent self­
description in interfaces without negatively influencing their traditional tasks. 
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Process Support 

The different steps of the application composition process require a variety of tool sup­
port. Of course, the desirable amount of tool support may be unlimited, because it is al­
ways possible to include more sophisticated tools into an integrated environment. There­
fore, the question becomes relevant which tools should be closely tied to a composition 
environment, and which tools may be added externally. 

We are planning to identify those tools that need to be closely integrated, so that imple­
mentation of a user-friendly composition environment becomes possible without having 
to bother with less essential functionality that can be added later. Starting with the core 
functionalities of configuring an application out of components and then executing it, we 
will prioritize desirable features of composition environments and investigate if they can 
benefit from inclusion into the "kernel" of the composition environment. 

For example, integration of component download from a component repository on the 
Internet should be integrated into the core composition environment, as we have shown in 
previous research [ 62]. The problem of maintenance of component-based applications 
becomes easily untractable because of the potentially large number of components from 
different sources in one application. Maintaining hundreds of components from dozens of 
sources manually is very difficult. Therefore, automated support for notification about 
updates, retrieval and integration of updates is desirable. 

Remote Services 

Remote services are services that are offered through a network and that can be used by 
software that is not part of the organization offering them. When they are provided 
through the Worldwide Web, remote services are often called Web services. A reusable 
service makes it possible to acquire another organization's development effort, just like a 
reusable component. Analogous to the connection semantics defined in Section 3, down­
loading a component establishes a type-based connection between the component user 
and the component provider, while accessing a remote service establishes an instance 
based connection between client and server. 

Thus, remote services try to solve the same problem as components. We believe that it 
makes only sense to take a closer look at the commonalties and differences between the 
two. It seems promising to explore possibilities to integrate support for both components 
and services in one environment. It is known that components and services complement 
each other: components are well-suited for tasks that are frequently executed and do not 
require a large amount of data, while remote services are suited for infrequent tasks that 
depend on a large amount of data. For example, a container library would be a good ex­
ample of a component, while a natural language translation system would be a good ex­
ample of a service. 

Self-description seems to be a very promising candidate for unification. Both services 
and components require self-description in order to be usable by third parties. Thus, when 
developing self-description mechanisms for components, we will explore how they can 
be extended to remote services. Similarly, we will investigate which other parts of a 
composition environment might profit from integration between components and remote 
services. 
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Case Study 

To evaluate a prototypical composition environment, an appropriate case study will have 
to be defined. Performing a case study for a composition environment means identifying 
a domain with a sufficient number of available components, and using those components 
to build a number of different applications using the composition environment. Since de­
ployable components have to be compatible to the composition environments, a domain 
with open source components will be needed. These open source components will have to 
be converted manually into deployable components of the appropriate format. 

The selection of the application domain for this case study will mainly depend on the 
availability of components. However, the area of applications for space-constrained plat­
forms with graphical user interfaces, such as handheld computers, seems especially 
promising. A user interface is necessary so that end users have access to the system, and 
can configure it according to their needs. Space-constrained systems have the property 
that only a limited amount of software can be installed at a given time, which increases 
the need for component technologies. In systems with a large storage space, such as most 
workstations, software can just be duplicated inside of preconfigured, monolithic appli­
cations. Limited space systems make it desirable for both developers and users to create 
applications in a flexible, space-saving, component-based form. 
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