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Prototype Abstraction in Category Learning? 

Thom as J. Palm eri (thom as.j.palm eri@ vanderbilt.edu)
M arci A. Flanery (m arci.flanery@ vanderbilt.edu)
Department of Psychology; Vanderbilt University 

Nashville, TN 37240 USA 

Abstract 

Do people learn categories by abstracting prototypes, 
forming simple rules, remembering specific exemplars, 
or by some combination of these? Although some con-
sensus seems to be emerging for a combination of rule 
formation and exemplar memorization, recent work has 
revived interest in prototype abstraction (e.g., Smith et 
al., 1997; Smith & M inda, 1998). W e reexamined this 
recent evidence with an eye toward an alternative simple 
strategy subjects could use within those particular stud-
ies. A very simple strategy, available in some categoriza-
tion tasks in which corrective feedback is supplied, is to 
classify the current stimulus in the same category as the 
previous stimulus if the two are sufficiently similar to 
one another. This simple strategy makes no recourse to 
stored category representations of any kind. And this 
strategy will be useful only under certain circumstances. 
Reexamining the work by Smith and colleagues, we 
found that those category structures that produced evi-
dence for prototype abstraction could be “learned,” at 
least to some degree, using this simple strategy. M ore-
over, simulated data sets created using this simple strat-
egy were better fitted by a prototype model than an ex-
emplar model. W e argue that evidence for prototype ab-
straction from the studies by Smith and colleagues may 
be weaker than they originally claimed. 

Introduction 
Do people learn categories by abstracting prototypes, 

forming rules, remembering exemplars, or some combi-
nation of these? In the domain of learning novel percep-
tual categories, we can trace an evolving dominance of 
various theoretical accounts from rule formation via hy-
pothesis testing in the early years of categorization re-
search (e.g., Bruner et al., 1956; Trabasso & Bower, 
1968), to prototype abstraction (e.g., Homa, 1984; Pos-
ner & Keele, 1968; Reed, 1972), to exemplar storage 
and retrieval (e.g., Hintzman, 1986; M edin & Schaffer, 
1978; Nosofsky, 1986). M ore recently, there has been a 
reemerging interest in the importance of rule learning in 
categorization (e.g., Allen & Brooks, 1991; Nosofsky et 
al., 1994; Nosofsky & Palmeri, 1998). This has led to a 
variety of hybrid accounts proposing a combination of  
rule learning and exemplar memorization (e.g., Erick-
son & Kruschke, 1998; Johansen & Palmeri, 2001; 
Palmeri, 1997; Palmeri & Johansen, 1999; see also 
Ashby et al., 1998). Arguably, there seems to be an 
emerging consensus for some kind of combination of 

rule formation and exemplar memorization in category 
learning. However, there has also been reemerging in-
terest in the potential role of prototype abstraction in 
category learning as well, at least under certain condi-
tions (e.g., Smith et al., 1997; Smith & M inda, 1998). 
The goal of the present article was to critically reexam-
ine this evidence for prototype abstraction that has been 
provided by Smith and colleagues. 

Evidence for Prototype Abstraction 
According to prototype models, people learn catego-

ries by averaging their experiences with specific exem-
plars to derive an abstract prototype and classify new 
objects according to similarity to stored prototypes. By 
contrast, according to exemplar models, people remem-
ber information about specific exemplars, with no ab-
straction of prototypes or other summary representa-
tions, and classify new objects according to their simi-
larity to the stored category exemplars. Numerous stud-
ies have compared and contrasted the ability of exem-
plar models and prototype models to account for ob-
served categorization data – the majority of studies 
found that exemplar models provided a far superior ac-
count, both  qualitatively and  quantitatively (e.g., Buse- 

Table 1 : An example category structure from 
Smith and M inda (1998), Experiments 1 and 2. 

 Category A Category B 
Structure Stimuli Structure Stimuli 

Categories Linearly Separable 
000000 banuly 111111 kepiro
010000 benuly 111101 kepilo
100000 kanuly 110111 keniro
000101 banilo 101110 kapiry
100001 kanulo 011110 bepiry
001010 bapury 101011 kapuro
011000 bepuly 010111 beniro

Categories Not Linearly Separable 
000000 gafuzi 111111 wysero
100000 wafuzi 011111 gysero
010000 gyfuzi 101111 wasero
001000 gasuzi 110111 wyfero
000010 gafuri 111011 wysuro
000001 gafuzo 111110 wyseri
111101 wysezo 000100 gafezi



meyer et al., 1984; M edin & Schaffer, 1978; Palmeri & 
Nosofsky, 2001; Shin & Nosofsky, 1992).  
Challenging this previous work, there have been some 

recent studies that have reexamined the potential ex-
planatory power of prototype models compared to ex-
emplar models under a variety of conditions. In this 
work, prototype models have been found to provide su-
perior fits to some data (Smith et al, 1997), especially 
early in category learning (Smith & M inda, 1998). 
Smith et al. (1997) conducted a series of category 

learning experiments using structures and stimuli quite 
similar to those shown in Table 1. Stimuli were six-
letter (6D) pronounceable nonsense words composed of 
alternating consonants and vowels. At each position in 
the word, one of two possible letters could appear (e.g., 
the first letter could be either g or w). The two catego-
ries were generally formed around a prototype (e.g., ga-
fuzi versus wysero) with most category members differ-
ing from their category prototype along one or two 
dimensions (e.g., gasuzi). Category structures were 
either linearly separable (LS) or nonlinearly separable 
(NLS). Linearly separable categories are those that can 
be partitioned on the basis of some weighted additive 
combination of information along the individual dimen-
sions (M edin & Schwanenflugel, 1981). As shown in 
Table 1, the nonlinearly separable categories have an 
exception item that is similar to the prototype of the 
contrasting category (e.g., wysezo in the gafuzi 
category). In the first experiment of Smith et al. (1997), 
one set of category structures was relatively easy (ELS 
and ENLS) and another set of category structures was 
relatively difficult (DLS and DNLS).  
Each subject learned one of the four possible cate-

gory structures. On each trial of the experiment, the 
subject was presented with one of the items randomly 
selected from one of the two categories to be learned. 
The subject classified the item as a member of category 
A or category B and then received corrective feedback.  
Smith et al. (1997) tested the ability of prototype and 

exemplar models to account for the probabilities of 
classifying each stimulus as a member of category A or 
B on an individual subject basis. Across all four condi-
tions of Experiment 1, they found that the prototype 
model provided a better account of the observed data 
than the exemplar model for half of their subjects. Their 
evidence for a prototype model advantage is summa-
rized in Table 2. A YES in the second column signifies 
that at least some proportion of the individual subjects 
were displaying categorization behavior that a prototype 
model was better able to account for. 
To illustrate, focusing on the ENLS category, the 

subgroup of subjects that a prototype model better ac-
counted for averaged 92% , 78% , and 23%  correct on 
the prototypes, normal items, and exception items, re-
spectively. Consistent with the predictions of the proto-
type model, these subjects erroneously classified the ex-
ception items as being members of the category of the 
prototype they were most similar to. By contrast, the 

subgroup of subjects that an exemplar model better ac-
counted for averaged 81% , 79% , and 51%  correct on 
the prototypes, normal items, and exceptions.  
 Smith et al. (1997) and Smith and M inda (1998) 

provided further evidence for a prototype model advan-
tage across a series of experiments. One manipulation 
they performed varied the number of dimensions pre-
sent in the stimuli. W ith six dimensions (6D) it is possi-
ble to create well-differentiated categories (those with 
high within-category similarity and low between-
category similarity) with many members. However, with 
only four stimulus dimensions (4D), categories tend to 
be much less differentiated and tend to be much smaller. 
Smith and colleagues have argued that prototype mod-
els show their advantage where prototype abstraction is 
most likely to succeed, under those conditions where 
categories are composed of stimuli with many dimen-
sions, where categories are large in size, and where 
categories are well differentiated. (As a further manipu-
lation, in some experiments nonsense words were used, 
while in other experiments cartoon animals were used.) 
As summarized in Table 2, Smith et al. (1997) docu-
mented a series of conditions under which some propor-
tion of subjects used prototype abstraction. In Smith 
and M inda (1998), evidence for prototype abstraction, 
if present, was observed in the early stages of category 
learning; exemplar models generally fared better than 
prototype models in later stages of learning. For ex-
periments from that article, a YES in the second column 
of Table 2 signifies that a prototype model provided a 
superior account of early stages of category learning.  
As shown in Table 2, for some of the category struc-
tures Smith and colleagues tested, no evidence for pro-
totype abstraction was observed. 

A Sim ple Categorization Strategy 
In all of the experiments cited in Table 2, prototype and 
exemplar models were tested on their ability to account 
for category learning data. This data was obtained from 
trials in which subjects were presented a stimulus, made 
a response, received feedback, were presented the next 
stimulus, made a response, received feedback, and so 
on. Our goal was to investigate whether some subjects 
could be using some form of the following very simple 
strategy to provide the correct answer without relying 
on abstracted prototypes or learned exemplars. 
W e will use the category structure shown in Table 1 

as an example. Suppose on some trial, a subject is 
shown the following stimulus 

gafuzi 
and is then asked to classify it as a member of category 
A or category B. The subject responds �
�
������ and 
the computer provides the following feedback 

CORRECT, gafuzi is a member of �
�
������
Suppose the subject is next presented this stimulus 

gafuri
and is asked to classify it. The subject could rely on ab-
stracted prototypes, or remembered exemplars, or 



formed rules. But perhaps a far simpler strategy is to 
classify it in the same category as gafuzi since they are 
so similar to one another. The computer just verified 
that gafuzi is a member of �
�
������ so it is reasonable 
to guess that gafuri might also be a member of �
�
�����
� as well. The subject responds �
�
����� � and the 
computer provides the following feedback 

CORRECT, gafuri is a member of �
�
������
Suppose the subject is next presented this stimulus 

wasero 
and is asked to classify it. W ell, this stimulus looks 
quite different from the previous stimulus, gafuri, so it 
might make sense to classify it in the opposite category 
as gafuri. The subjects responds �
�
����� 7 and the 
computer provides the following feedback 

CORRECT, wasero is a member of �
�
�����7
Finally, suppose the subject is presented this stimulus 

gafezi
W ell, this stimulus looks very different from the previ-
ous one, wasero, so it might make sense to classify it in 
the opposite category. The subject responds �
�
������
and the computer provides the following feedback 

W RONG, gafezi is a member of �
�
�����7
Examining Table 1, we see that this stimulus is the ex-
ception to category B. Using this very simple strategy, 
our subject would seem to perform quite well at classi-
fying everything but the exceptions. Recall that Smith et 
al. (1997) reported that their subjects whose data was 
best fit by a prototype model consistently classified the 
exceptions in the wrong category as well. 

Table 2 : Evidence for Prototype Abstraction from 
Smith et al. (1997) and Smith & M inda (1998). See 
text for a key to the experiment notation. 

Experiment  Prototypes? Strategy? 
Smith et al. (1997) 

Experiment 1 6D ELS YES YES 
Experiment 1 6D DLS YES YES 
Experiment 1 6D ENLS YES YES 
Experiment 1 6D DNLS YES YES 
Experiment 2 4D NLS NO NO 
Experiment 2 6D NLS YES YES 

Smith & M inda (1998) 
Experiment 1 6D LS YES YES 
Experiment 1 6D NLS YES YES 
Experiment 2 6D LS YES YES 
Experiment 2 6D NLS YES YES 
Experiment 3 4D LS NO NO 
Experiment 3 4D NLS NO NO 
Experiment 4 4D NLS NO NO 
Experiment 4 6D NLS YES YES 
���
; The second column (Prototypes) indicates 
whether evidence for prototype abstraction was ob-
served. The third column (Strategy) indicates 
whether the simple strategy yields above chance 
performance. 

Does the Sim ple Strategy W ork? 
This is certainly a strategy that subjects could use to 
classify stimuli in an experiment. But, does it really 
work? In many cases, no. For example, let us consider 
the experiments reported by M edin and Schwanenflugel 
(1981). Different groups of subjects learned linearly 
separable and nonlinearly  separable categories. Their 
results were important because they found 
that NLS categories could be easier to learn than LS 
categories, a result inconsistent with additive prototype 
models. By contrast, this result was an a priori predic-
tion of multiplicative exemplar models. Let us first ex-
amine the category structure from the third experiment 
from M edin and Schwanenflugel (1981) in some detail. 
Using an abstract notation, for the LS structure, stimuli 
in category A were 0111, 1110, and 1001 and stimuli in 
category B were 1000, 0001, and 0110. For the NLS 
structure, stimuli in category A were 1100, 0011, and 
1111, and stimuli in category B were 0000, 0101, 1010. 
W e performed a M onte Carlo simulation of the simple 
strategy using these two category structures. For each of 
1000 simulated subjects for each structure, we gener-
ated a random sequence of stimulus trials. On each 
simulated trial, if the current stimulus matched the pre-
vious one on more than two dimensions, then the same 
category response as the previous stimulus was used. If 
the current stimulus matched the previous one on fewer 
than two dimensions, then the other category response 
was used. If the current stimulus matched the previous 
one on exactly two dimensions, then a random response  

Table 3 : Best fitting model (exemplar or proto-
type) to data simulated using the simple strategy. 
See text for a key to the experiment notation. 

Experiment  Prototypes? M odel 
Smith et al. (1997) 

Experiment 1 6D ELS YES Prototype 
Experiment 1 6D DLS YES Prototype 
Experiment 1 6D ENLS YES Prototype 
Experiment 1 6D DNLS YES Prototype 
Experiment 2 4D NLS NO −
Experiment 2 6D NLS YES Prototype 

Smith & M inda (1998) 
Experiment 1 6D LS YES Prototype 
Experiment 1 6D NLS YES Prototype 
Experiment 2 6D LS YES Prototype 
Experiment 2 6D NLS YES Prototype 
Experiment 3 4D LS NO −
Experiment 3 4D NLS NO −
Experiment 4 4D NLS NO −
Experiment 4 6D NLS YES Prototype 
���
; The second column (Prototypes) indicates 
whether evidence for prototype abstraction was ob-
served. The third column (M odel) indicates 
whether the Prototype or Exemplar model provided 
a better fit to the simulated data. 



was generated. Averaging across 1000 simulated sub-
jects, this strategy produced just 34.1%  accuracy on the 
LS structure and 33.7%  accuracy on the NLS structure. 
To see why this simple strategy produced accuracy far 
worse than just guessing, let us examine the NLS struc-
ture. Both NLS categories contain stimuli that mismatch 
each other on every dimension (1100 and 0011 in cate-
gory A, 0101 and 1010 in category B).  W hen these 
mismatching stimuli follow one another, they always 
produce the wrong response (e.g., erroneously catego-
rizing 0011 as a  member of category B because it is 
preceded by 1100 which was labeled a member of cate-
gory A). M oreover, on other pairs of sequential trials, 
stimuli that follow one another match on exactly half 
the dimensions, producing a random response.  
This simple strategy fails at other category structures 

as well. For the second experiment of M edin and 
Schwanenflugel (1981), the simple strategy produced 
46.6%  accuracy for their LS structure. For the category 
structure from Experiment 4 of M edin and Schaffer 
(1978), the simple strategy produced 44.6%  accuracy. 
Applying the simple strategy to the classic category 
structures from Shepard, Hovland, and Jenkins (1961), 
we obtain predicted accuracies for their problem Types 
I-IV as following: Type I : 70.8% , Type II : 42.7% , 
Type III : 57.3% , Type IV: 57.0% , Type V : 43.1% , 
Type VI : 15.2% . In addition to underpredicting the 
overall level of accuracy observed when subjects learn 
these various categories, this simple strategy mispre-
dicts the order of difficulty of the various problem 
types. For separable-dimension stimuli, the difficulty of 
the problems is ordered I < II < III,IV,V < VI (Nosof-
sky et al., 1994; see also Nosofsky & Palmeri, 1996). 
Clearly, this simple strategy is not what subjects can use 
in many categorization experiments. 
But, the simple strategy does work well when “learn-

ing” other category structures. Let us turn now to the 
category structures shown in Table 1, which were used 
in Experiments 1 and 2 of Smith and M inda (1998). 
Following the procedure described above, we used a 
M onte Carlo simulation procedure to generate categori-
zation responses for the LS and NLS categories using 
the simple strategy. For each of 1000 simulated sub-
jects, we generated a random sequence of stimuli, with 
each stimulus presented once per block. On each trial, if 
the current stimulus matched the previous one on more 
than three dimensions, then the category of the previous 
stimulus was used. If the current stimulus matched the 
previous one on fewer than three dimensions, then the 
other category was used. If the current stimulus matched 
the previous one on exactly three dimensions, then a 
random response was generated. 
Using this simple strategy, accuracy of approximately 

73%  correct was possible for both the LS and NLS 
category structures (excluding the two exceptions in the 
NLS structure, which the strategy erroneously classi-
fied, the overall accuracy for the remaining items was 
over 84% ). The overall performance is less than the ac-

curacies achieved by subjects in Smith and M inda 
(1998) by the end of learning, which was slightly over 
80%  correct for both structures. However, in their ex-
periment, evidence for the use of prototypes was only 
observed during the early blocks of learning. Smith and 
M inda fitted the prototype and exemplar models to 
blocks of 56 trials and found that the prototype model 
fitted better than the exemplar model during the early 
blocks of learning. It seems quite possible that subjects 
might start out using the simple strategy during the early 
blocks of learning, especially since the strategy cor-
rectly classifies nearly three out of four items. As sub-
jects acquire more experience with the categories, they 
may begin to shift to using stored exemplar information 
to improve performance. 
W e next tested the ability of this simple strategy to 

correctly categorize stimuli from the other category 
structures used by Smith and colleagues. As summa-
rized in Table 2, the simple strategy produced above 
chance categorization in just those category structures 
that Smith and colleagues found evidence for prototype 
abstraction. For notation, those category structures for 
which the simple strategy works are indicated by a YES 
in the third column of Table 2. Could the apparent use 
of prototypes actually be a signature for the use of this 
very simple strategy instead? 

W hich M odel Fits Better? 
Suppose that subjects are engaging in this simple strat-
egy of comparing the current stimulus with the previous 
one and selecting the category label accordingly. Let us 
further assume that they are not abstracting prototypes, 
are not learning rules, and are not remembering exem-
plars. Smith and colleagues obtained data from their 
subjects and compared how well a prototype model and 
an exemplar model accounted for categorization judg-
ments. If subjects are using the simple strategy, would a 
prototype model or an exemplar model provide a better 
account of the categorization judgments produced using 
this simple strategy? 
W e will focus on just those structures for which the 

simple strategy actually yields above chance categoriza-
tion, as indicated by a YES in the third column of Table 
2. Using the simple strategy, we employed the M onte 
Carlo simulation techniques discussed earlier to gener-
ate data from a large number of simulated subjects for 
each of the indicated category structures. W e then ex-
amined how well a prototype model or an exemplar 
model accounted for this simulated data. Clearly one 
possibility is that the prototype model accounted for 
some of the simulated data and an exemplar model ac-
counted for the rest of the simulated data. A far more in-
teresting possibility is that either an exemplar model or 
a prototype model provided a better account for the en-
tire set of simulated data. This would pose an interest-
ing problem of identifiability. The data were generated 
using a simple strategy of local stimulus comparisons 
without storing long-term category representations of 



any kind. Yet by comparing just a prototype model and 
an exemplar model, we may erroneously conclude on 
the basis of model fits that subjects were actually ab-
stracting prototypes or remembering exemplars. 
To be specific, we fitted a prototype model and an 

exemplar model to the simulated data generated using 
the simple strategy. For the exemplar model, an item to 
be classified is compared with the stored exemplars of 
category A and category B. The probability of classify-
ing the item into one of those categories is given by the 
relative summed similarity of the item to the stored ex-
emplars of the two categories. For the prototype model, 
the probability of classifying the item is given by the 
relative similarity to the prototypes of the two catego-
ries. Similarity between an item � and a stored exemplar 
< (or an abstracted prototype <) is given by 

∏=
m

ji
mij sS ),(δ

where the 0<��<1are free parameters along all � di-
mensions. The �>�!<? is a function that returns a 0 if � and 
< match along dimension � and returns a 1 if � and <
mismatch. A small value of �� indicates that dimension 
��is particularly diagnostic. Because of the multiplica-
tive similarity rule, mismatches along that dimension 
will have a large effect on decreasing similarity.  
For the exemplar model, evidence for category A, ��,

is found by summing the similarities of an item to all 
exemplars in category A, and evidence for category B, 
�B, is found by summing the similarities to all exem-
plars in category B. For the prototype model, evidence 
for category A, ��, is the similarity to the category A 
prototype, and the evidence for category B, �B, is the 
similarity to the category B prototype. The probability 
of classifying i into category A is then given by 

BBAA

AA
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where @� is the category A bias (as might be expected, 
the bias terms did not contribute to any significantly 
improved fits to the simulated data). The prototype 
model and the exemplar model were fitted to the simu-
lated data using a hill-climbing procedure that located 
parameters that minimized the sum of squared error be-
tween simulated observations and model predictions. 
The summary of this modeling was straightforward. 

The prototype model provided a better account of the 
data that was simulated using the simple strategy than 
did the exemplar model. This finding is summarized in 
Table 3. As shown in the third column, for every struc-
ture which could be “learned” using the simple strategy, 
and for which Smith and colleagues found evidence for 
prototype abstraction, the prototype model provided a 
superior account of the simulated data. Although the 
data was generated using a strategy that made no re-
course to abstract prototypes, the prototype model fitted 
that simulated data better than the exemplar model. If 
subjects were indeed using this simple strategy, one 
might erroneously conclude that they were abstracting 

prototypes when in fact they were relying on local 
stimulus information to make a categorization decision.  

Sum m ary and Conclusions 
Smith and colleagues (Smith et al., 1997; Smith & 

M inda, 1998) have provided evidence for prototype ab-
straction in category learning. W e noted that in their 
experiments, they examined data from learning trials in 
which feedback was always provided. W e investigated 
the possibility that subjects could use this corrective 
feedback to classify the subsequent item in the category 
learning task without making recourse to long-term 
category representations of any kind. According to this 
simple strategy, subjects must only compare the current 
item with the previous one. The previous item had been 
labeled explicitly by the experimenter in the form of 
corrective category feedback. The current item is classi-
fied in the same category as the previous one if they are 
sufficiently similar to one another, otherwise the current 
item is classified in the other category. 
First, we observed that those structures that Smith 

and colleagues found evidence for prototype abstraction 
were those category structures which could be “learned” 
using this simple strategy. In other words, engaging in 
these local stimulus comparisons could produce catego-
rization accuracy greater than chance. For comparison, 
we documented a number of other category structures 
for which this simple strategy would be unsuccessful. 
Second, we simulated data using this simple strategy 

for those structures for which the simple strategy would 
work. W e then fitted a prototype and an exemplar 
model to this simulated data. In every case, the proto-
type model fitted the simulated data better. If subjects 
were to use this simple strategy, without relying on 
stored category representations, we might erroneously 
conclude from these model fits that subjects were ab-
stracting prototypes when they were not. 
In a recent paper, Stewart, Brown, and Chater (in 

press) documented evidence for the use of sequential in-
formation in categorization similar to what we are pro-
posing. Using what they called a memory and contract 
(M AC) strategy, they tested whether subjects would re-
spond with the same category as on the previous trial if 
there was a small difference between the two stimuli, 
and a different label if the difference was large, just like 
the simple strategy we investigated. Not only did they 
demonstrate that the M AC strategy could achieve well 
over 80%  accuracy on the category structures they 
tested, but they also reported highly systematic se-
quence effects in the experiments they reported, which 
were consistent with the use of a M AC strategy. The se-
quence effects they observed were inconsistent with ex-
emplar models and other models they investigated. 
So, the conclusion of our work along with that of 

Stewart and colleagues is perhaps best described as a 
cautionary tale. W hen we engage subjects in category 
learning experiments, our goal is typically to understand 
something about the long-term category representations 



that subjects may have formed about those categories. 
Yet, subjects will use whatever information they have 
available to them to make a correct response, perhaps 
without even using any long-term category knowledge. 
They can clearly use feedback from previous trials to 
categorize on a current trial, at least under some cir-
cumstances. Or they can learn something about catego-
ries during testing in ways that may be entirely unan-
ticipated by the investigator. 
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