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Abstract

Simplicial distance in Bruhat-Tits buildings of split classical type

by

Xu Gao

This dissertation studies the notion of simplicial distance on Bruhat-Tits buildings.

That is a measure of proximity between vertices in the simplicial structure. The purpose

of this research is three-fold: (i). to provide a concrete characterization of the simplicial

distance; (ii). to better understand simplicial balls, and (iii). to derive a formula for the

simplicial volume and explore its asymptotic growth.

To accomplish these goals, a comprehensive examination of vertices becomes nec-

essary. They are analyzed using three frameworks: root systems, norms, and lattices.

By leveraging concave functions, we interpret simplicial balls as fixed-point sets of

Moy-Prasad subgroups and deduce a formula for the simplicial volume. Additionally,

the theory of 𝑞-exponential polynomials is developed to facilitate the asymptotic study.

Through this research, we focus on split classical types (namely, types of 𝐴𝑛, 𝐵𝑛, 𝐶𝑛,

𝐷𝑛, and any combination thereof) over a local field. The presented findings contribute

to the advancement of our understanding of Bruhat-Tits buildings.
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Chapter 1.

Introduction

From the datum of a reductive algebraic group G over a non-Archimedean valued field

𝐾, there is an outstanding space ℬ(G), called its Bruhat-Tits building, capturing the

intricate structures of G and playing an essential role in the study of it. The main part of

this theory was primarily developed in the 1960s-1980s by Goldman-Iwahori [GI63],

Iwahori-Matsumoto [IM65], Hĳikata [Hĳ75], and finally Bruhat-Tits [BT-1,BT-2,BT-

3, BT-4]. Since then, numerous advancements have emerged, such as functorial prop-

erties [Lan00, PY02, Pra20a, Pra20b], compactifications [BS73, Lan96, GR06, Wer07],

and Moy-Prasad filtrations [MP94, MP96, Yu15, FR17, Fin21a]. Different interpreta-

tions of Bruhat-Tits buildings has been found through various approaches, including

incidence geometry of lattices [Gar97], tropical linear algebra [JSY07,Wer11], and ana-

lytic geometry of reductive groups [RTW15,RTW22]. In the decades since, Bruhat-Tits

buildings has become an essential tool in many areas of mathematics, such as repre-

sentation theory [SS97,Adl98,Yu01,DeB02a,DeB02c,Fin21b] and harmonic analysis

[BM00,DeB02b,AD02] of reductive groups, arithmetic geometry [BS76,GS92,Rag94,

Tei95, Ji08], and mathematical physics [GKP+17]. We refer to [Tit79, Yu09, Ji12] for

1



Chapter 1. Introduction

surveys of Bruhat-Tits theory.

A Bruhat-Tits building ℬ over a local field 𝐾 is, in particular, a polysimplicial

complex. From the perspective of incidence geometry, we have a simplicial distance on

it. Specifically, given any two vertices 𝑥 and 𝑦 in ℬ, a path from 𝑥 to 𝑦 is a sequence

of adjacent vertices 𝑥0, 𝑥1, · · · , 𝑥𝑙 with 𝑥0 = 𝑥 and 𝑥𝑙 = 𝑦. The number 𝑙 is called the

length of the path. Then the simplicial distance between 𝑥 and 𝑦 is the length of a

shortest path from 𝑥 to 𝑦, and we denote it by 𝑑(𝑥, 𝑦). The notion of simplicial distance

plays a central role in this research, whose purpose is three-fold.

The first purpose is to provide a characterization of the simplicial distance in a Bruhat-

Tits building ℬ of split classical type. When ℬ is of split type 𝐴𝑛 and thus can be

realized as the building of the general linear group GL(𝑉) of a finite-dimensional vector

space 𝑉 over 𝐾, this is clear. Following [Gar97, §19.1; RTW15, 2.22], we can interpret a

vertex in ℬ as a homothety class of lattices in 𝑉. Then two vertices 𝑥 and 𝑦 are adjacent

if there exist representatives 𝐿 and 𝐿′, respectively, such that 𝐿 ⊇ 𝐿′ ⊇ 𝜛𝐿, where 𝜛 is

any uniformizer of the local field 𝐾. From this interpretation of the incidence relation,

one can prove that 𝑑(𝑥, 𝑦) ⩽ 𝑑 if and only if 𝐿 ⊇ 𝐿′ ⊇ 𝜛𝑑𝐿 (see [Suh22, 2.1.1] for a

proof). In Bruhat-Tits buildings of other split classical types, similar interpretations of

vertices and their incidence relations are provided in [Gar97, §20.1 – 20.3]. However,

given the complexity of these descriptions, it is difficult to obtain a portrayal of the

simplicial distance directly from it.

In [BT-1, BT-2] and their extensive follow-up literature, a Bruhat-Tits building ℬ

is constructed as a metric space equipped with a natural isometry group action. This

metric space is obtained by gluing together copies of a Euclidean affine space in a way

that respects the associated root system. This geometric description of ℬ allows us to

2



analyze its simplicial structure explicitly, by utilizing the geometry of the corresponding

root system. As a result, we obtain a characterization of the simplicial distance when

ℬ is of split classical type.

Theorem 1.1. In an irreducible Bruhat-Tits building of split classical type, two vertices

𝑥 and 𝑦 have simplicial distance at most 𝑑 if and only if they are separated by at most

𝑑 − 1 parallel walls. In particular, fixing a fixed special vertex 𝑜 as the reference point,

for any vertex 𝑥, we have

(1.1) 𝑑(𝑥, 𝑜) ⩽ 𝑑 ⇐⇒ 𝑎0(𝑥 − 𝑜) ⩽ 𝑑,

where 𝑎0 is the highest root relative to a Weyl chamber covering 𝑥.

The geometric description of a Bruhat-Tits building in [BT-1, BT-2] and its lattice

interpretation in [Gar97] are related through the methods of maximinorante norms

developed in [BT-3, BT-4]. By leveraging these connections, we are able to obtain a

portrayal (see Theorems 7.1, 7.3, and 7.4) of the simplicial distance in the context of

[Gar97], namely expressed in the language of lattices.

The second purpose is to sort out several notions related to simplicial balls. Let ℬ be

a Bruhat-Tits building and 𝑥 a vertex in it. The simplicial ball with center 𝑥 and radius

𝑟 is the set of all vertices with simplicial distance at most 𝑟 from 𝑥:

𝐵(𝑥, 𝑟) := {𝑦 is a vertex in ℬ | 𝑑(𝑥, 𝑦) ⩽ 𝑟}.

The simplicial sphere with center 𝑥 and radius 𝑟 is the set of all vertices with simplicial

distance exactly 𝑟 from 𝑥:

𝜕(𝑥, 𝑟) := {𝑦 is a vertex in ℬ | 𝑑(𝑥, 𝑦) = 𝑟}.

3



Chapter 1. Introduction

In a Bruhat-Tits building, a vertex is either special or adjacent to a special one. If two

vertices 𝑥 and 𝑦 are adjacent, then we have

𝐵(𝑥, 𝑟 − 1) ⊆ 𝐵(𝑦, 𝑟) ⊆ 𝐵(𝑥, 𝑟 + 1).

Thus, we may focus on special vertices.

In the rest of the dissertation, 𝑜 will be a fixed special vertex. The set 𝐵(𝑜, 𝑟) will

be denoted by 𝐵(𝑟) for short, and its cardinality will be denoted by SV(𝑟). Likewise,

the set 𝜕(𝑜, 𝑟) and its cardinality will be denoted by 𝜕(𝑟) and SSA(𝑟) respectively. The

functions SV( · ) and SSA( · ) are called the simplicial volume and the simplicial surface

area in ℬ respectively. The lattice description (Theorems 7.1, 7.3, and 7.4) gives us

a sense about what them count. For instance, in the Bruhat-Tits building of GL(𝑉), if

𝐿0 is in the homothety class of lattices corresponding to the reference point 𝑜, then the

quantity SV(𝑟) counts, up to homotheties, the lattices 𝐿 between 𝐿0 and 𝜛𝑟𝐿0. On the

other hand, Theorem 1.1 gives us the following geometric description of 𝐵(𝑟).

Theorem 1.2. In an irreducible Bruhat-Tits building of split classical type, the simplicial

subset of the building ℬ generated by the simplicial ball 𝐵(𝑟) is precisely the fixed-point

set of the Moy-Prasad subgroups of level 𝑟 at point 𝑜.

We will go into the details of Moy-Prasad subgroups in § 4.4. Here, please allow

the author to only mention that in the case of GL(𝑉), they are precisely the principal

congruent subgroups.

The last purpose of this dissertation is to analyze the asymptotic growths of the

functions SV( · ) and SSA( · ). Note that

𝜕(𝑟) = 𝐵(𝑟) \ 𝐵(𝑟 − 1).
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Therefore, for sufficiently large 𝑟, we have

𝐶1 · SSA(𝑟) ⩽ SV(𝑟) ⩽ 𝐶2 · SSA(𝑟),

where 𝐶1, 𝐶2 are positive constants. We use the asymptotic notation SV(𝑟)≍ SSA(𝑟) to

denote this fact.

One of the main theorems in this dissertation is the following.

Theorem 1.3. Let ℬ be an irreducible Bruhat-Tits building of split classical type over

a local field 𝐾 with residue cardinality 𝑞. Then the simplicial volume SV( · ) and the

simplicial surface area SSA( · ) in it have the following asymptotic dominant relation:

SV(𝑟) ≍ SSA(𝑟) ≍ 𝑟𝜀(𝑛)𝑞𝜋(𝑛)𝑟,

where 𝜀(𝑛) and 𝜋(𝑛) are shown in the following table.

Split type of ℬ 𝜀(𝑛) 𝜋(𝑛)
𝐴𝑛 (𝑛 is odd) 0 ( 𝑛+12 )2

𝐴𝑛 (𝑛 is even) 1 𝑛
2 ( 𝑛2 + 1)

𝐵𝑛 (𝑛 = 3) 0 5

𝐵𝑛 (𝑛 ⩾ 4) 0 𝑛2

2

𝐶𝑛 (𝑛 ⩾ 2) 0 𝑛(𝑛+1)
2

𝐷𝑛 (𝑛 = 4) 2 6

𝐷𝑛 (𝑛 ⩾ 5) 1 𝑛(𝑛−1)
2

Table 1.1. Asymptotic dominant of SV( · ) and SSA( · )

Remark. This theorem only talks about irreducible Bruhat-Tits buildings. However, we

will see in § 6.1 that general asymptotic results can be deduced from the irreducible
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Chapter 1. Introduction

ones.

Remark. When the Bruhat-Tits building ℬ is of split type 𝐴𝑛, this asymptotic dominant

relation is given in [Suh22, 2.1.2]. We refer to [Suh21,Suh22] for an application of it.

In order to analyze the asymptotic behaviors of the functions SV( · ) and SSA( · ),
we need formulas for them in terms of the root system Φ and the ground local field 𝐾.

This is achieved by the following theorem.

Theorem 1.4. Let ℬ be a Bruhat-Tits building of split type Φ over a local field 𝐾 with

residue cardinality 𝑞. Then the simplicial volume SV( · ) and the simplicial surface

area SSA( · ) in it can be computed by the following formulas:

SV(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
𝑞deg(𝒫Φ;𝐼)

∑︁
𝑥∈𝐵(𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

𝑞⌈𝑎(𝑥)⌉ ,

SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
𝑞deg(𝒫Φ;𝐼)

∑︁
𝑥∈𝜕(𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

𝑞⌈𝑎(𝑥)⌉ ,

where

• ⌈ · ⌉ is the ceiling function,

• Δ is a basis of the root system Φ,

• 𝒫Φ;𝐼 is the Poincaré polynomial associated to the pair (Φ, 𝐼),
• 𝑣𝐶 is a Weyl chamber of Φ,

• and the index sets 𝐵(𝑟, 𝑣𝐶, 𝐼) (resp. 𝜕(𝑟, 𝑣𝐶, 𝐼)) consists of the vertices in 𝑜 + 𝑣𝐶

having type 𝐼 with simplicial distance at most 𝑟 (resp. exactly 𝑟) from 𝑜.

In order to apply the formulas, we need to find explicit descriptions of the index

sets 𝐵(𝑟, 𝑣𝐶, 𝐼) and 𝜕(𝑟, 𝑣𝐶, 𝐼). When Φ is classical, such descriptions follow from

Theorem 1.1. Then we immediately see that each formula in Theorem 1.4 can be
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expanded into a finite linear combination of multi-summations of the form

∑︁
𝑐1,··· ,𝑐𝑡

𝑞𝐿(𝑐1,··· ,𝑐𝑡)+𝑒(𝑐1,··· ,𝑐𝑡) ,

where 𝐿(𝑐1, · · · , 𝑐𝑡) is a linear form of the variables 𝑐1, · · · , 𝑐𝑡 and 𝑒(𝑐1, · · · , 𝑐𝑡) is a

parity function of 𝑐1, · · · , 𝑐𝑡. In order to handle such multi-summations, the notion of

(super) 𝑞-exponential polynomials is introduced and studied. Applying general result on

(super) 𝑞-exponential polynomials, we are able to prove Theorem 1.3 and the following

improvement.

Theorem 1.5. Notations are as in Theorem 1.3.

(i). Suppose ℬ is of split type 𝐴𝑛, 𝐶𝑛, 𝐵3, or 𝐷4. Then the simplicial volume SV( · )
in it has the following asymptotic growth as 𝑟 →∞:

SV(𝑟) ∼ 𝐶(𝑛) · 𝑟𝜀(𝑛)𝑞𝜋(𝑛)𝑟,

where 𝐶(𝑛) is a positive number that is a rational function of 𝑞. Similarly, the

simplicial surface area SSA( · ) has the following asymptotic growth as 𝑟 →∞:

SSA(𝑟) ∼ 𝐶(𝑛) · 𝑟𝜀(𝑛)𝑞𝜋(𝑛)𝑟,

where 𝐶(𝑛) is a positive number that is a rational function of 𝑞.

(ii). Suppose ℬ is of split type 𝐵𝑛 (𝑛 ⩾ 4) or 𝐷𝑛 (𝑛 ⩾ 5). Then the simplicial volume

SV( · ) in it has the following asymptotic growth as 𝑟 →∞:

SV(2𝑟) ∼ 𝐶0(𝑛) · 𝑟𝜀(𝑛)𝑞2𝜋(𝑛)𝑟,

SV(2𝑟 + 1) ∼ 𝐶1(𝑛) · 𝑟𝜀(𝑛)𝑞2𝜋(𝑛)𝑟,

7



Chapter 1. Introduction

where 𝐶0(𝑛) and 𝐶1(𝑛) are positive numbers that are rational functions of 𝑞.

Similarly, the simplicial surface area SSA( · ) in ℬ has the following asymptotic

growth as 𝑟 →∞:

SSA(2𝑟) ∼ 𝐶0(𝑛) · 𝑟𝜀(𝑛)𝑞2𝜋(𝑛)𝑟,

SSA(2𝑟 + 1) ∼ 𝐶1(𝑛) · 𝑟𝜀(𝑛)𝑞2𝜋(𝑛)𝑟,

where 𝐶0(𝑛) and 𝐶1(𝑛) are positive numbers that are rational functions of 𝑞.

Indeed, we will prove stronger results (see Theorems 11.1, 12.1, 12.2, 13.1, and 13.2)

and give explicit formulas for the involved leading coefficients.

Plan This dissertation is organized as follows.

Chapters 2 to 5 form Part I. In this part, we will review the theory of Bruhat-Tits

buildings and fix conventions.

Chapters 6 to 8 form Part II. In this part, we will analyze vertices in apartments

of split classical types, give a concrete characterization of the simplicial distance, and

prove the formulas of the simplicial volume and the simplicity surface area shown in

Theorem 1.4.

The rest chapters form Part III, which focuses on the asymptotic behaviors of the

functions SV( · ) and SSA( · ). In Chapter 10, we will introduce the concept of (su-

per) 𝑞-exponential polynomials, providing a foundation for the subsequent chapters.

Chapters 11 to 14 then utilize this concept to analyze and understand the asymptotic

behaviors of the simplicial volume and simplicial surface area in Bruhat-Tits buildings

of split types 𝐴𝑛, 𝐵𝑛, 𝐶𝑛, and 𝐷𝑛.
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Chapter 2.

General Theory of Buildings

We begin with some generality on buildings.

§ 2.1. Projective geometry over 𝔽𝑞 and 𝔽1

Back in the 1950s, Jacques Tits noticed the following interesting phenomenons [Tit57].

2.1.1. Let ℙ𝔽 𝑛𝑞 be the projective space associated to the vector space 𝔽 𝑛𝑞 . Then its

cardinality (or equivalently, the number of one-dimensional subspaces of 𝔽 𝑛𝑞 ) can be

presented by the quantum number [𝑛]𝑞 :=
∑𝑛−1
𝑖=0 𝑞𝑖. If we pass to the limit 𝑞→ 1, then

we get 𝑛, the number of coordinate labels {1, 2, · · · , 𝑛}. Recalling how we count the

cardinality of ℙ𝔽 𝑛𝑞 using the coordinates, we can view the set 𝑃𝑛 = {1, 2, · · · , 𝑛} as the

analogue of ℙ𝔽 𝑛𝑞 over the imaginary “prime field of characteristic one∗” 𝔽1.

More generally, we can count points, lines, planes, . . . in ℙ𝔽 𝑛𝑞 . They correspond

to points of the Grassmannians Gr
(
1, 𝔽 𝑛𝑞

)
,Gr

(
2, 𝔽 𝑛𝑞

)
,Gr

(
3, 𝔽 𝑛𝑞

)
, . . . . In general, the

Grassmannian Gr
(
𝑘, 𝔽 𝑛𝑞

)
consists of subspaces of 𝔽 𝑛𝑞 having dimension 𝑘 and its cardi-

∗Namely, the addition collapses. For an introduction, see [Lor18] especially §1.1.
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§2.1. Projective geometry over 𝔽𝑞 and 𝔽1

nality can be presented by the quantum binomial
[𝑛
𝑘

]
𝑞

(see 2.1.4). If we pass to the limit

𝑞→ 1, then we get
(𝑛
𝑘

)
, which is the number of 𝑘-subsets of 𝑃𝑛.

2.1.2. The above can be organized into incidence geometry: namely the combinatorial

gadget describing which proper subspace belongs to which. On the 𝔽𝑞-side, a nontrivial

proper subspace of 𝔽 𝑛𝑞 is of color 𝑘 if it is 𝑘-dimensional and two such subspaces are

said to be incident if one of them belongs to another properly. In this way, we organize

nontrivial proper subspaces of 𝔽 𝑛𝑞 into a colored simplicial complex ℬ(𝑛, 𝑞), in which

a 𝑘-simplex is a flag

𝔽 𝑛𝑞 = 𝑉0 ⊋ 𝑉1 ⊋ 𝑉2 ⊋ · · · ⊋ 𝑉𝑘+1 ⊋ 0

of subspaces of 𝔽 𝑛𝑞 . On the 𝔽1-side, a nonempty proper subset of 𝑃𝑛 is of color 𝑘 if it

has cardinality 𝑘 and two such subsets are said to be incident if one of them belongs to

another properly. In this way, we organize nonempty proper subsets of 𝑃𝑛 into a colored

simplicial complex ℬ(𝑛, 1), in which a 𝑘-simplex is a flag

𝑃𝑛 = 𝐼0 ⊋ 𝐼1 ⊋ 𝐼2 ⊋ · · · ⊋ 𝐼𝑘+1 ⊋ ∅

of subsets of 𝑃𝑛.

The two sides are related as follows. Fix a basis 𝒆 of 𝔽 𝑛𝑞 (for example, the standard

basis). Then to take a nontrivial proper subspace 𝑉 of 𝔽 𝑛𝑞 having a basis which is part

of 𝒆 amounts to taking a nonempty proper subset 𝐼 of 𝒆 (which is in bĳection to 𝑃𝑛) and

𝑉 is 𝑘-dimensional if and only if 𝐼 has cardinality 𝑘. Moreover, to take a flag respecting

the basis 𝒆 in the sense that each 𝑉𝑖 has a basis being part of 𝒆 amounts to taking a flag

of nonempty proper subsets of 𝒆.

However, different choices of bases may give the same subcomplex: for instance,

11



Chapter 2. General Theory of Buildings

when the two bases are different by a diagonal matrix. To avoid this, it is better to

keep in the region of projective geometry. So instead of fixing a basis, we fix a frame

𝚲, that is an 𝑛-set of points {𝑥1, 𝑥2, · · · , 𝑥𝑛} in ℙ𝔽 𝑛𝑞 in general position (namely, they

do not belong to a common hyperplane), or equivalently, an 𝑛-set of one-dimensional

subspaces {𝝀1, · · · , 𝝀𝑛} of 𝔽 𝑛𝑞 spanning 𝔽 𝑛𝑞 . Then different choices of frames do give

different subcomplexes of ℬ(𝑛, 𝑞).
In this way, we associate to each frame 𝚲 a subcomplex 𝒜(𝚲) of ℬ(𝑛, 𝑞) isomorphic

to ℬ(𝑛, 1) and the complex ℬ(𝑛, 𝑞) is the union of them. They are the prototypes of

buildings and apartments.

2.1.3. There is a natural action of𝐺 = GL
(
𝔽 𝑛𝑞

)
, the general linear group (but essentially,

it is the action of PGL
(
𝔽 𝑛𝑞

)
, the projective linear group) on ℬ(𝑛, 𝑞). This action comes

from the action of PGL
(
𝔽 𝑛𝑞

)
on ℙ𝔽 𝑛𝑞 and hence on each Grassmannian Gr

(
𝑘, 𝔽 𝑛𝑞

)
.

Fix a frame 𝚲 (for example, the one given by the standard basis), then the stabilizer

of the subcomplex 𝒜(𝚲) is precisely the stabilizer of the frame itself. Let’s denote it

by 𝑁 (𝚲) (in our example of standard basis, it is the group of monomial matrices, i.e.

matrices that have precisely one nonzero entry in each row and each column). The

fixator of 𝚲 acts trivially on 𝒜(𝚲). Let’s denote it by 𝑍(𝚲) (in our example of standard

basis, it is the group of diagonal matrices). The quotient group𝑊 (𝚲) := 𝑁 (𝚲)/𝑍(𝚲) is

called the Weyl group associated to 𝚲. Then one finds that 𝑊 (𝚲) ∼= 𝔖𝑛, the symmetric

group, which acts naturally on 𝑃𝑛 and hence on ℬ(𝑛, 1) exactly as𝑊 (𝚲) acts on 𝒜(𝚲).

2.1.4. Let’s consider the maximal simplices in ℬ(𝑛, 𝑞). From the description in 2.1.2,

we see that a maximal simplex is nothing but a complete flag

𝔽 𝑛𝑞 = 𝑉0 ⊋ 𝑉1 ⊋ 𝑉2 ⊋ · · · ⊋ 𝑉𝑛−1 ⊋ 0
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of subspaces of 𝔽 𝑛𝑞 . Using an induction argument, it is not difficult to see that the

number of complete flags is presented by the quantum factorial [𝑛]𝑞! :=
∏𝑛

𝑖=1 [𝑖]𝑞. The

quantum factorials are related to quantum binomials by the formula
[
𝑛

𝑘

]
=

[𝑛]𝑞!
[𝑘]𝑞![𝑛 − 𝑘]𝑞! .

This can be seen by picking the 𝑘-dimensional subspace 𝑉𝑛−𝑘 from a complete flag,

breaking it into a complete flag of 𝑉𝑛−𝑘 and a complete flag of 𝔽 𝑛𝑞 /𝑉𝑛−𝑘.
The maximal simplices in ℬ(𝑛, 1) are complete flags

𝑃𝑛 = 𝐼0 ⊋ 𝐼1 ⊋ 𝐼2 ⊋ · · · ⊋ 𝐼𝑛−1 ⊋ ∅

of subsets of 𝑃𝑛. There are 𝑛! such complete flags. The number 𝑛! is precisely the

𝑞→ 1 limit of [𝑛]𝑞!.
The stabilizer of a complete flag is called a Borel subgroup of 𝐺. Note that the action

of 𝐺 on complete flags is transitive. Hence, the number of complete flags is the index

of a Borel subgroup in 𝐺.

Let’s take the standard basis 𝒆 = (𝑒1, · · · , 𝑒𝑛) of 𝔽 𝑛𝑞 and let 𝑉𝑘 =
⊕𝑛−𝑘

𝑖=1 𝔽𝑞𝑒𝑖. Then

we get a complete flag whose stabilizer 𝐵 is precisely the group of invertible upper

triangular matrices. Straightforward computation shows that 𝐵 has order 𝑞(𝑛2) (𝑞 − 1)𝑛

and thus 𝐺 has order 𝑞(𝑛2) (𝑞 − 1)𝑛 [𝑛]𝑞!.

2.1.5. We summarize above as follows.

(i). On the 𝔽𝑞-side, we have the “building” ℬ(𝑛, 𝑞), which is the union of “apart-

ments” 𝒜(𝚲), one for each frame 𝚲, and the number of them is

#𝐺
#𝑁 (𝚲) =

#𝐵 · #{complete flags}
#𝑍(𝚲) · #𝔖𝑛

=
𝑞(𝑛2) (𝑞 − 1)𝑛 [𝑛]𝑞!
(𝑞 − 1)𝑛𝑛!

=
𝑞(𝑛2) [𝑛]𝑞!

𝑛!
.
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Each “apartment” 𝒜(𝚲) is isomorphic to ℬ(𝑛, 1), the one on the 𝔽1-side. Hence, the

“building”ℬ(𝑛, 𝑞) can be seen as so many copies ofℬ(𝑛, 1) glued together. By passing

to the limit 𝑞→ 1, this quantity gives 1, coinciding with the number of “apartments” in

ℬ(𝑛, 1).
(ii). The quantum factorial [𝑛]𝑞! counts the maximal simplices in ℬ(𝑛, 𝑞), which

becomes 𝑛!, the number of maximal simplices in ℬ(𝑛, 1) by taking the limit 𝑞→ 1.

(iii). The quantum binomial
[𝑛
𝑘

]
counts the vertices of color 𝑘 in ℬ(𝑛, 𝑞), which

becomes
(𝑛
𝑘

)
, the number of vertices of color 𝑘 in ℬ(𝑛, 1) by taking the limit 𝑞→ 1.

(iv). There are more combinatorial quantities in ℬ(𝑛, 𝑞) becoming ones for ℬ(𝑛, 1)
by taking the limit 𝑞→ 1.

Tits’s observations are not limited to PGL
(
𝔽 𝑛𝑞

)
. In fact, he did for all semisimple

groups over 𝔽𝑞. Of course, there was no 𝔽1-geometry back in Tits’ time, but it seems the

above observations inspired him to develop the theory of buildings with the following

principle:

Buildings are multifold apartments and apartments are 𝑞→ 1 limit case of

buildings, which can be thought as forgetting the additive arithmetic of the

base field.

§ 2.2. Abstract Buildings

Before moving on, we now give a formal definition of polysimplicial complexes.

Definition 2.2.1. An (abstract) simplicial complex is a nonempty poset S (whose

members are called simplices) satisfying
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S1. any two simplices 𝜎, 𝜏 have an infimum 𝜎 ∩ 𝜏;

So there is a unique smallest element in S, called the empty simplex, denoted by ∅.

S2. for each simplex 𝜎 the poset S⩽𝜎 of simplices smaller than 𝜎 (they are called faces

of 𝜎) form a Boolean lattice of rank 𝑘, namely isomorphic to the power set of

a 𝑘-set, for some finite 𝑘. In this case, we say 𝜎 is of dimension 𝑘 − 1 and is a

(𝑘 − 1)-simplex.

The dimension of S is the supremum of dimensions of its simplices. The minimal

nonempty simplices are of dimension 0 and are thus called vertices. Let V denote the

set of vertices. Then S can be identified with a poset of nonempty subsets ofV.

A morphism between simplicial complexes is a map preserving infima, suprema and

the empty simplex ∅. Note that this implies that such a morphism is determined by

its restriction to vertices. So equivalently, such a morphism is a map between vertices

extending to a monotonic map preserving simplices. A morphism 𝜑 : S → S′ is said

to fix a simplex 𝜎 ∈ S ∩ S′ pointwise if it induces an identity from S⩽𝜎 to S′⩽𝜎.
A polysimplicial complex is a Cartesian product of simplicial complexes (in the

category of posets) and morphisms between polysimplicial complexes are therefore

defined.

Example 2.2.2. One can verify that ℬ(𝑛, 𝑞) and ℬ(𝑛, 1) are simplicial complexes.

Let’s analyze how the “apartments” 𝒜(𝚲) are glued into the “building” ℬ(𝑛, 𝑞).

Proposition 2.2.3. For any two simplices 𝐹, 𝐹′ in ℬ(𝑛, 𝑞), there is an “apartment”

𝒜(𝚲) containing both of them.
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Proof. We may assume 𝐹, 𝐹′ are maximal, i.e. being complete flags:

𝐹 : 𝔽 𝑛𝑞 = 𝑉0 ⊋ 𝑉1 ⊋ 𝑉2 ⊋ · · · ⊋ 𝑉𝑛−1 ⊋ 0,

𝐹′ : 𝔽 𝑛𝑞 = 𝑉′0 ⊋ 𝑉
′
1 ⊋ 𝑉

′
2 ⊋ · · · ⊋ 𝑉′𝑛−1 ⊋ 0.

Then we may view them as composition series for 𝔽 𝑛𝑞 . Therefore, by the Jordan-Hölder

Theorem, there is a permutation 𝜋 of 𝑃𝑛 = {1, 2, · · · , 𝑛} such that whenever 𝑗 = 𝜋(𝑖),
we have isomorphisms

𝑉𝑛−𝑖

𝑉𝑛−𝑖+1

𝑉𝑛−𝑖 ∩ 𝑉′𝑛− 𝑗
(𝑉𝑛−𝑖+1 ∩ 𝑉′𝑛− 𝑗) + (𝑉𝑛−𝑖 ∩ 𝑉′𝑛− 𝑗+1)

𝑉′𝑛− 𝑗
𝑉′𝑛− 𝑗+1

∼ ∼

induced from inclusions. Let 𝝀𝑖 be the one-dimensional subspace of 𝑉𝑛−𝑖 ∩ 𝑉′𝑛− 𝑗 whose

image in above quotients are non-trivial. Then 𝚲 = {𝝀1, 𝝀2, · · · , 𝝀𝑛} is a frame with

𝒜(𝚲) containing both 𝐹 and 𝐹′. □

Proposition 2.2.4. If 𝒜(𝚲) and 𝒜(𝚲′) are two “apartments” containing both 𝐹 and

𝐹′, then there is an isomorphism between them fixing 𝐹 and 𝐹′ pointwise.

Proof. Again, we may assume 𝐹, 𝐹′ are maximal and let 𝑉𝑖, 𝑉′𝑖 , 𝝀𝑖 be as above. Then

𝑖 ↦→ 𝝀𝑖 induces an isomorphism 𝜙𝚲 : ℬ(𝑛, 1) → 𝒜(𝚲). The inverse of it can be

described by vertices as

𝜓𝚲 : 𝑈 ↦→ {𝑖 ∈ 𝑃𝑛 | 𝑈 ∩ 𝑉𝑛−𝑖+1 ≠ 𝑈 ∩ 𝑉𝑛−𝑖}.

Similarly, we have an isomorphism 𝜙𝚲′ : ℬ(𝑛, 1) → 𝒜(𝚲′) and its inverse 𝜓𝚲′ . Note

that the morphism 𝜓𝚲 (and similarly 𝜓𝚲′) is determined by the complete flag 𝐹, we

conclude that 𝜓𝚲 and 𝜓𝚲′ coincide on the intersection of 𝒜(𝚲) and 𝒜(𝚲′). Then

𝜙𝚲′ ◦ 𝜓𝚲 is an isomorphism between 𝒜(𝚲) and 𝒜(𝚲′) fixing 𝐹 and 𝐹′ pointwise. □
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§2.2. Abstract Buildings

Then the buildings can be defined as follows.

Definition 2.2.5. A (abstract) building is a polysimplicial complex ℬ equipped with a

family A of subcomplexes of ℬ, whose members are called apartments, such that the

following axioms are satisfied.

B0. Each apartment 𝐴 ∈ A is isomorphic to an abstract apartment 𝒜.

B1. For any two simplices 𝐹, 𝐹′, there is an apartment 𝐴 containing them.

B2. If 𝐴, 𝐴′ are two apartments containing both 𝐹 and 𝐹′, then there is an isomor-

phism between 𝐴 and 𝐴′ fixing 𝐹 and 𝐹′ pointwise.

A morphism between buildings is a morphism of the underlying polysimplicial com-

plexes which maps apartments in apartments.

Of course, one has to define what is an apartment to make this definition sense.

Example 2.2.6. ℬ(𝑛, 𝑞) is a building with apartments isomorphic to ℬ(𝑛, 1).

Let’s analyze what the “apartment” ℬ(𝑛, 1) looks like.

Proposition 2.2.7. All maximal simplices have the same dimension.

Proof. This is clear, they are precisely the (𝑛 − 1)-subsets of 𝑃𝑛. □

Proposition 2.2.8. Any two maximal simplices 𝐶, 𝐶′ are connected by a sequence

(𝐶0, 𝐶1, · · · , 𝐶𝑠) with 𝐶0 = 𝐶 and 𝐶𝑠 = 𝐶′ such that for each 𝑖, 𝐶𝑖−1 ∩𝐶𝑖 has codimension

1 in both 𝐶𝑖−1 and 𝐶𝑖.

Proof. Note that a maximal simplex in ℬ(𝑛, 1) is a complete flag, hence a sequence

(𝑖1, 𝑖2, · · · , 𝑖𝑛−1), which can be identified with an ordering of 𝑃𝑛. Hence, any two such

17



Chapter 2. General Theory of Buildings

simplices are different by a permutation 𝜋 ∈ 𝔖𝑛. But any permutation can be written as

the composition of transpositions while two sequences different by a transposition meet

in a sequence with one term being removed. □

In general, a polysimplicial complex which has above properties is called a chamber

complex and its maximal simplices are called chambers. A one-codimensional face of

a chamber is called a panel. A sequence (𝐶0, 𝐶1, · · · , 𝐶𝑠) connecting two chambers by

panels is called a gallery. Note that any Boolean lattice is a chamber complex with a

unique chamber: its maximal element. A chamber map between chamber complexes is

a morphism mapping chambers to chambers.

Proposition 2.2.9. There is a coloring, namely a chamber map from the complex to a

Boolean lattice.

Proof. It suffices to define colors for vertices. Then the color of a simplex would be the

set of the colors of its vertices. For instance, one can define the color of a vertex as its

cardinality as in 2.1.2. □

In general, a chamber complex which has this property is said to be colorable. It

is worth noticing that any two colorings are different by an isomorphism of Boolean

lattices (in other words, up to a permutation of the colors of vertices).

Proposition 2.2.10. The Weyl group acts transitively on the simplices of the same color.

Proof. Two simplices 𝐹 = (𝐼𝑖) and 𝐹′ = (𝐼′𝑖) are of the same color means two things:

first, they have the same number of entries; second, each pair of entries (𝐼𝑖, 𝐼′𝑖) have

the same cardinality. This is precisely the condition for the existence of a permutation

𝜋 ∈ 𝔖𝑛 interchanging them. □
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§2.2. Abstract Buildings

Proposition 2.2.11. Fix a chamber 𝐶, then all the stabilizers of its panels in the Weyl

group are of order 2 and their generators 𝑠 𝑗 form a generating system 𝑆 of the Weyl

group with generating relations of the form (𝑠𝑖𝑠 𝑗)𝑚𝑖 𝑗 = 1.

Proof. As in Proposition 2.2.8, a chamber 𝐶 is a sequence (𝑖1, 𝑖2, · · · , 𝑖𝑛−1). Let 𝑖𝑛 be

the complement of this sequence in 𝑃𝑛. Then for each panel obtained from 𝐶 by deleting

𝑖 𝑗, let 𝑠 𝑗 be the transposition (𝑖 𝑗, 𝑖𝑛). Then this panel’s stabilizer is precisely
{
1, 𝑠 𝑗

}
and

one can verify the system 𝑆 = {𝑠1, · · · , 𝑠𝑛−1} satisfies the requirement. □

Note that it follows from Proposition 2.2.11 that the stabilizer of a face of𝐶 is generated

by those 𝑠 𝑗 with 𝑗 being not a color of its vertex. Furthermore, the complex ℬ(𝑛, 1)
can be built from the pair (𝑊, 𝑆) of the Weyl group 𝑊 = 𝔖𝑛 and the system 𝑆 = (𝑠 𝑗) of

generators in Proposition 2.2.11. Indeed, any face of the chamber 𝐶 corresponds to the

subset 𝐼 of 𝑆 generating its stabilizer and any simplex is translated to such a face by an

element of 𝑊, unique up to the stabilizer ⟨𝐼⟩. Therefore, the simplices in ℬ(𝑛, 1) can

be identified with the cosets 𝑤⟨𝐼⟩ with 𝑤 ∈ 𝑊 and 𝐼 ⊆ 𝑆.

Definition 2.2.12. A Coxeter system is a pair (𝑊, 𝑆) of a group 𝑊 and a system of its

generators 𝑆 = {𝑠1, 𝑠2, · · · , 𝑠𝑛} such that all 𝑠𝑖 are of order 2 and the generating relations

for 𝑆 are of the form (𝑠𝑖𝑠 𝑗)𝑚𝑖 𝑗 = 1. Its Coxeter complex Σ(𝑊, 𝑆) is the polysimplicial

complex defined as the complex of cosets of the form 𝑤⟨𝐼⟩ with 𝑤 ∈ 𝑊 and 𝐼 ⊆ 𝑆,

where the order is given by reverse inclusion.

Then Propositions 2.2.7 to 2.2.11 shows that ℬ(𝑛, 1) is isomorphic to the Coxeter

complex Σ(𝔖𝑛, 𝑆), where 𝑆 can be chosen to be any generating system of transpositions,

for instance 𝑆 = {(1, 𝑛), (2, 𝑛), · · · , (𝑛 − 1, 𝑛)}.
A morphism between Coxeter systems (𝑊, 𝑆) and (𝑊′, 𝑆′) is a group homomorphism

19



Chapter 2. General Theory of Buildings

𝑓 : 𝑊 →𝑊′ such that 𝑓 (𝑆) ⊆ 𝑆′. In this category, a Coxeter system (𝑊, 𝑆) is a product

of subsystems (𝑊𝑖, 𝑆𝑖)1⩽𝑖⩽𝑚 if we have a group decomposition 𝑊 = 𝑊1 × · · · ×𝑊𝑚 and

a set decomposition 𝑆 = 𝑆1 ⊔ · · · ⊔ 𝑆𝑚. A Coxeter system is irreducible if it can not be

decomposed into proper subsystems.

One can see that morphisms between Coxeter systems induce morphisms between

their Coxeter complexes and such a functor is compatible with the decomposition. In

particular, a Coxeter complex of an irreducible Coxeter system is simplicial.

Now, we can complete Definition 2.2.5 by defining an apartment to be a polysimplicial

complex isomorphic to the Coxeter complex of some Coxeter system.

A Coxeter complex Σ(𝑊, 𝑆) is finite if and only if𝑊 is finite if and only if all 𝑚𝑖 𝑗 are

finite. If this is the case, this Coxeter complex is said to be spherical, otherwise it is

affine. A building is said to be spherical (resp. affine) if its apartments are isomorphic

to a spherical (resp. affine) Coxeter complex.

We have seen that ℬ(𝑛, 𝑞) is such a building: its apartments are isomorphic to the

Coxeter complex Σ(𝔖𝑛, 𝑆). This is not an accident. In fact, any reductive group over an

arbitrary field gives rise to such a building. They are called the Tits buildings. We refer

to [Bourbaki, chap.IV] for the theory of Coxeter systems and [Tit74] for a treatment of

Tits buildings in the language of Coxeter complexes.

§ 2.3. Euclidean apartments

Although buildings can be defined and studied in a pure combinatorial way, it would be

more intuitive and convenient if we can also define them geometrically.

2.3.1. One way to visualize the Coxeter complex Σ(𝔖𝑛, 𝑆) is the follows. The group𝔖𝑛
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§2.3. Euclidean apartments

acts faithfully on ℝ𝑛 as permutations of the coordinates. For any transposition (𝑖, 𝑗), its

set of fixed points is the hyperplane
{(𝑥0, · · · , 𝑥𝑛−1) ∈ ℝ𝑛

�� 𝑥𝑖 = 𝑥 𝑗
}
, and it thus acts as

the reflection respect to this hyperplane. Therefore, the group 𝔖𝑛 can be determined

by the reflections/hyperplanes defined by the transpositions. Moreover, the hyperplanes

partition ℝ𝑛 into pieces of various dimensions with an obvious order relation: one such

a piece belongs to the closure of another. This gives rise to a complex isomorphic to

Σ(𝔖𝑛, 𝑆). The system 𝑆 can be obtained as the reflections respect to a chamber.

With this example in mind, we make the following definition.

Definition 2.3.2. A (Euclidean) apartment 𝒜 is a Euclidean affine space 𝔸 equipped

with a reflection group 𝑊 (called its Weyl group) on it.

Let 𝔸 be a Euclidean affine space. We use 𝑣𝔸 to denote its associated vector space.

For an affine transformation 𝑓 on 𝔸, we use 𝑣𝑓 to denote its vectorial part. For an affine

subspace 𝑋 of 𝔸, we use 𝑣𝑋 to denote its direction.

A reflection on 𝔸 is an affine isometry whose fixed points form a hyperplane. Any

hyperplane 𝐻 is associated with a reflection 𝑟𝐻 with respect to it.

A reflection group𝑊 is a group of affine isometries generated by reflections and such

that its vectorial part 𝑣𝑊 is finite. 𝑊 is said to be irreducible if 𝑣𝑊 acts irreducibly on
𝑣𝔸 and is said to be essential if 𝑣𝑊 acts essentially on 𝑣𝔸 (that is, there is no nonzero

fixed point). An apartment is said to be irreducible (resp. essential, trivial, etc.) if its

reflection group is so.

The kernel 𝑇 = ker(𝑊 → 𝑣𝑊) consists of translations and hence is called the

translation group. It is then a subgroup of 𝑣𝔸. The apartment 𝒜 is said to be spherical

(resp. affine, discrete) if 𝑇 is finite (resp. infinite, discrete).
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Chapter 2. General Theory of Buildings

𝐴̃1 × 0: a non-essential apartment 𝐴̃1 × 𝐴̃1: a non-irreducible apartment

𝐴2: a spherical apartment 𝐶2: contains non-special vertices

Figure 2.1. Some examples of apartments

2.3.3. A morphism between apartments (𝔸,𝑊) and (𝔸′,𝑊′) is a continuous affine map

𝑓 : 𝔸 → 𝔸′ with a group homomorphism 𝜙 : 𝑊 → 𝑊′ such that 𝜙(𝑤). 𝑓 (𝑥) = 𝑓 (𝑤.𝑥)
for all 𝑤 ∈ 𝑊 and 𝑥 ∈ 𝔸. In this category, an apartment (𝔸,𝑊) is said to be a product

of apartments (𝔸𝑖,𝑊𝑖)1⩽𝑖⩽𝑚 if we have an orthogonal decomposition 𝔸 = 𝔸1× · · ·×𝔸𝑚

and a group decomposition 𝑊 = 𝑊1 × · · · ×𝑊𝑚 such that each 𝑊𝑖 acts trivially on the

orthogonal complement of 𝔸𝑖.

Any apartment 𝒜 admits a decomposition [Bourbaki, chap.V, §3, no.8]

𝒜 = 𝒜0 ×𝒜1 × · · · ×𝒜𝑚,
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§2.3. Euclidean apartments

where 𝒜0 is trivial and each 𝒜 𝑖 (for 1 ⩽ 𝑖 ⩽ 𝑚) is irreducible.

Throughout this dissertation, all apartments are assumed to be discrete. This is

equivalent to saying that in each irreducible component of it, the translation group 𝑇 is

either finite or a full-rank lattice in 𝑣𝔸.

2.3.4. Let 𝔸 = (𝔸,𝑊) be an apartment.

The hyperplanes of fixed points of reflections in𝑊 are called the walls in 𝔸. The set

H of walls is stable under 𝑊 and completely determines it.

A half-apartment (also called an affine root in [BT-1, 1.3.3]) is a closed half-space 𝛼

of 𝔸 bounded by a wall 𝜕𝛼, called its wall.

𝐻 𝛼

Figure 2.2. An affine root 𝛼 and its wall (boundary) 𝐻

A facet in 𝔸 is an equivalence class in 𝔸 for the relation “𝑥 and 𝑦 are contained in

the same half-apartments”. A facet 𝐹 is an open convex subset of the affine subspace

(called the support of 𝐹) that it spans.

The set F of facets admits an order: a facet 𝐹 is said to be a face of another 𝐹′,

denoted by 𝐹 ⩽ 𝐹′, if 𝐹 is covered by 𝐹′, namely contained in the closure of 𝐹′. Such

an order gives rise to a polysimplicial complex. To see this, first notice that facets in an

apartment are compatible with its decomposition into irreducible components. Hence,

we may assume our apartment𝔸 is irreducible and essential. Then this can be seen from
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the fact that any triangulation of a topological space gives rise to a simplicial complex

(indeed, this is where the notion comes from). When 𝔸 is discrete affine, its facets

already triangulate the ambient space. When 𝔸 is spherical, its facets triangulate the

unit sphere. This is why it is called spherical.

2.3.5. The maximal facets are called chambers (or alcoves). They are the connected

components of the complement of the union of all walls in 𝔸. The Weyl group 𝑊 acts

simply transitively on the set C of chambers [Bourbaki, chap.V, §3, no.2, th.1].

𝑣

𝐹

𝐶

Figure 2.3. A vertex 𝑣, a facet 𝐹, and an alcove 𝐶

Let 𝐶 be a chamber. Then its closure 𝐶 is a fundamental domain of𝑊 in 𝔸 [Bourbaki,

chap.V, §3, no.3, th.2] and is the intersection of some half-apartments, whose walls

are called the walls of 𝐶. Equivalently, the walls of 𝐶 are the supports of panels of it,

where a panel means a maximal proper face of 𝐶. Moreover, 𝑊 is generated by the set

𝑆 of reflections with respect to the walls of 𝐶 and the pair (𝑊, 𝑆) is a Coxeter system

[Bourbaki, chap.V, §3, no.2, th.1]. The projection of 𝐶 onto an irreducible component

𝔸𝑖 is again a chamber in it and induces an irreducible Coxeter system (𝑊𝑖, 𝑆𝑖). Then

(𝑊, 𝑆) is the product of them. In other words, decomposition of the pair of (𝒜, 𝐶) of an

apartment and a chamber is compatible with the decomposition of the Coxeter system

(𝑊, 𝑆) it defines.
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§2.3. Euclidean apartments

A type function on 𝒜 is a morphism 𝜏 from the complex F of facets to a Boolean

lattice, which maps chambers to the maximal element and is 𝑊-stable in the sense that

for any facet 𝐹 and any𝑤 ∈ 𝑊, 𝜏(𝐹) = 𝜏(𝑤.𝐹). The image of this function is denoted by

T and its members are called types. This notion is essentially the same as a coloring as

in Proposition 2.2.9 plus Proposition 2.2.10. They differ in one respect: for a coloring,

the target Boolean lattice is viewed as a power set 𝒫(ℑ) with its usual order ⊆, while

for a type function, we use the reverse order ⊇. In other words, a face of type 𝐼 is of

color ¬𝐼 := ℑ \𝐼.

𝑣
𝐶

𝐹
𝑠1

𝑠2

𝑠3

The alcove 𝐶 defines a generating set

𝑆 = {𝑠1, 𝑠2, 𝑠3},

where the reflections 𝑠1, 𝑠2, 𝑠3 are shown in
the picture. The facet 𝐹 in the figure is
then a panel of 𝐶. It has type 1 and color
{2, 3}. Hence, 𝐶1 = 𝐹. The vertex 𝑣 in the
figure has type {1, 2} and color 3. Hence,
𝐶{1,2} = 𝑣.

Figure 2.4. The generating set and the type function associated to 𝐶

Since any facet is transformed by 𝑊 to a unique face of 𝐶, the type function 𝜏 is

completely determined by the types of its panels, which we may view as an indexing of

𝑆. Indeed, let 𝐼 be a type, then the set 𝐶𝐼 of points 𝑥 ∈ 𝐶 such that the reflections 𝑠 ∈ 𝑆
fixing 𝑥 are indexed by 𝐼 is a face of 𝐶 of type 𝐼 and its stabilizer is the subgroup 𝑊𝐼 of

𝑊 generated by the reflections indexed by 𝐼 [Bourbaki, chap.V, §3, no.3, prop.1]. Then

𝜏(𝐹) = 𝐼 if and only if 𝐹 is transformed to 𝐶𝐼 .

2.3.6. A reflection group𝑊 is said to be linear if it fixes a point. This is the case if and

only if 𝑊 is finite [Bourbaki, chap.V, §3, no.9]. If this is the case, we can identify 𝑊
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with its vectorial part 𝑣𝑊 by choosing the fixed point to be the origin of 𝔸.

Conversely, the vectorial part 𝑣𝑊 of the Weyl group 𝑊 can be viewed as a linear

reflection group on 𝑣𝔸. The spherical apartment 𝑣𝒜 = (𝑣𝔸, 𝑣𝑊) obtained in this way is

called the vectorial apartment of 𝒜. The walls (resp. facets, chambers) in 𝑣
𝒜 are called

the vectorial walls (resp. vectorial facets, vectorial chambers) and the set of them is

denoted by 𝑣H (resp. 𝑣F , 𝑣C). Note that the vectorial walls are precisely the directions

of walls in 𝒜.

2.3.7. Let 𝑥 be a point in 𝒜. The stabilizer 𝑊𝑥 of 𝑥 is a linear reflection group whose

vectorial part 𝑣𝑊𝑥 is a subgroup of 𝑣𝑊. The apartment 𝒜𝑥 = (𝔸,𝑊𝑥) is called the

spherical apartment at 𝑥. The walls in 𝒜𝑥 are precisely the walls in 𝒜 passing through

𝑥 and the set of them is denoted by H𝑥 . The facets (resp. chambers) in 𝒜𝑥 are called

the vectorial facets with base point 𝑥 (resp. vectorial chambers with base point 𝑥) and

the set of them is denoted by F𝑥 (resp. C𝑥).
A point 𝑥 ∈ 𝔸 is said to be special if the spherical apartment 𝒜𝑥 is isomorphic to 𝑣

𝒜,

or equivalently, the setH𝑥 is a complete set of representatives of 𝑣H . This can happen

only if 𝑥 belongs to a minimal facet.

2.3.8. The minimal facets are called vertices. The set of vertices is denoted byV. When

the apartment is essential, they are points. From now on, all apartments are assumed to

be essential unless otherwise specified∗.

Under this assumption, every special point is a vertex. Furthermore, any special

vertex is an extreme point of the closure of some chamber. Conversely, any chamber

admits a special point as an extreme point of its closure [Bourbaki, chap.V, §3, no.10,

∗This means we will only focus on reduced buildings, rather than extended buildings.
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prop.11’s cor]. However, not all extreme points, hence not all vertices are special (see

𝐶2 in Fig. 2.1 for an example).

§ 2.4. Root systems

Before moving on to the definition of buildings, let’s look at some examples of Euclidean

apartments arising from root systems (as well as root data). They are the key examples

used in the study of reductive groups.

2.4.1. Let 𝕍 be a Euclidean vector space and 𝕍 ∗ its dual space. For any 𝑎 ∈ 𝕍 ∗ \ {0},
let 𝑟𝑎 be the reflection with respect to the hyperplane 𝐻𝑎 := Ker(𝑎) and 𝑎∨ the vector

orthogonal to 𝐻𝑎 satisfying 𝑎(𝑎∨) = 2. So for any v ∈ 𝕍 , we have

𝑟𝑎(v) = v − 𝑎(v)𝑎∨.

Note that 𝑟𝑎 also induces a reflection on 𝕍 ∗, namely 𝑓 ↦→ 𝑓 − 𝑓 (𝑎∨)𝑎. A finite spanning

subset Φ ⊆ 𝕍 ∗ \ {0} is called a root system on 𝕍 if

RS1. for any 𝑎 ∈ Φ, 𝑟𝑎(Φ) = Φ;

RS2. for any 𝑎, 𝑏 ∈ Φ, 𝑎(𝑏∨) ∈ ℤ;

and is reduced if

RS3. for any 𝑎 ∈ Φ, ℝ𝑎 ∩ Φ = {±𝑎}.

From now on, all root systems are assumed to be reduced∗.

Elements of Φ are called roots in Φ. For a root 𝑎 ∈ Φ, the vector 𝑎∨ is called its

coroot; they form a root system Φ∨ on 𝕍 ∗, called the coroot system. A subset Ψ ⊆ Φ is
∗This means we will only focus on split reductive groups.
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called a subroot system if for any 𝑎 ∈ Ψ, 𝑟𝑎(Ψ) = Ψ, and is said to be closed if for any

𝑎, 𝑏 ∈ Ψ such that 𝑎 + 𝑏 is a root, 𝑎 + 𝑏 ∈ Ψ.

Any root system Φ admits the Weyl group 𝑣𝑊 (Φ), that is the reflection group of 𝕍

generated by 𝑟𝑎 for 𝑎 ∈ Φ. It is a linear reflection group with walls 𝐻𝑎 for 𝑎 ∈ Φ. In this

way, we get a spherical apartment 𝑣
𝒜(Φ) := (𝕍 , 𝑣𝑊 (Φ)). Note that not all spherical

apartments arise in this way (see [Bourbaki, chap.VI, §2, no.5, prop.9]) and non-

isomorphic root systems may have isomorphic Weyl groups (for instance root systems

of types 𝐵𝑛 and 𝐶𝑛).

2.4.2. A root system Φ is said to be irreducible if it cannot be written as the union

of two proper subsets such that they are orthogonal to each other. A root system Φ

is irreducible if and only if its Weyl group 𝑣𝑊 (Φ) is [Bourbaki, chap.VI, §1, no.2,

prop.5’s cor]. Any root system decomposes into disjoint union of irreducible ones and

such a decomposition is compatible with the decomposition of Weyl groups and hence

of apartments [Bourbaki, chap.VI, §1, no.2, prop.6 and 7].

2.4.3. Let Φ be a root system. Then there is a closed subset Φ+ of Φ such that for

any 𝑎 ∈ Φ, either 𝑎 ∈ Φ+ or −𝑎 ∈ Φ+. This set is called a system of positive roots.

Once such a set is chosen, elements in the set Φ− := −Φ+ are called negative roots. A

positive root is called a simple root if it cannot be written as the sum of two positive

roots. The set Δ of simple roots form a basis of Φ in the sense that any root is a

ℤ-linear combination of simple roots and its coefficients are either all non-negative or

all non-positive [Bourbaki, chap.VI, §1, no.6, th.3]. The cardinality of the set Δ is called

the rank of Φ and is independent of the choice of Δ. Indeed, it equals dim𝕍 .
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Let Δ be a basis of Φ. Then the set

𝑣𝐶 = {v ∈ 𝕍 | ∀𝑎 ∈ Δ : 𝑎(v) > 0}

is a vectorial chamber, called the Weyl chamber associated to Δ [Bourbaki, chap.VI, §1,

no.5, th.2]. Conversely, let 𝑣𝐶 be a vectorial chamber. Then for any v ∈ 𝑣𝐶, the sets

Φ+ = {𝑎 ∈ Φ | 𝑎(v) > 0} and Φ− = {𝑎 ∈ Φ | 𝑎(v) < 0}

form a partition of Φ into positive and negative roots and are independent of the choice

of v. Then one can obtain a basis Δ by taking the simple roots. But there is a more

geometric description: they are the roots defining the walls of 𝑣𝐶 pointing inside. As

vectorial chambers are Weyl chambers associated to some choice of basis, we call them

Weyl chambers to specify that they are chambers in the spherical apartment 𝑣𝒜(Φ).

2.4.4. The relation between simple roots and types is the following. First, the Weyl

group 𝑣𝑊 is generated by 𝑟𝑎 for 𝑎 ∈ Δ as they are the roots defining walls of 𝑣𝐶 and point

inside. Therefore, a type 𝐼 ∈ T corresponds to a subset of Δ. From now on, we do not

distinguish them. Then the face of 𝑣𝐶 corresponding to 𝐼 is the set

𝑣𝐶 𝐼 = {v ∈ 𝕍 | ∀𝑎 ∈ 𝐼 : 𝑎(v) = 0;∀𝑎 ∈ Δ \ 𝐼 : 𝑎(v) > 0}.

Let Φ𝐼 be the subroot system of Φ generated by 𝐼, then the stabilizer 𝑣𝑊 𝐼 is the Weyl

group of it. The set Ψ = Φ𝐼∪Φ+ has the property that Ψ∪(−Ψ) = Φ and is closed. Such

kind of subsets of Φ are said to be parabolic. Given a parabolic subset Ψ of Φ containing

Φ+, then the simple roots in Ψ ∩ (−Ψ) ∩ Φ+ gives the type 𝐼. See [Bourbaki, chap.VI,

§1, no.7].

Convention 2.4.5. Given a basis Δ = {𝑎1, · · · , 𝑎𝑛}, a type is a subset of Δ, and is
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identified with a subset of {1, · · · , 𝑛}. For a type 𝐼 of Δ, we use 𝑡𝐼 to denote the

cardinality of Δ \ 𝐼 and ℓ𝑖(𝐼) (1 ⩽ 𝑖 ⩽ 𝑡𝐼) the 𝑖-th index in Δ \ 𝐼. We use the convention

that ℓ0 = 0. We will omit 𝐼 if there is no ambiguity.

2.4.6. Given a basis Δ of a root system Φ, its Dynkin diagram is defined as follows.

The vertices are the simple roots of Φ and the number of edges between two vertices is

4 cos2(𝜃) if the angle between them is 𝜃. Furthermore, these edges are decorated with

arrows pointing from the longer root to the shorter root. It turns out that, up to graph

isomorphisms, the Dynkin diagram is independent of the choice of the basis Δ.

From above description, we see that Φ is irreducible if and only if its Dynkin diagram

is connected. The Dynkin diagrams of irreducible root systems are classified as follows

[Bourbaki, chap.VI, §4, no.2, th.3], where the subscription 𝑛 in the notation 𝑋𝑛 denotes

the rank of it.

𝐴𝑛 :
𝑎1 𝑎2 𝑎𝑛−1 𝑎𝑛

𝐵𝑛
(𝑛⩾3)

:
𝑎1 𝑎2 𝑎𝑛−2 𝑎𝑛−1 𝑎𝑛

𝐶𝑛
(𝑛⩾2)

:
𝑎1 𝑎2 𝑎𝑛−2 𝑎𝑛−1 𝑎𝑛

𝐷𝑛
(𝑛⩾4)

:
𝑎1 𝑎2 𝑎𝑛−3

𝑎𝑛−2

𝑎𝑛−1

𝑎𝑛

𝐸8 :
𝑎1

𝑎2

𝑎3 𝑎4 𝑎5 𝑎6 𝑎7 𝑎8
𝐸7 :

𝑎1

𝑎2

𝑎3 𝑎4 𝑎5 𝑎6 𝑎7

𝐸6 :
𝑎1

𝑎2

𝑎3 𝑎4 𝑎5 𝑎6
𝐹4 :

𝑎1 𝑎2 𝑎3 𝑎4
𝐺2 :

𝑎1 𝑎2

Figure 2.5. Dynkin diagrams of irreducible root systems

A spherical apartment is said to be of type 𝑋𝑛 if it is isomorphic to 𝑣
𝒜(Φ) for an
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irreducible root system Φ of type 𝑋𝑛. A spherical apartment is of classical type if its

every irreducible component is of type 𝐴𝑛, 𝐵𝑛, 𝐶𝑛, or 𝐷𝑛.

2.4.7. Let 𝔸 be an affine space such that 𝑣𝔸 = 𝕍 with a specified point 𝑜. For any 𝑎 ∈ 𝕍 ∗

and 𝑘 ∈ ℝ, denote the affine function 𝑥 ↦→ 𝑎(𝑥 − 𝑜) + 𝑘 on 𝔸 by 𝑎 + 𝑘 and denote the

closed half-space {𝑥 ∈ 𝔸 | (𝑎 + 𝑘) (𝑥) ⩾ 0} by 𝛼𝑎+𝑘.

For each 𝑎 ∈ Φ, let Γ𝑎 be a fixed nonempty subset of ℝ. The affine function 𝑎 + 𝑘 is

called an affine root if 𝑎 ∈ Φ and 𝑘 ∈ Γ𝑎. Let Σ denote the set of closed half-spaces 𝛼𝑎+𝑘

with 𝑎 + 𝑘 an affine root. Then 𝑎 + 𝑘 ↦→ 𝛼𝑎+𝑘 gives rise to a bĳection between the set of

affine roots and Σ. For this reason, we will not distinguish the affine root 𝑎 + 𝑘 and the

closed half-space 𝛼𝑎+𝑘 and will call Σ the affine root system∗. The roots are vectorial

part of affine roots. Hence, we denote Φ by 𝑣Σ and call it the vectorial root system of Σ.

For 𝛼 = 𝛼𝑎+𝑘 an affine root, let 𝑣𝛼 denote its vectorial part 𝑎, let 𝜕𝛼 denote its boundary

{𝑥 ∈ 𝔸 | (𝑎 + 𝑘) (𝑥) = 0}, let 𝑟𝛼 denote the reflection with respect to 𝜕𝛼, let 𝛼∗ denote

the other affine root sharing the same boundary with 𝛼, that is 𝔸 \ 𝛼, and let 𝛼+ denote

the intersection of all the affine roots containing a neighborhood of 𝛼.

2.4.8. Let Σ be an affine root system on a Euclidean affine space 𝔸, its affine Weyl group

𝑊 (Σ) is the reflection group on 𝔸 generated by 𝑟𝛼 for all 𝛼 ∈ Σ. In this way, we obtain

an apartment 𝒜(Σ) := (𝔸,𝑊 (Σ)) with vectorial apartment 𝑣
𝒜

(
𝑣Σ

)
. Suppose all the

subsets Γ𝑎 are taken to be the same discrete subgroup Γ ≠ 0 of ℝ, then the walls in the

apartment 𝒜(Σ) are precisely the boundaries 𝜕𝛼 with 𝛼 ∈ Σ [Bourbaki, chap.VI, §2,

no.1, prop.2]. For 𝑥 a point in the apartment 𝒜(Σ), let Σ𝑥 be the set of affine roots 𝛼

such that 𝑥 ∈ 𝜕𝛼 and let 𝑣Σ𝑥 be the set of vectorial parts of affine roots in Σ𝑥 . Then Σ𝑥

∗Note that, there is a notion called affine root system, defined similarly as root system, but for affine
spaces. In this dissertation, this terminology is restricted to those arise from (reduced) root systems.
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can be identified with 𝑣Σ𝑥 by 𝛼 ↦→ 𝑣𝛼. In particular, the roots in 𝑣Σ can be identified

with the affine roots in Σ𝑜. Note that 𝑣Σ𝑥 is a closed subroot system of 𝑣Σ. Then the

spherical apartment 𝒜𝑥 at 𝑥 can be identified with 𝑣
𝒜

(
𝑣Σ𝑥

)
.

2.4.9. Notations as before. Suppose Φ = 𝑣Σ is irreducible and all Γ𝑎 are the same

discrete subgroup of ℝ. Let 𝑣𝐶 be a Weyl chamber of Φ and Δ be the set of simple

roots it defines. Then there is a unique root 𝑎0 such that ∥𝑎0∥ ⩾ ∥𝑎∥ for all root 𝑎

[Bourbaki, chap.VI, §1, no.8, prop.25]. This 𝑎0 is called the highest root with respect

to Δ or 𝑣𝐶. The set

𝐶 = (𝑜 + 𝑣𝐶) \ 𝛼∗−𝑎0+ = interior of
(⋂
𝑎∈Δ

𝛼𝑎
)
∩ 𝛼−𝑎0+

is a chamber in𝒜(Σ) [Bourbaki, chap.VI, §2, no.2, prop.5] and is called the fundamental

alcove for Δ.

Let Δ̃ denote the set of affine roots 𝛼 defining the walls of 𝐶, which means 𝐶 ⊆ 𝛼 and

𝜕𝛼 is a wall of 𝐶. Then Δ̃ consists of the simple roots and the affine root 𝛼0 = 𝛼−𝑎0+.

Such a set Δ̃ is a basis of Σ in the sense that any affine root is a ℤ-linear combination of

its elements and the coefficients are either all non-negative or all non-positive.

Conversely, let 𝐶 be a chamber in 𝒜(Σ) and 𝑥 a special vertex which is also an

extreme point of 𝐶. The affine roots defining walls of 𝐶 form a basis Δ̃ of the affine root

system Σ. Among these affine roots, those vanishing at 𝑥 give rise to a basis Δ of the

root system Φ by taking their vectorial parts and the rest one gives rise to the highest

root with respect to Δ by taking the negation of its vectorial part. Since chambers in

𝒜(Σ) are fundamental alcoves for some basis, we call them alcoves to avoid confusion

with Weyl chambers.
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2.4.10. The type function is introduced as follows. The affine Weyl group 𝑊 (Σ) is

generated by 𝑟𝛼 for 𝛼 ∈ Δ̃ as they are the affine roots defining walls of 𝐶. Therefore, a

type 𝐼 ∈ T corresponds to a proper subset of Δ̃. From now on, we do not distinguish

them. Then the face of 𝐶 corresponding to 𝐼 is the set

𝐶𝐼 = 𝐶 ∩
(⋂
𝛼∈𝐼

𝜕𝛼
)
\
( ⋃
𝛼∈Δ̃\𝐼

𝜕𝛼
)
.

Convention 2.4.11. Given a basis Δ = {𝑎1, · · · , 𝑎𝑛} of an irreducible Φ, the highest

root relative to it is denoted by 𝑎0 and the coefficients are denoted by ℎ𝑖, namely

(2.4.1) 𝑎0 = ℎ1𝑎1 + · · · + ℎ𝑛𝑎𝑛.

Given a basis Δ̃ = {𝛼0, 𝛼1, · · · , 𝛼𝑛} of Σ, a color of a vertex 𝑣 is the index 𝑖 (0 ⩽ 𝑖 ⩽ 𝑛)

such that 𝑣 is mapped to Δ̃ \ {𝛼𝑖} through the type function in 2.4.10.

2.4.12. Let Σ be an irreducible affine root system with Δ̃ a basis. Then the extended

Dynkin diagram of it is defined similarly to Dynkin diagram except in the case of 𝐴1,

where there is a left-right double arrow between the two vertices.

The following are the extended Dynkin diagrams of all irreducible affine root systems

[Bourbaki, chap.VI, §4, no.3, prop.4], where the notation 𝑋̃𝑛 indicates the affine root

system that arises from the root system of type 𝑋𝑛. Note that the Dynkin diagrams

are decorated in the following way: the part consisting of bold vertices is the ordinary

Dynkin diagram and its vertices represent the simple roots 𝑎𝑖 (1 ⩽ 𝑖 ⩽ 𝑛), then the extra

hollow vertex presents (the affine root 𝛼0 defined by) the highest root 𝑎0 and each simple

root 𝑎𝑖 is labelled by its coefficient ℎ𝑖.

An affine apartment is said to be of type 𝑋̃𝑛 (or split type 𝑋𝑛) if it is isomorphic to

𝒜(Σ) for an irreducible affine root system Σ of type 𝑋̃𝑛. An affine apartment is of split
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𝐴1 :
1

𝐴𝑛
(𝑛⩾2)

:
1 1 1 1

𝐵̃𝑛
(𝑛⩾3)

:
1

2 2 2 2 2

𝐶𝑛
(𝑛⩾2)

:
2 2 2 2 1

𝐷̃𝑛
(𝑛⩾4)

:
1

2 2 2 2

1

1

𝐸̃8 :
2

3

4 6 5 4 3 2
𝐸̃7 :

2

2

3 4 3 2 1

𝐸̃6 :
1

2

2 3 2 1
𝐹̃4 :

2 3 4 2
𝐺2 :

2 3

Figure 2.6. Extended Dynkin diagrams of irreducible affine root systems

classical type if its every irreducible component is of split type 𝐴𝑛, 𝐵𝑛, 𝐶𝑛, or 𝐷𝑛.

§ 2.5. Root data

Root systems can arise from root data. This section focus on root data.

Definition 2.5.1. A (reduced) root datum∗ R is a quadruple (X,Φ,X∨,Φ∨) in which

• X and X∨ are free ℤ-modules of finite rank in duality by a pairing

⟨ · , · ⟩ : X×X∨ → ℤ,

• Φ and Φ∨ are finite subsets of X \{0} and X∨ \{0} respectively, in bĳection by a

correspondence 𝑎↔ 𝑎∨,
∗in the sense of [SGA3, XXI, 1.1.1].
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satisfying

RD1. for any 𝑎 ∈ Φ, ⟨𝑎, 𝑎∨⟩ = 2;

RD2. for any 𝑎 ∈ Φ, the “reflection” 𝑟𝑎 : 𝑥 ↦→ 𝑥 − ⟨𝑥, 𝑎∨⟩𝑎 preserves Φ and the

“reflection” 𝑟𝑎 : 𝑦 ↦→ 𝑦 − ⟨𝑎, 𝑦⟩𝑎∨ preserves Φ∨;

RD3. for any 𝑎 ∈ Φ, ℤ𝑎 ∩ Φ = {±𝑎}.

Note that we do not distinguish the two kinds of “reflections” in symbols since they

form isomorphic finite groups of automorphisms on X and X∨ respectively, and therefore

it is better to view them as two representations of a same finite group 𝑣𝑊 (R). This

group is called the Weyl group of the root datum.

2.5.2. If R = (X,Φ,X∨,Φ∨) is a root datum, then its Weyl group acts on the real vector

space X∨ℝ := X∨ ⊗ℝ and there is a unique inner product on it invariant under the action.

Let 𝕍 be the subspace of X∨ℝ spanned by Φ∨, called the coroot space of R. Then Φ is a

(reduced) root system on the Euclidean vector space 𝕍 .

In general, 𝕍 is not the entire X∨ℝ. When it is, we say R is semisimple. So the

apartment associated to root systems can also be viewed as the apartment associated to

semisimple root data. As for the non-semisimple ones, they give rise to non-essential

apartments and hence are ignored in this dissertation.

The quadruple R∨ = (X∨,Φ∨,X,Φ) is also a root datum, called the dual root datum

of R. It is clear that dual root data give rise to coroot systems on the dual spaces.

2.5.3. Let R = (X,Φ,X∨,Φ∨) and R′ = (X′,Φ′,X′∨,Φ′∨) be two root data. Then a

morphism 𝑓 : R′ → R between them is a linear map 𝑓 : X′ → X inducing a bĳection

Φ → Φ′ and its transpose ᵀ𝑓 induces a bĳection Φ′∨ → Φ∨. If 𝑓 is a morphism of

root data, then it also induces bĳections between bases, systems of positive roots and
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Weyl chambers [SGA3, XXI, 6.1.3]. As a consequence, it induces an isomorphism of

spherical apartments 𝑣
𝒜(Φ′) ∼= 𝑣

𝒜(Φ) (and also an isomorphism of affine apartments

𝒜(Σ′) ∼= 𝒜(Σ) if Φ = 𝑣Σ and Φ′ = 𝑣Σ′ with covariant choice of Γ𝑎’s).

A morphism of root data 𝑓 : R′ → R is an isogeny∗ if the linear map 𝑓 is injective

and has finite cokernel K( 𝑓 ). This K( 𝑓 ) is also called the cokernel of 𝑓 .

2.5.4. Let R = (X,Φ,X∨,Φ∨) be a root datum. Let X0 = {𝑥 ∈ X | ⟨𝑥,Φ∨⟩ = 0} and

X∨0 = X∨/(𝕍 ∩ X∨). Then X0 and X∨0 are in duality by the pairing of R and thus give

a trivial root datum (X0, ∅,X∨0 , ∅). It is called the coradical of R and is denoted by

corad(R).
The dual root datum of the coradical of the dual R∨ = (X∨,Φ∨,X,Φ) is called the

radical of R and is denoted by rad(R). More precisely, let Y0 =
{
𝑦 ∈ X∨

�� ⟨Φ, 𝑦⟩ = 0
}

and Y∨0 = X/(𝕍 ∗ ∩ X), then rad(R) is the root datum (Y∨0 , ∅,Y0, ∅). It follows that R is

semisimple if and only if corad(R) = 0 if and only if rad(R) = 0.

Let R0 denote the trivial root datum (X, ∅,X∨, ∅). Then the inclusion and projection

to X induce morphisms of root data

corad(R) R0 rad(R).

And the composition corad(R) → rad(R) is an isogeny [SGA3, XXI, 6.3.4]. Its

cokernel is denoted by N(R). Note that there is a pairing:

N(R) × N
(R∨) −→ ℚ/ℤ.

2.5.5. A lattice L in a ℝ-vector space 𝕍 is a discrete finitely generated ℤ-submodule of

𝕍 spanning 𝕍 . Its dual lattice L∗ is the lattice in the dual space 𝕍 ∗ consisting of those

∗in the sense of [SGA3, XXI, 6.2.1] and is called a central isogeny in [Mil17, 23.2]
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functionals 𝑓 ∈ 𝕍 ∗ such that 𝑓 (L) ⊆ ℤ.

Given a root system Φ on a Euclidean vector space 𝕍 , there are four lattices:

Q the root lattice, which is the lattice in 𝕍 ∗ generated by the roots;

Q∨ the coroot lattice, which is the lattice in 𝕍 generated by the coroots;

P the weight lattice, which is the dual lattice of Q∨ in 𝕍 ∗;

P∨ the coweight lattice, which is the dual lattice of Q in 𝕍 .

Suppose the root system Φ is given by a root data R. Then X contains Q. If R is

semisimple, then X is a lattice in 𝕍 ∗ between Q and P. In this case, the quotient P/X
is a finite group 𝜋1(R), called the fundamental group of R; the quotient X/Q is a finite

group 𝑍(R), called the centre of R.

2.5.6. Let R = (X,Φ,X∨,Φ∨) be a root datum.

Let Y be a submodule of X containing Φ and 𝑖 : Y → X the inclusion. Its transpose

is denoted by 𝑡𝑖 : X∨ → Y∨ and denote ΦY = Φ, Φ∨Y = 𝑡𝑖(Φ∨). Then (Y,ΦY,Y∨,Φ∨Y) is

a root datum and 𝑖 is a morphism of root data. It is called the root datum induced by R
on Y and is denoted by RY.

Let Y∨ be a submodule of X∨ containing Φ∨. Then the dual root datum of the root

datum induced by R∨ on Y∨ is called the root datum coinduced by R on Y∨ and is

denoted by RY∨ .

The following are some special cases of above.

ad(R) the root datum induced by R on the root lattice Q;

ss(R) the root datum induced by R on 𝕍 ∗ ∩ X;

der(R) the root datum coinduced by R on 𝕍 ∩ X∨;

sc(R) the root datum coinduced by R on the coroot lattice Q∨.
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2.5.7. We have seen various root data constructed from a given one R. They form a

diagram of morphisms of root data:

ad(R) ss(R) der(R) sc(R)

ss(R) × corad(R) R der(R) × rad(R)

Moreover, we have the following propositions [SGA3, XXI, 6.5.5 – 6.5.9].

(i). The horizontal ones are isogenies between root data.

(ii). The diagram is commutative.

(iii). ad(R) is adjoint, namely every isogeny to it is an isomorphism.

(iv). sc(R) is simply-connected, namely every isogeny from it is an isomorphism.

(v). R is semisimple if and only if the middle triangle consists of isomorphisms.

(vi). If R is semisimple, its centre 𝑍(R) and fundamental group 𝜋1(R) are the

cokernels of the isogenies ad(R) → R and R → sc(R) respectively.

(vii). The cokernels of the isogenies ss(R) × corad(R) → R, R → der(R) × rad(R)
and ss(R) → der(R) are all isomorphic to N(R).

(viii). R is the product of a semisimple root datum with a trivial root datum if and

only if N(R) = 0.

(ix). All root data in this diagram have isomorphic root systems and hence isomorphic

apartments.

§ 2.6. Euclidean buildings

In this section, a geometric definition of buildings (the Euclidean buildings) is given,

and its properties are further discussed.
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§2.6. Euclidean buildings

Definition 2.6.1. A (Euclidean) building is a set ℬ equipped with a polysimplicial

complex F , whose members are subsets of ℬ and are called facets, and a family A of

subsets of ℬ, whose members are called apartments, such that the following axioms

are satisfied.

EB0. For each apartment 𝐴 ∈ A, there is a Euclidean apartment 𝒜 together with a

bĳection between them, exchanging the complex F𝐴 of facets contained in 𝐴

and the complex of facets in 𝒜.

Note that, this allows us to view apartments in ℬ as Euclidean affine spaces and hence

it makes sense to talk about isometries between them.

EB1. For any two facets 𝐹, 𝐹′, there is an apartment 𝐴 containing them.

EB2. If 𝐴, 𝐴′ are two apartments containing both 𝐹 and 𝐹′, then there is an isomor-

phism between 𝐴 and 𝐴′ fixing 𝐹 and 𝐹′ pointwise.

Here an isomorphism between 𝐴 and 𝐴′ is an isometry between them exchanging the

posets F𝐴 and F𝐴′ .

Note that, from the definition, all apartments 𝐴 ∈ A are isomorphic to an abstract

one 𝒜. Then ℬ is said to be of type 𝒜 and is said to be spherical (resp. discrete, affine,

etc.) if so is 𝒜. The Weyl group 𝑊 of 𝒜 is also called the Weyl group of ℬ.

Remark. The notions of walls, chambers, vertices and types in a building is defined

similarly as in an apartment, and we will use the same notations as there. Furthermore,

there is a type function 𝜏 : F → T extending the type function on an apartment to the

entire building uniquely.

Remark. We have assumed that apartments are essential. In particular, the buildings

in Bruhat-Tits theory used in this dissertation are the reduced buildings, rather than
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Chapter 2. General Theory of Buildings

Figure 2.7. An example of Euclidean building (the Bruhat-Tits tree of GL2(ℚ3)) with
an apartment specified by blue color

extended buildings. However, this is harmless as we focus more on the polysimplicial

structure, and we do want the vertices being points.

Remark. One can see that a discrete building ℬ is completely determined by its combi-

natorial information, which is encoded in the polysimplicial complex F up to a choice

of the family A. To see this, one can compare the axioms EB0. to EB2. with B0.

to B2.. Therefore, to give a discrete Euclidean building (ℬ,A) is equivalent to give an

abstract building (F , {F𝐴}𝐴∈A).

2.6.2. The apartments are Euclidean affine spaces, hence have metrics. Those metrics

are compatible in the sense that they agree on any overlap, hence are glued into a metric

𝑑(−,−) on the entire building ℬ consistently. Then ℬ equipped with this metric is

a complete metric space having the CAT(0)-property [Rou09, 6.5], which means that
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§2.6. Euclidean buildings

geodesic triangles in ℬ are at least as thin as in a Euclidean plane: saying 𝑥, 𝑦, 𝑧 are

three points in ℬ forming a geodesic triangle and 𝑥̄, 𝑦̄, 𝑧̄ are three points in a Euclidean

plane having the same pointwise distance as 𝑥, 𝑦, 𝑧, then for any point 𝑚 in the geodesic

segment [𝑥, 𝑦] in the triangle and 𝑚̄ the corresponding point in the segment [𝑥̄, 𝑦̄]
(namely, 𝑑( 𝑥̄, 𝑚̄) = 𝑑(𝑥, 𝑚)), then 𝑑(𝑧, 𝑚) ⩽ 𝑑( 𝑧̄, 𝑚̄).

𝑥

𝑦

𝑧

𝑚 𝑥̄

𝑦̄

𝑧̄

𝑚̄

Figure 2.8. The CAT(0)-property

Consequences of the CAT(0)-property include:

(i). [Rou09, 6.6] the geodesic segments between points are unique;

(ii). [Rou09, 7.1] any group of isometries stabilizing a nonempty bounded subset has

a fixed point;

(iii). [Rou09, 7.3] the distance from a point to a nonempty closed convex subset is

achieved by a unique point.

For more details, see [Rou09, §6 and 7].

2.6.3. A morphism between buildingsℬ andℬ′ is a continuous map inducing a chamber

map between F and F ′ and maps apartments in apartments. Then an automorphism

of a building is an isometry transforming a facet (resp. apartment) in a facet (resp.

apartment). Any building can be decomposed into a product of a trivial building with
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Chapter 2. General Theory of Buildings

irreducible ones, similarly as in 2.3.3. However, there is no guarantee that such a

decomposition gives a good corresponding decomposition on the family A.

Remark. With above definition of morphisms, we obtain an equivalence of categories

between discrete Euclidean buildings and abstract buildings.

2.6.4. An automorphism is said to be type-preserving if it leaves the type function

𝜏 invariant. For instance, any 𝑤 ∈ 𝑊 is such an automorphism. A group 𝐺 of

automorphisms is said to be strongly transitive if it acts transitively on the pairs (𝐶, 𝐴)
where 𝐶 is a chamber in the apartment 𝐴. This is the case if and only if𝐺 acts transitively

on apartments and in any apartment 𝐴, the following conditions for a pair of chambers

𝐶, 𝐶′ in 𝐴 are equivalent:

(i). 𝐶 and 𝐶′ are conjugated by the Weyl group 𝑊;

(ii). 𝐶 and 𝐶′ are conjugated by the stabilizer 𝑁𝐺 (𝐴) of 𝐴 in 𝐺;

(iii). 𝐶 and 𝐶′ are conjugated by 𝐺.

When a group 𝐺 of automorphisms is strongly transitive and type-preserving, we have

𝑊 ∼= 𝑁𝐺 (𝐴)/𝐶𝐺 (𝐴),

where 𝐶𝐺 (𝐴) is the fixator of an apartment 𝐴 in 𝐺.

2.6.5. Let 𝐺 be a strongly transitive and type-preserving group of automorphisms and

𝐹 be a facet in an apartment 𝐴. The stabilizer (which is also the fixator)

𝐺𝐹 := 𝑁𝐺 (𝐹) = 𝐶𝐺 (𝐹)

of 𝐹 is called a parabolic subgroup of 𝐺. The parabolic group 𝐺𝐹 acts transitively on

the apartments containing 𝐹. Indeed, one can deduce this from the fact that 𝐺𝐹 acts
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transitively on chambers containing 𝐹 since 𝐺 is strongly transitive. Here the former is

due to that 𝐺 acts transitively on chambers and is type-preserving.

Moreover, we have the Bruhat decomposition [Rou09, 6.9]

𝐺 = 𝐺𝐹 .𝑁𝐺 (𝐴).𝐺𝐹 .

In particular, if 𝐹 = 𝐶 is a chamber, then

𝐺 =
⊔
𝑤∈𝑊

𝐺𝐶𝑤𝐺𝐶 .

2.6.6. Let 𝑥 be a point in an affine building ℬ. The link of 𝑥 is the subcomplex F𝑥 of

the facets covering 𝑥. For any apartment 𝐴, let F𝑥,𝐴 be the subcomplex F𝑥 ∩ F𝐴, where

F𝐴 is as in Definition 2.6.1. Then F𝑥 is an abstract spherical building with the system

of apartments
{F𝑥,𝐴}𝐴∈A . To see this, recall that for any vertex 𝑥 in an affine Euclidean

apartment, the facets in the spherical apartment at 𝑥 can be identified with the facets

covering 𝑥 through a radially shrinking with center 𝑥. In this way, we obtain a spherical

building ℬ𝑥 , called the spherical building at 𝑥. Note that the embedding ℬ𝑥 → ℬ is

not isometric, only conformal.

2.6.7. A bornology on a set 𝑋 is a collection B of subsets of 𝑋 such that it covers

𝑋 and is stable under inclusion and finite unions. Once such a bornology is chosen,

its members are called bounded subsets of 𝑋 . For instance, any metric space has a

canonical bornology induced by its metric. Another example is any locally compact

topological space, where the bornology consists of all relatively compact subsets. A

morphism between bornological sets is a map preserving the bornologies.

A bornological group is a group 𝐺 equipped with a bornology on it stable under

multiplication. For instance, let 𝐺 be an isometry group on a metric space 𝑋 , then there
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is a canonical bornology whose members are subsets 𝑀 such that the set 𝑀.𝑥 is bounded

in 𝑋 for some 𝑥 ∈ 𝑋 .

Let 𝜑 : 𝐺′ → 𝐺 be a group homomorphism and 𝐺 a bornological group. Then we

can canonically pull back the bornology on 𝐺 to 𝐺′: a subset of 𝐺′ is bounded when its

image is bounded in 𝐺.

So we can talk about bounded subgroups of a group 𝐺 acting on the building ℬ

regardless its own topology or bornology. But if 𝐺 is topological or bornological, it

makes sense to ask if its bornology is the same as the pullback one. It is worth to point

out that this is the case when 𝐺 acts continuously on ℬ.

Let 𝐺 be a strongly transitive and type-preserving group of automorphisms of ℬ,

then for any subgroup 𝐻 of 𝐺, the following conditions are equivalent [Rou09, 7.2].

(i). 𝐻 is bounded;

(ii). 𝐻 fixes a point in ℬ;

(iii). 𝐻 is contained in a parabolic subgroup of 𝐺.

In particular, the maximal bounded subgroups of𝐺 are the maximal parabolic subgroups

and hence the stabilizers of vertices.

In general, even if 𝐺 is not type-preserving, then maximal bounded subgroups of 𝐺

are still stabilizers of points, but: (i). not all such stabilizers are maximal; and (ii). not

all such stabilizers are stabilizers of vertices.
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Chapter 3.

Reductive Groups and Tits Buildings

Tits’ building theory [Tit74, Bourbaki] was applied to study the structure of reductive

groups over an arbitrary field, a family of linear algebraic groups which play important

roles in mathematics. We refer to [Mil17] for algebraic groups and reductive groups

over an arbitrary field and [SGA3] for group schemes and reductive group schemes over

general base.

Throughout this chapter, we fix a ground field 𝐾 and an algebraic closure 𝐾alg (resp.

separable closure 𝐾sep) of it.

§ 3.1. Algebraic groups

We first recall some basic notions on algebraic groups.

Definition 3.1.1. By an algebraic group∗ (defined over 𝐾), we mean a group object in

the category of schemes of finite type over 𝐾.

∗Generally, a group scheme over a base 𝑆 is a group object in the category of schemes over 𝑆. The
materials covered in this section works over general base, not only over 𝐾. Just in case, we write ( · )/𝑆
to emphasize the base 𝑆.
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Chapter 3. Reductive Groups and Tits Buildings

3.1.2. An algebraic group is said to be affine (resp. smooth, connected, etc.) if so is

its underlying scheme.∗ But it is often useful to have another viewpoint: an algebraic

group is in particular a group-valued functor from the category Alg𝐾 of finitely generated

𝐾-algebras. In particular, affine algebraic groups are precisely the representable group-

valued functors.

We will use bold letters like G to denote algebraic groups defined over 𝐾. For any

𝐾-algebra 𝑅, the group scheme obtained by base change G ⊗𝐾𝑅 is denoted by G𝑅 and

the group of 𝑅-points is denoted by G(𝑅) (but if we use notations with parenthesis, e.g.

GL(𝑉), to denote an algebraic group, then its group of 𝑅-points is denoted by padding

𝑅 into the parenthesis as the last parameter, e.g. GL(𝑉, 𝑅)). Moreover, G(𝐾) is simply

denoted by 𝐺 and G𝑅 (𝑅) ∼= G(𝑅) is simply denoted by 𝐺𝑅. We also write 𝑔 ∈ G to mean

that 𝑔 is an 𝑅-point of G for some 𝐾-algebra 𝑅.

Many group-theoretical constructions apply to algebraic groups. For G an algebraic

group and H a subgroup, we use NG(H) (resp. ZG(H)) to denote normalizer (resp.

centralizer) of H in G. In particular, Z(G) denote the centre of G.

3.1.3. Let G be an algebraic group. Its neutral component G◦ is the largest connected

subgroup of G. Its component group 𝜋0(G) is the universal étale scheme under G. Then

there is an exact sequence [Mil17, 2.37]:

1 G◦ G 𝜋0(G) 1.

The above formations are compatible with field extensions and products.

∗It is worth to emphasize that the topological terminology such as connected talks about the
underlying scheme of G, not the underlying set of 𝐺 (although it may carry a topological structure). For
instance, when the ground field 𝐾 is a local field, the multiplicative group 𝔾m (see Example 3.1.4) is
connected while the topological group 𝐾× is totally-disconnected.
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§3.1. Algebraic groups

The following conditions on an algebraic group G are equivalent [Mil17, 1.36]:

(i). G is irreducible;

(ii). G is connected;

(iii). G is geometrically connected;

(iv). 𝜋0(G) equals the trivial group 1.

Example 3.1.4. Here we give some algebraic groups presented as functors.

(i). The functor 𝑅 ⇝ (𝑅, +) mapping a 𝐾-algebra to its underlying abelian group

defines an algebraic group 𝔾a, called the additive group.

(ii). The functor 𝑅 ⇝ (𝑅×,×) mapping a 𝐾-algebra to its unit group defines an

algebraic group 𝔾m, called the multiplicative group.

(iii). The functor 𝑅 ⇝ {𝑟 ∈ 𝑅 | 𝑟𝑛 = 1} mapping a 𝐾-algebra to its set of 𝑛-th roots

of unity defines an algebraic group 𝜇𝑛, called the group of 𝑛-th roots of unity.

(iv). Let 𝐺 be a finite group. The constant functor 𝑅 ⇝ 𝐺 is not a scheme, but its

sheafification 𝑅 ⇝ Map(𝜋0(𝑅), 𝐺), where 𝜋0(𝑅) is the set of connected components

of Spec(𝑅), defines an algebraic group 𝐺. Such an algebraic group is called a constant

algebraic group.

(v). Let 𝑉 be a finite-dimensional vector space over 𝐾, then the functor 𝑅 ⇝ 𝑉𝑅 :=

𝑉 ⊗𝐾 𝑅 defines an algebraic group 𝕎 (𝑉), called the additive group of 𝑉. Any choice of

basis of 𝑉 gives rise to an isomorphism from this group to a product of copies of 𝔾a.

(vi). The functor mapping a 𝐾-algebra 𝑅 to the additive group of 𝑚×𝑛matrices with

entries in 𝑅 defines an algebraic group M𝑚×𝑛.

(vii). Let 𝑉 be a finite-dimensional vector space over 𝐾, then the functor 𝑅 ⇝

End(𝑉𝑅) defines an algebraic group End(𝑉). When 𝑉 is of dimension 𝑛, any choice of
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basis of 𝑉 gives an isomorphism from this group to M𝑛×𝑛.

(viii). The functor mapping a 𝐾-algebra 𝑅 to the group of invertible 𝑛 × 𝑛 matrices

with entries in 𝑅 defines an algebraic group GL𝑛, called the general linear group.

(ix). Let𝑉 be a finite-dimensional vector space over 𝐾, then the functor 𝑅⇝ Aut(𝑉𝑅)
defines an algebraic group GL(𝑉), called the general linear group of 𝑉. When 𝑉 is of

dimension 𝑛, any choice of basis of 𝑉 gives rise to an isomorphism from this group to

GL𝑛.

All above functors are representable. Hence, above algebraic groups are affine.

3.1.5. A representation of an algebraic group G is a homomorphism of group-valued

functors 𝜌 : G → GL(𝑉), where 𝑉 is a vector space over 𝐾 and GL(𝑉) is the functor

𝑅 ⇝ Aut(𝑉𝑅). When 𝑉 is finite-dimensional, this is a homomorphism of algebraic

groups. Such a representation is faithful if 𝜌 is injective.

An algebraic group is linear if it admits a finite-dimensional faithful representation.

Equivalently, an algebraic group is linear if it is isomorphic to an algebraic subgroup of

some GL𝑛. It turns out that [Mil17, 1.43 and 4.10]:

affine algebraic group = linear algebraic group.

Example 3.1.6. Here we give some linear algebraic groups.

(i). The functor 𝑅⇝ {𝑔 ∈ GL𝑛(𝑅) | det(𝑔) = 1} mapping a 𝐾-algebra 𝑅 to the group

of invertible 𝑛 × 𝑛 matrices with entries in 𝑅 and determinant 1 defines an algebraic

subgroup SL𝑛 of GL𝑛, called the special linear group.

(ii). The functor 𝑅 ⇝
{(𝑔𝑖 𝑗) ∈ GL𝑛(𝑅)

�� 𝑔𝑖 𝑗 = 0 if 𝑖 > 𝑗
}

mapping a 𝐾-algebra 𝑅 to

the group of upper triangular invertible 𝑛 × 𝑛 matrices with entries in 𝑅 defines an

algebraic subgroup T𝑛 of GL𝑛.
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(iii). The functor 𝑅 ⇝
{(𝑔𝑖 𝑗) ∈ GL𝑛(𝑅)

�� 𝑔𝑖 𝑗 = 0 if 𝑖 > 𝑗 and 𝑔𝑖 𝑗 = 1 if 𝑖 = 𝑗
}

map-

ping a 𝐾-algebra 𝑅 to the group of upper triangular invertible 𝑛×𝑛matrices with entries

in 𝑅 and diagonal entries 1 defines an algebraic subgroup U𝑛 of T𝑛.

(iv). The functor 𝑅 ⇝ {diag(𝑡1, · · · , 𝑡𝑛) ∈ GL𝑛(𝑅)} mapping a 𝐾-algebra 𝑅 to the

group of invertible diagonal 𝑛×𝑛matrices with entries in 𝑅 defines an algebraic subgroup

D𝑛 of T𝑛. Note that D𝑛
∼= 𝔾𝑛

m.

(v). The functor 𝑅 ⇝ {𝑔 ∈ GL(𝑉, 𝑅) | det(𝑔) = 1} mapping a 𝐾-algebra 𝑅 to the

group of 𝑅-automorphisms of 𝑉𝑅 having determinant 1 defines an algebraic subgroup

SL(𝑉) of GL(𝑉), called the special linear group of 𝑉.

(vi). The quotient of GL𝑛 (resp. GL(𝑉)) by the normal subgroup of scalars is a linear

algebraic group. It is denoted by PGL𝑛 (resp. PGL(𝑉)) and is called the projective

linear group.

Example 3.1.7. Here are more examples of linear algebraic groups. They form so-called

classical groups.

(i). Let 𝐷 be a division algebra over 𝐾 and 𝑉 be a finite-dimensional 𝐷-vector space,

namely free right 𝐷-module of finite rank. Then the functor 𝑅⇝ Aut𝐷𝑅 (𝑉𝑅) defines an

algebraic group GL𝐷(𝑉), called the general linear group of 𝑉. One also have the special

linear group SL𝐷(𝑉), specified by the condition det(𝑔) = 1, and the projective linear

group PGL𝐷(𝑉).
(ii). Let 𝐷 be a division algebra over 𝐾 with an involution 𝜎 such that 𝐾 is precisely

the 𝜎-fixed-point subfield of the center of 𝐷. Let 𝑉 be a finite-dimensional 𝐷-vector

space and fix 𝜖 = ±1, a hermitian form on 𝑉 is a 𝐾-bilinear form ⟨ · | · ⟩ : 𝑉 × 𝑉 → 𝐷

such that

⟨𝑣.𝜉 |𝑤.𝜂⟩ = 𝜉𝜎⟨𝑣 |𝑤⟩𝜂 for all 𝑣, 𝑤 ∈ 𝑉, 𝜉, 𝜂 ∈ 𝐷
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and that

⟨𝑤 | 𝑣⟩ = 𝜖⟨𝑣 |𝑤⟩𝜎 for all 𝑣, 𝑤 ∈ 𝑉.

When 𝑉 is equipped with a hermitian form, we say it is a hermitian space. Then

the functor 𝑅 ⇝ {𝑔 ∈ GL𝐷(𝑉, 𝑅) | ⟨𝑔.𝑣 | 𝑔.𝑤⟩ = ⟨𝑣 |𝑤⟩ for all 𝑣, 𝑤 ∈ 𝑉𝑅} defines an

algebraic group O(𝑉), called the orthogonal group of 𝑉. One also have the special

orthogonal group SO(𝑉), specified by the condition det(𝑔) = 1.

(iii). More general, if we replace the condition ⟨𝑔.𝑣 | 𝑔.𝑤⟩ = ⟨𝑣 |𝑤⟩ for all 𝑣, 𝑤 ∈ 𝑉𝑅
by ∃𝜈(𝑔) ∈ 𝔾m(𝑅) such that ⟨𝑔.𝑣 | 𝑔.𝑤⟩ = 𝜈(𝑔)⟨𝑣 |𝑤⟩ for all 𝑣, 𝑤 ∈ 𝑉𝑅, we get another

algebraic group GO(𝑉), called the similitude group of 𝑉.

Example 3.1.8. We are more interested in the following special cases of 3.1.7.(ii):

(i). 𝜎 = id and 𝜖 = −1: namely, ⟨ · | · ⟩ is alternative. We say 𝑉 is a symplectic space

and the groups O(𝑉) (equals to SO(𝑉)) and GO(𝑉) are denoted by Sp(𝑉) and GSp(𝑉)
respectively. In particular, we use the notations Sp2𝑛 and GSp2𝑛 for the case 𝑉 = 𝐾2𝑛

(we use the index set {±1, · · · ,±𝑛}) and ⟨ · | · ⟩ is given by

⟨x | y⟩ = 𝑥1𝑦−1 − 𝑥−1𝑦1 + · · · + 𝑥𝑛𝑦−𝑛 − 𝑥−𝑛𝑦𝑛.

(ii). 𝜎 = id and 𝜖 = −1: namely, ⟨ · | · ⟩ is symmetric. We should assume that 𝑉 is

equipped with a non-degenerate quadratic form 𝔮 so that

⟨𝑢 | 𝑣⟩ = 𝔮(𝑢 + 𝑣) − 𝔮(𝑢) − 𝔮(𝑣) for all 𝑢, 𝑣 ∈ 𝑉.

If this is the case, we say 𝑉 is a quadratic space. In particular, we use the notations

O2𝑛, SO2𝑛, and GO2𝑛 for the case 𝑉 = 𝐾2𝑛 (we use the index set {±1, · · · ,±𝑛}) and 𝔮
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is given by

𝔮(x) = 𝑥1𝑥−1 + · · · + 𝑥𝑛𝑥−𝑛.

We also use the notations O2𝑛+1, SO2𝑛+1, and GO2𝑛+1 for the case 𝑉 = 𝐾2𝑛+1 (we use

the index set {0,±1, · · · ,±𝑛}) and 𝔮 is given by

𝔮(x) = 𝑥2
0 + 𝑥1𝑥−1 + · · · + 𝑥𝑛𝑥−𝑛.

3.1.9. An algebraic group G is unipotent if every finite-dimensional representation

𝜌 : G→ GL(𝑉) is unipotent, namely there exists a G-stable flag

𝑉 = 𝑉0 ⊋ 𝑉1 ⊋ 𝑉2 ⊋ · · · ⊋ 𝑉𝑚−1 ⊋ 𝑉𝑚 = 0,

such that G acts trivially on each factor 𝑉𝑖/𝑉𝑖+1. Equivalently, an algebraic group is

unipotent if it is isomorphic to an algebraic subgroup of some U𝑛.

For any 𝑔 ∈ G
(
𝐾alg) , we have Jordan-Chevalley decomposition [Mil17, 9.18]: there

exist unique elements 𝑔𝑠, 𝑔𝑢 ∈ G
(
𝐾alg) such that

𝑔 = 𝑔𝑠𝑔𝑢 = 𝑔𝑢𝑔𝑠,

and for any representation 𝜌 : G→ GL(𝑉), the linear operator 𝜌(𝑔𝑠) is semisimple and

𝜌(𝑔𝑢) is unipotent. An element 𝑔 ∈ G
(
𝐾alg) is said to be semisimple (reps. unipotent)

if 𝑔 = 𝑔𝑠 (resp. 𝑔 = 𝑔𝑢). A smooth algebraic group G is unipotent if and only if all

elements of G
(
𝐾alg) are unipotent [Mil17, 14.12].

3.1.10. An algebraic group is a torus if it becomes isomorphic to a product of copies of

𝔾m over some field containing 𝐾. A torus over 𝐾 is split if it is already isomorphic to a

product of copies of 𝔾m over 𝐾.
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An algebraic group G is diagonalizable if its every representation is diagonalizable,

namely it is a sum of one-dimensional representations. Equivalently, an algebraic group

is diagonalizable if it is isomorphic to an algebraic subgroup of some D𝑛.

An algebraic group G is of multiplicative type if it becomes diagonalizable over some

field containing 𝐾. All tori are of multiplicative type. A smooth commutative algebraic

group G is of multiplicative type if and only if all elements of G
(
𝐾alg) are semisimple

[Mil17, 12.21].

A character of an algebraic group G is a homomorphism 𝜒 : G→ 𝔾m. Let 𝜒 and 𝜒′

be two characters of G, then the sum 𝜒 + 𝜒′ is defined as

(𝜒 + 𝜒′) (𝑔) = 𝜒(𝑔) · 𝜒′(𝑔), ∀𝑔 ∈ G .

This is again a character and the set of characters is an abelian group, denoted by X(G).
The character group of G is the abelian group

X∗(G) := Hom
(
G𝐾sep ,𝔾m,𝐾sep

)
.

A cocharacter of an algebraic group G is a homomorphism 𝜆 : 𝔾m → G. Suppose

G is commutative. Then the sum 𝜆 + 𝜆′ of two cocharacters of G is defined as:

(𝜆 + 𝜆′) (𝑧) = 𝜆 (𝑧) · 𝜆′(𝑧), ∀𝑧 ∈ 𝔾m .

This is again a cocharacter. The cocharacter group of G is then the abelian group

X∗(G) := Hom
(
𝔾m,𝐾sep ,G𝐾sep

)
.
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Example 3.1.11. Let G = D𝑛. For each 1 ⩽ 𝑖 ⩽ 𝑛, define 𝜒𝑖 : D𝑛 → 𝔾m as the character

diag(𝑡1, · · · , 𝑡𝑛) ↦→ 𝑡𝑖

and 𝜆 𝑖 : 𝔾m → D𝑛 as the cocharacter

𝑡 ↦→ diag(1, · · · , 𝑡, · · · , 1)

with 𝑡 at the 𝑖-th position. Then

(i). characters of D𝑛 are ℤ-linear combinations of 𝜒1, · · · , 𝜒𝑛;
(ii). cocharacters of D𝑛 are ℤ-linear combinations of 𝜆1, · · · , 𝜆𝑛.

Therefore, if T is a torus of dimension 𝑛, then its character group X∗(T) (resp.

cocharacter group X∗(T)) is isomorphic to ℤ𝑛 and furthermore consists of all characters

(resp. cocharacters) providing T is split.

Let 𝜒 be a character and 𝜆 be a cocharacter of T. Then the composition 𝜒 ◦ 𝜆 is an

endomorphism 𝑡 ↦→ 𝑡⟨𝜒,𝜆⟩ of 𝔾m, which can be identified with the integer ⟨𝜒, 𝜆⟩ ∈ ℤ.

In this way, we get a perfect pairing of ℤ-modules

⟨ · , · ⟩ : X∗(T) × X∗(T) → ℤ

making X∗(T) and X∗(T) in duality.

Example 3.1.12. Let G be a diagonalizable algebraic group. Then X(G) is a finitely

generated abelian group and (here 𝑝 is the characteristic of 𝐾) [Mil17, 12.5]

(i). G is smooth if and only if X(G) has no 𝑝-torsion;

(ii). G is connected if and only if X(G) has no torsion other than 𝑝-torsions;

(iii). G is smooth and connected if and only if X(G) is free.
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Moreover, the functor G⇝ X(G) gives a contravariant equivalence from the category

of diagonalizable algebraic groups to the category of finitely generated abelian groups

[Mil17, 12.9].

More general, the functor G ⇝ X∗(G) gives a contravariant equivalence from the

category of algebraic groups of multiplicative type over 𝐾 to the category of finitely

generated ℤ-modules equipped with a continuous action of the absolute Galois group

of 𝐾 [Mil17, 12.23].

In particular, an algebraic group of multiplicative type is a torus if and only if it is

smooth and connected.

3.1.13. An algebraic group G is trigonalizable if its every finite-dimensional repre-

sentation 𝜌 : G → GL(𝑉) is trigonalizable, namely there exists a G-stable maximal

flag

𝑉 = 𝑉0 ⊋ 𝑉1 ⊋ 𝑉2 ⊋ · · · ⊋ 𝑉dim𝑉−1 ⊋ 𝑉dim𝑉 = 0.

Equivalently, an algebraic group is trigonalizable if it is isomorphic to an algebraic

subgroup of some T𝑛 [Mil17, 16.2]. All unipotent algebraic groups are trigonalizable.

An algebraic group G is solvable if it has a subnormal series

G ⊋ G0 ⊋ G1 ⊋ · · · ⊋ G𝑚 = 1

such that each factor G𝑖/G𝑖+1 is commutative. A solvable algebraic group G is split if

it has a subnormal series (G𝑖) in which each factor G𝑖/G𝑖+1 is isomorphic to either 𝔾a

or 𝔾m. Hence, split solvable algebraic groups are trigonalizable [Mil17, 16.52].

Any trigonalizable algebraic group G has a subnormal series (G𝑖) in which G0 is

unipotent, G/G0 is diagonalizable and each factor G𝑖/G𝑖+1 is (G/G0)-equivariantly em-
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bedded into 𝔾a [Mil17, 16.21]. Therefore, trigonalizable algebraic groups are solvable.

Conversely, every smooth connected solvable algebraic group becomes trigonalizable

after some finite filed extension [Mil17, 16.30].

Example 3.1.14. T𝑛 is trigonalizable and hence solvable. It has a normal series

T𝑛 ⊋ U𝑛 = U(0)𝑛 ⊋ U(1)𝑛 ⊋ · · · ⊋ U(𝑚)𝑛 = 1,

where 𝑚 =
(𝑛
2
)

and for each 0 ⩽ 𝑟 ⩽ 𝑚,

U(𝑟)𝑛 : 𝑅⇝
{(𝑢𝑖 𝑗) ∈ U𝑛(𝑅)

�� 𝑢𝑖 𝑗 = 0 for 1
2 ( 𝑗 − 𝑖 − 1) (2𝑛 − 𝑗 + 𝑖) + 𝑖 ⩽ 𝑟}.

In which, U𝑛 is the largest solvable normal subgroup of T𝑛 (and is in fact smooth

and connected), the quotient U𝑛/T𝑛 is isomorphic to D𝑛 and each factor U(𝑟)𝑛 /U(𝑟+1)𝑛 is

isomorphic to 𝔾a.

3.1.15 (Cohomology of algebraic groups). Definition 3.1.1 is equivalent to say that

an algebraic group is a locally presentable group-valued sheaf on the site 𝐾fppf whose

underlying category is Algop
𝐾 and is equipped with the fppf topology∗. Let 𝑅 be an object

in this site, its fppf covering is a family of 𝐾-algebra homomorphisms 𝑅 → 𝑅𝑖 of finite

presentation such that 𝑅→ ∏
𝑖 𝑅𝑖 is faithfully flat. Therefore, a functor F from Alg𝐾 is

a sheaf on 𝐾fppf if and only if it satisfies the following [Mil17, 5.65].

(i). (Local) For any 𝐾-algebras 𝑅1, · · · , 𝑅𝑚,

F(𝑅1 × · · · × 𝑅𝑚) ∼= F(𝑅1) × · · · × F(𝑅𝑚).
∗The name fppf is short of “fidèlement plate de présentation finie”, that is, "faithfully flat and of

finite presentation" in English. Note that any finitely generated 𝐾-algebra 𝑅 is noetherian, hence all
morphisms of finite type in the category Alg𝐾 are actually of finite presentation. This is not true for
general base 𝑆 and the two sheaf conditions (Local and Decent) need to be presented in more general
form as in [SGA3, IV, 6.3.1].
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(ii). (Descent) For any faithfully flat 𝐾-algebra homomorphism 𝑅′→ 𝑅, the sequence

F(𝑅) F(𝑅′) F(𝑅′ ⊗𝑅 𝑅′)

is exact, where the homomorphisms 𝑅′ → 𝑅′ ⊗𝑅 𝑅′ are 𝑟 ↦→ 𝑟 ⊗ 1 and 𝑟 ↦→ 1 ⊗ 𝑟
respectively.

Saying a sequence of algebraic groups

1 N G Q 1

is exact means N is isomorphic to the kernel of G → Q and G → Q is surjective

as a sheaf homomorphism. The latter turns out to say that G → Q is faithfully flat

[Mil17, 5.43]. When we consider homomorphisms between smooth algebraic groups,

this is equivalent to say that G→ Q is surjective on closed points [Mil17, 1.71]. Hence,

to verify a homomorphism between smooth algebraic groups is surjective, it is sufficient

to verify on 𝐾alg-points.

Hence, in general we do not have a short exact sequence of the groups of 𝐾-points.

Instead, there is a long exact sequence:

1 N(𝐾) G(𝐾) Q(𝐾) H1(𝐾,N) H1(𝐾,G) H1(𝐾,Q).

It turns out that [Mil17, 3.50], if G is a smooth algebraic group, then the group coho-

mology H1(𝐾,G) is canonically isomorphic to the Galois cohomology H1(Γ,G(𝐾sep))
with Γ = Gal(𝐾sep/𝐾). The following are some useful results in Galois cohomology.

(i). (Hilbert’s theorem 90) If 𝐿/𝐾 is a Galois extension, then H1(Gal(𝐿/𝐾), 𝐿×) = 0.

(ii). (Lang’s theorem [Mil17, 17.98]) If G is a smooth connected algebraic group

over a finite field 𝐾, then H1(𝐾,G) = 0.
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(iii). ([Mil17, 25.61; BT-3, 4.3]) If G is a simply-connected semisimple group over

a local field 𝐾, then H1(𝐾,G) vanishes.

3.1.16. An algebraic group is vectorial if it is isomorphic to a product of copies of 𝔾a.

Let 𝑉 be a finite-dimensional vector space over 𝐾, then the algebraic group 𝕎 (𝑉) is a

vectorial group. A vectorial group is in particular a vector bundle on 𝐾fppf.

For V a vector bundle on 𝐾fppf, let V× denote the open subscheme of V obtained by

deleting the zero section. Then the action of 𝔾a on V induces an action of 𝔾m on V×.

In particular, if 𝐿 is a one-dimensional vector space over 𝐾, then 𝕎 (𝐿) is a line bundle

and 𝕎 (𝐿)× is a homogeneous principal 𝔾m-bundle [SGA3, XIX, 4.3-4.4].

3.1.17. For 𝑅 a 𝐾-algebra, its algebra of dual numbers is the algebra 𝑅[𝜖]/(𝜖2). Let 𝒟

denote the functor sending each 𝑅 to its algebra of dual numbers. For X a 𝐾-scheme, the

composition X ◦𝒟 is also a 𝐾-scheme, called the tangent bundle of X and is denoted

by T(X). For any point 𝑥 of X, the pullback of T(X) along 𝑥 ↩→ X is called the tangent

space of X at 𝑥 and is dented by T𝑥 (X).
Let G be an algebraic group and 𝑒 be its identity. Then both T(G) and T𝑒(G) are

algebraic groups, and we have a split short exact sequence [SGA3, II, 3.9.0.2]

1 T𝑒(G) T(G) G 1.𝑖 pr

𝑠

Let 𝜑 : G → G′ be a homomorphism of algebraic groups, then there is a unique

morphism of 𝐾fppf-vector bundles d𝜑 : T𝑒(G) → T𝑒(G′) making the following diagram

commute
1 T𝑒(G) T(G) G 1.

1 T𝑒(G′) T(G′) G′ 1.

d𝜑 T(𝜑) 𝜑
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The morphism d𝜑 is called the differential of 𝜑. We will not distinguish it from the

𝐾-linear map on 𝐾-points d𝜑(𝐾) : T𝑒(G, 𝐾) → T𝑒(G′, 𝐾).
Let 𝔤 denote the vector space T𝑒(G, 𝐾), hence T𝑒(G) = 𝕎 (𝔤). Then the action

of G on itself by conjugations induces a representation Ad: G → GL(𝔤) of G on 𝔤:

for any 𝑔 ∈ G, the endomorphism Ad(𝑔) is the differential of inn(𝑔) (conjugated by

𝑔). This representation is called the adjoint representation of G [SGA3, II, 4.1]. Let

ad : T𝑒(G) → End(𝔤) denote the differential of the adjoint representation and for any

𝑋, 𝑌 ∈ 𝔤, define [𝑋, 𝑌 ] as ad(𝑋).𝑌 . Then this gives rise to a Lie bracket

𝔤×𝔤 −→ 𝔤 : 𝑋, 𝑌 ↦−→ [𝑋, 𝑌 ].

This Lie algebra is called the Lie algebra of 𝐺 and is denoted by Lie(G).

Example 3.1.18. The Lie algebras of 𝔾m and 𝔾a are the trivial Lie algebra 𝐾. The Lie

algebras of GL𝑛, SL𝑛, T𝑛, U𝑛 and D𝑛 are the Lie algebras 𝔤𝔩𝑛 of all matrices, 𝔰𝔩𝑛 of trace

zero matrices, 𝔱𝑛 of all upper triangular matrices, 𝔲𝑛 of strict upper triangular matrices

and 𝔡𝑛 of all diagonal matrices respectively.

3.1.19. The above constructions give rise to an equivalence of categories between

vectorial groups and finite-dimensional vector spaces over 𝐾 [Mil17, 10.9]. Moreover,

when 𝐾 is of characteristic zero and G is an unipotent group over it, there is an

isomorphism of schemes (and of algebraic groups if G is further commutative)

exp: T𝑒(G) = 𝕎 (Lie(G)) −→ G,

called the exponential map [Mil17, 14.32].
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§ 3.2. Reductive groups

Let’s introduce the notion of reductive groups.

3.2.1. Let G be a smooth connected linear algebraic group.

(i). [Mil17, 6.44] There is a largest smooth connected solvable norm subgroup ℛ(G)
of G. It is called the radical of G.

(ii). [Mil17, 6.46] There is a largest smooth connected unipotent norm subgroup

ℛ𝑢(G) of G. It is called the unipotent radical of G.

Since unipotent groups are solvable, ℛ𝑢(G) is a subgroup of ℛ(G).

Definition 3.2.2. An algebraic group G is reductive (resp. semisimple) if its geometric

unipotent radical ℛ𝑢(G𝐾alg) (resp. geometric radical ℛ(G𝐾alg)) is trivial.

It turns out that the formations of ℛ𝑢(G) and ℛ(G) commute with separable field

extensions [Mil17, 19.1 and 19.9]. Hence, when 𝐾 is perfect, G is reductive (resp.

semisimple) if and only if ℛ𝑢(G) (resp. ℛ(G)) is trivial.

Example 3.2.3. For any finite-dimensional vector space 𝑉, SL(𝑉) is semisimple, while

GL(𝑉) is reductive but not semisimple.

Since any torus becomes a product of copies of𝔾m = GL1 over a finite field extension,

it is reductive. Conversely, if G is a solvable reductive group, then since ℛ𝑢(G𝐾alg) is

trivial, it is a torus by [Mil17, 16.33].

Example 3.2.4. In Example 3.1.7,

(i). SL𝐷(𝑉), Sp(𝑉), and SO(𝑉) = O(𝑉)◦ are semisimple;

(ii). GL𝐷(𝑉), GSp(𝑉), and GO(𝑉)◦ are reductive but not semisimple.
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3.2.5. Let G be a reductive group. There are various semisimple groups related to it.

(i). The radical ℛ(G) is a central torus, namely it is contained in the centre Z(G).
Therefore, the quotient G/Z(G) is semisimple. It is furthermore adjoint, namely it is

semisimple with trivial centre, and is called the adjoint group of G with notation Gad.

(ii). The radical ℛ(G) turns out to be the largest subtorus of Z(G) and hence the

formation of ℛ(G) commute with field extensions [Mil17, 19.21]. Therefore, the

quotient Gss := G/ℛ(G) is semisimple.

(iii). The derived group Gder is semisimple [Mil17, 19.21]. Indeed, its geometric

radical ℛ
(
Gder
𝐾alg

)
is normal in G𝐾alg hence ℛ

(
Gder
𝐾alg

)
⊆ ℛ(G𝐾alg) and is central. But

Z(G) ∩ Gder is finite hence ℛ
(
Gder
𝐾alg

)
is trivial.

Example 3.2.6. The above semisimple groups associated to G = GL𝑛 are the following:

(i). Z(GL𝑛) ∼= 𝔾m, hence Gad = PGL𝑛;

(ii). ℛ(GL𝑛) = Z(GL𝑛), hence we obtain PGL𝑛 again;

(iii). the derived group of GL𝑛 is SL𝑛.

3.2.7. Let G be a reductive group with Z(G) its centre, Gad its adjoint group, Gder its

derived group, GAb its abelianization and let Z
(
Gder

)
be the centre of Gder. We have the

following deconstruction of G [Mil17, 19.25]:

Z
(
Gder

)
Gder

Z(G) G Gad

GAb
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where the square is bicartesian, namely Z
(
Gder

)
= Z(G) ∩ Gder and G = Z(G) · Gder,

and all rows and columns are exact sequences.

Conversely, suppose we have a triple (H,D, 𝜑) with H a semisimple algebraic group,

D an algebraic group of multiplicative type, and 𝜑 : Z(H) → D a monomorphism

whose cokernel is a torus T. Then the homomorphism

Z(H) −→ H×D : 𝑧 ↦−→ (𝑧, 𝜑(𝑧)−1)

is normal and its cokernel, denoted by G, is reductive and with the following decon-

struction [Mil17, 19.27]

Z(H) H

D G Had

T

Namely, Z(G) ∼= D,Gad ∼= Had,Gder ∼= H and GAb ∼= T.

More generally, one can start from a triple (H,D, 𝜑) with 𝜑 not necessarily injective.

Then we can replace H by the H/Ker(𝜑) and everything follows.

3.2.8. Let G be a reductive group with radical ℛ(G), semisimple quotient Gss, derived

group Gder and abelianization GAb. Then by [Mil17, 12.46], G = ℛ(G) ·Gder and hence

61



Chapter 3. Reductive Groups and Tits Buildings

we have another deconstruction of G:

ℛ(G) ∩ Gder Gder

ℛ(G) G Gss

GAb

In particular, a reductive group G is a product of a semisimple group and a torus if and

only if ℛ(G) ∩ Gder = 1.

Example 3.2.9. Let G = GL𝑛. Then we have the following deconstruction

𝜇𝑛 SL𝑛

𝔾m GL𝑛 PGL𝑛

𝔾m

𝜆 ↦→𝜆𝐼𝑛

𝜆 ↦→𝜆𝑛

det

Conversely, GL𝑛 can be recovered from the triple (SL𝑛,𝔾m, 𝜇𝑛 ↩→ 𝔾m).
Similar conclusion applies to GL(𝑉).

3.2.10. Let G be a reductive group. It is splittable if it has a split maximal torus. A

split reductive group is a pair (G, T) of a reductive group and a split maximal torus in

it. A homomorphism between split reductive groups is a homomorphism of algebraic

group preserving the split maximal torus. It turns out that, any two maximal split tori

(hence split maximal tori if G is splittable) in G are conjugate by an element of 𝐺

[Mil17, 25.10], while two (not necessarily split) maximal tori are only conjugate over a

finite separable extension [Mil17, 17.87].

Let G be a splittable reductive group. Then its rank is the dimension of one (hence
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any) split maximal torus in it and its semisimple rank is the rank of G/ℛ(G). Since the

centre Z(G) is contained in every maximal torus [Mil17, 17.61], the semisimple rank

of G equals rank(G) − dim Z(G).

Example 3.2.11. D𝑛 is a split maximal torus in GL𝑛, and it induces a split maximal

torus in PGL𝑛 by quotienting out the scalars 𝔾m and a split maximal torus in SL𝑛 by

intersecting with it. Hence, GL𝑛 is splittable with rank 𝑛 and semisimple rank 𝑛 − 1.

Example 3.2.12. Notations are as in Example 3.1.8. A split maximal torus in Sp2𝑛

is D2𝑛 ∩Sp2𝑛, which consists of diagonal matrices t ∈ D2𝑛 such that 𝜒𝑖(t)𝜒−𝑖(t) = 1.

Similarly, a split maximal torus in SO2𝑛 is D2𝑛 ∩SO2𝑛, which consists of diagonal

matrices t ∈ D2𝑛 such that 𝜒𝑖(t)𝜒−𝑖(t) = 1. Finally, a split maximal torus in SO2𝑛+1 is

D2𝑛+1 ∩SO2𝑛+1, which consists of diagonal matrices t ∈ D2𝑛+1 such that 𝜒𝑖(t)𝜒−𝑖(t) = 1

and that 𝜒0(t) = 1.

Example 3.2.13 ([Mil17, 17.89]). Let 𝑉 be a vector space over 𝐾 of dimension 𝑛.

Then the conjugacy classes of maximal tori in GL(𝑉) are one-one corresponding to

the isomorphism classes of étale 𝐾-algebras of degree 𝑛: a maximal torus T gives a

decomposition 𝑉 =
⊕

𝑖 𝑉𝑖 into simple T-modules and thus finite separable extensions

𝐾𝑖 = EndT(𝑉𝑖) and an étale 𝐾-algebra 𝐴 =
∏

𝑖 𝐾𝑖 of degree 𝑛; conversely, as 𝑉 is a free

𝐴-module of rank 1, it decomposes into vector spaces 𝑉𝑖, one-dimensional over 𝐾𝑖, and

the 𝐴-equivariant automorphisms preserving this decomposition form a maximal torus

T such that T(𝐾) = 𝐴×.

In particular, the only conjugacy class of split maximal tori in GL(𝑉) corresponds to

the étale algebra 𝐾𝑛.
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3.2.14. A homomorphism between smooth connected algebraic groups is said to be an

isogeny if it is surjective and has finite kernel. An isogeny of split reductive groups

(G′, T′) → (G, T) is a homomorphism of split reductive groups such that 𝜑 : G′ → G

is an isogeny.

An isogeny is central if its kernel is central, namely contained in the centre, and is

multiplicative if its kernel is of multiplicative type. A multiplicative isogeny is central

(since every normal multiplicative subgroup of a connected algebraic group is central

[Mil17, 12.38]) and the converse is true if its domain is reductive (since the centre of a

reductive group is of multiplicative type [Mil17, 17.62]).

Let G be a smooth connected algebraic group. A universal covering on it is a

multiplicative isogeny G̃→ G universal in the sense that no other multiplicative isogeny

can factor through it. When the universal covering exists, its kernel is called the

fundamental group 𝜋1(G) of G. If this group is trivial, namely, every multiplicative

isogeny to G is an isomorphism, then we say G simply connected.

Example 3.2.15. In 3.2.7 and 3.2.8, the homomorphisms Gder → Gad, Gder → Gss,

Z(G) → GAb and ℛ(G) → GAb are isogenies. In particular, the homomorphism

SL𝑛 → PGL𝑛 in Example 3.2.9 is a universal covering (hence 𝜋1(PGL𝑛) ∼= 𝜇𝑛) and it

induces a central isogeny of split reductive groups (SL𝑛,D𝑛 ∩SL𝑛) → (PGL𝑛,D𝑛/𝔾m).

§ 3.3. Root systems and root groups

Given a split reductive group, there is a root system associated to it.

3.3.1 ([BT-2, 1.1.2 and 1.1.3]). Let G be an affine algebraic group and T be a split torus

in it. Since T is diagonalizable, it acts (via the adjoint representation) on 𝔤 := Lie(G)
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diagonalizably, and we have a decomposition:

(3.3.1) 𝔤 = 𝔤0 ⊕
⊕

𝑎∈X∗ (T)
𝔤𝑎,

where 𝔤0 = 𝔤T and 𝔤𝑎 is the subspace on which T acts through a nontrivial character 𝑎.

A character 𝑎 is a root if 𝔤𝑎 is nontrivial. The class of all positive real multiples of a

root is called a radical ray. The set of all radical rays is denoted by Φ(G, T), called the

root system of the pair (G, T).
If (G, T) is a split reductive group, then 𝔤0 = 𝔱 := Lie(T) [Mil17, 10.34]. Moreover,

any radical ray contains exactly one root and Φ(G, T) can be further identified with a

(reduced) root system, justifying its name.

Example 3.3.2. The pair (𝔾m,𝔾m) is a split reductive group with Lie algebra the one

dimensional vector space 𝐾. The adjoint action of 𝔾m on 𝐾 is trivial, hence the root

system of (𝔾m,𝔾m) is empty.

Example 3.3.3. Let’s consider the split reductive group (GL𝑛,D𝑛). The action of D𝑛

on 𝔤𝔩𝑛 := Lie(GL𝑛) is

(diag(𝑡1, · · · , 𝑡𝑛), (𝑔𝑖 𝑗)𝑖, 𝑗) ↦−→ (𝑡𝑖𝑔𝑖 𝑗𝑡−1
𝑗 )𝑖, 𝑗.

By Example 3.1.11, the characters of D𝑛 are of the form 𝑐1𝜒1 + · · · + 𝑐𝑛𝜒𝑛. If (𝑔𝑖 𝑗)𝑖, 𝑗 is

an eigenvector of 𝑐1𝜒1 + · · · + 𝑐𝑛𝜒𝑛, then for any 𝑡1, · · · , 𝑡𝑛 ∈ 𝑅, we have

∀𝑖, 𝑗 : 𝑡𝑖𝑔𝑖 𝑗𝑡−1
𝑗 = (𝑡𝑐11 · · · 𝑡𝑐𝑛𝑛 )𝑔𝑖 𝑗.

Therefore: (i). the Lie algebra 𝔡𝑛 of D𝑛 consists of all diagonal matrices; (ii). the

root system Φ(GL𝑛,D𝑛) =
{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
; (iii). for each 𝑎 = 𝜒𝑖 − 𝜒 𝑗, the Lie
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algebra 𝔤𝑎 is generated by 𝐸𝑖 𝑗, the matrix with 1 in the 𝑖 𝑗 position and 0 elsewhere.

Example 3.3.4. Let’s consider the split reductive group (PGL𝑛,D𝑛/𝔾m). A character

𝑐1𝜒1 + · · · + 𝑐𝑛𝜒𝑛 of D𝑛 factors through D𝑛/𝔾m if and only if 𝑐1 + · · · + 𝑐𝑛 = 0. Hence,

X∗(D𝑛/𝔾m) = {𝑐1𝜒1 + · · · + 𝑐𝑛𝜒𝑛 | 𝑐1, · · · , 𝑐𝑛 ∈ ℤ, 𝑐1 + · · · + 𝑐𝑛 = 0}

and we see that Φ(PGL𝑛,D𝑛/𝔾m) =
{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
.

The Lie algebra of PGL𝑛 and D𝑛/𝔾m are 𝔭𝔤𝔩𝑛 := 𝔤𝔩𝑛/𝐾𝐼𝑛 and 𝔡𝑛/𝐾𝐼𝑛. For each

𝑎 = 𝜒𝑖 − 𝜒 𝑗, the Lie algebra 𝔤𝑎 is generated by 𝐸𝑖 𝑗.

Example 3.3.5. Let’s consider the split reductive group (SL𝑛,D𝑛 ∩SL𝑛). Then two

characters 𝑐1𝜒1 + · · · + 𝑐𝑛𝜒𝑛 and 𝑐′1𝜒1 + · · · + 𝑐′𝑛𝜒𝑛 of D𝑛 may give rise to the same

character of D𝑛 ∩SL𝑛. This is the case precisely when 𝑐𝑖 − 𝑐′𝑖 is a constant. Hence,

X∗(D𝑛 ∩SL𝑛) = (ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛)/ℤ(𝜒1 + · · · + 𝜒𝑛)

and we see that Φ(SL𝑛,D𝑛 ∩SL𝑛) =
{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
.

The Lie algebra of SL𝑛 and D𝑛 ∩SL𝑛 are 𝔰𝔩𝑛, consisting of matrices with trace 0, and

𝔡𝑛 ∩𝔰𝔩𝑛. For each 𝑎 = 𝜒𝑖 − 𝜒 𝑗, the Lie algebra 𝔤𝑎 is generated by 𝐸𝑖 𝑗.

3.3.6. Let G be an affine algebraic group and T be a split torus in it. Then the normalizer

N = NG(T) acts on T, hence on X∗(T) by conjugations. The centralizer ZG(T) is the

neutral component of N [Mil17, 12.40]. Therefore, 𝜋0(N) acts on X∗(T).
If (G, T) is a split reductive group. Then ZG(T) = T [Mil17, 17.84] and hence

𝜋0(N) = N/T, which is constant [Mil17, 21.1]. The finite group 𝑁/𝑇 is denoted by
𝑣𝑊 (G, T) and is called the Weyl group of the pair (G, T).

Example 3.3.7. Let’s consider the split reductive group (GL𝑛,D𝑛). Then N consists of
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invertible monomial matrices and the regular representation of 𝔖𝑛 gives a semi-direct

product N = D𝑛 ⋊𝔖𝑛. Hence, the Weyl group 𝑣𝑊 (GL𝑛,D𝑛) is isomorphic to 𝔖𝑛.

Similar arguments apply to (PGL𝑛,D𝑛/𝔾m) and (SL𝑛,D𝑛 ∩SL𝑛) and their Weyl

groups are 𝑣𝑊 (PGL𝑛,D𝑛/𝔾m) ∼= 𝔖𝑛 and 𝑣𝑊 (SL𝑛,D𝑛 ∩SL𝑛) ∼= 𝔖𝑛.

3.3.8. Let (G, T) be a split reductive group and 𝑎 ∈ Φ(G, T) a root of it. Then there is

a unique homomorphism 𝑢𝑎 : 𝕎 (𝔤𝑎) → G such that its differential d 𝑢𝑎 is the inclusion

𝔤𝑎 ↩→ 𝔤. Let U𝑎 denote the image of 𝑢𝑎. It is called the root group of G and satisfies

the following properties [Mil17, 21.11 and 21.19; SGA3, XX, 1.5, XXII, 1.1].

(i). U𝑎 has Lie algebra 𝔤𝑎 and a smooth subgroup of G contains U𝑎 if and only if its

Lie algebra contains 𝔤𝑎.

(ii). U𝑎 is normalized by T and T acts on U𝑎 through the character 𝑎:

inn(t).𝑢𝑎(𝑋) = 𝑢𝑎(𝑎(t)𝑋),

for all t ∈ T and 𝑋 ∈ 𝕎 (𝔤𝑎).
(iii). Let L𝑎 be the algebraic subgroup of G generated by U𝑎, U−𝑎 and T, called the

Levi subgroup associated to 𝑎. Then the morphism

𝕎 (𝔤−𝑎) × T×𝕎 (𝔤𝑎) −→ L𝑎

defined by (𝑌, t, 𝑋) ↦→ 𝑢−𝑎(𝑌 ) · t · 𝑢𝑎(𝑋) is an open immersion.

Moreover, if 𝑚 ∈ NG(T). Then 𝑏 = 𝑎 ◦ inn(𝑚) is a root, and we have the following
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commutative diagram [SGA3, XXII, 1.4].

𝕎 (𝔤𝑎) G

𝕎 (𝔤𝑏) G

𝑢𝑎

Ad(𝑚) inn(𝑚)
𝑢𝑏

Indeed, both 𝑢𝑎 and inn(𝑚)−1 ◦ 𝑢𝑏 ◦ Ad(𝑚) have the differential 𝔤𝑎 ↩→ 𝔤.

Remark ([BT-2, 1.1.3 and 1.1.9]). In general, let G be an affine algebraic group and T

be a split torus in it. Then a root subgroup associated to a radical ray 𝑎 ∈ Φ(G, T) is

the largest connected closed subgroup U𝑎 normalized by T and all characters appearing

in the adjoint representation on Lie(U𝑎) belong to 𝑎. The notion of Levi subgroups still

make sense, and we have open immersion

U𝑎 ×T×U−𝑎 −→ L𝑎 .

However, U𝑎 is merely split unipotent in general, not necessary vectorial.

Example 3.3.9. Let’s consider the split reductive group (GL𝑛,D𝑛) and its root 𝑎 = 𝜒𝑖−𝜒 𝑗.
Then U𝑎 is the algebraic group

𝑅⇝ 𝐼𝑛 + 𝑅𝐸𝑖 𝑗.

The homomorphism 𝑢𝑎 : 𝕎 (𝔤𝑎) → GL𝑛 is

𝑥𝐸𝑖 𝑗 ↦→ 𝐼𝑛 + 𝑥𝐸𝑖 𝑗.

For any t = diag(𝑡1, · · · , 𝑡𝑛) ∈ T, we have

inn(t).𝑢𝑎(𝑥𝐸𝑖 𝑗) = 𝐼𝑛 + 𝑡𝑖𝑥𝑡−1
𝑗 𝐸𝑖 𝑗 = 𝑢𝑎(𝑡𝑖𝑡−1

𝑗 𝑥𝐸𝑖 𝑗) = 𝑢𝑎(𝑎(t)𝑥𝐸𝑖 𝑗).

3.3.10. Notations as in 3.3.8. Then there is a natural duality on the one-dimensional
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vectorial groups

𝕎 (𝔤𝑎) ×𝕎 (𝔤−𝑎) −→ 𝔾a : (𝑋, 𝑌 ) ↦−→ ⟨𝑋, 𝑌⟩

and a unique cocharacter 𝑎∨ : 𝔾m → T such that [SGA3, XX, 2.1]:

(i). for any 𝑋 ∈ 𝕎 (𝔤𝑎) and 𝑌 ∈ 𝕎 (𝔤−𝑎), the product 𝑢𝑎(𝑋) · 𝑢−𝑎(𝑌 ) lies in the image

of the open immersion in 3.3.8.(iii) if and only if 1 + ⟨𝑋, 𝑌⟩ ∈ 𝔾m;

(ii). under these conditions we have the formula

𝑢𝑎(𝑋) · 𝑢−𝑎(𝑌 ) = 𝑢−𝑎((1 + ⟨𝑋, 𝑌⟩)−1𝑌 ) · 𝑎∨(1 + ⟨𝑋, 𝑌⟩) · 𝑢𝑎((1 + ⟨𝑋, 𝑌⟩)−1𝑋);

(iii). ⟨𝑎, 𝑎∨⟩ = 2.

The above duality induces a pairing of 𝔾m-bundles [SGA3, XX, 2.6]:

𝕎 (𝔤𝑎)× ×𝕎 (𝔤−𝑎)× −→ 𝔾m : (𝑋, 𝑌 ) ↦−→ 𝑋𝑌 .

Then for any 𝑋 ∈ 𝕎 (𝔤𝑎)×, there is a unique 𝑋−1 ∈ 𝕎 (𝔤−𝑎)× such that 𝑋𝑋−1 = 1. This

gives rise to an isomorphism (−)−1 compatible with the action of 𝔾m. Then for any

𝑥 ∈ 𝔾m and 𝑋 ∈ 𝕎 (𝔤𝑎)×, we have [SGA3, XX, 2.7]:

𝑎∨(𝑥) = 𝑢−𝑎((𝑥−1 − 1)𝑋−1)𝑢𝑎(𝑋)𝑢−𝑎((𝑥 − 1)𝑋−1)𝑢𝑎(−𝑥−1𝑋).

This cocharacter is called the coroot associated to the root 𝑎.

The root 𝑎 and its coroot 𝑎∨ induces the following Lie algebra homomorphisms

𝐾 𝔱 𝐾.
d 𝑎∨ d 𝑎

The vector 𝐻𝑎 := d 𝑎∨(1) is called the infinitesimal coroot vector. Then 𝐻−𝑎 = −𝐻𝑎 and
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for any 𝑋 ∈ 𝕎 (𝔤𝑎), 𝑌 ∈ 𝕎 (𝔤−𝑎) and 𝐻 ∈ 𝕎 (𝔱), we have [SGA3, XX, 2.10]:

[𝐻, 𝑋] = d 𝑎(𝐻)𝑋, [𝐻, 𝑌 ] = −d 𝑎(𝐻)𝑌, [𝑋, 𝑌 ] = ⟨𝑋, 𝑌⟩𝐻𝑎.

Hence, if 𝐻𝑎 ≠ 0, then for any 𝑋 ∈ 𝕎 (𝔤𝑎)×, the following define an embedding from

the Lie algebra 𝔰𝔩2:

𝐸12 ↦→ 𝑋, 𝐸21 ↦→ 𝑋−1, 𝐸11 − 𝐸22 ↦→ 𝐻𝑎.

Remark. For each 𝑎 ∈ Φ, one can fix such an embedding and hence fix a choice of basis

of 𝔤𝑎 (as well as 𝔤−𝑎). However, such choices for various roots are not independent.

Definition 3.3.11. A pinning on the pair (G, T) is a basis Δ of Φ together with a family

of isomorphisms (𝑢𝑎 : 𝔾a → U𝑎)𝑎∈Δ. Given a pinning, the family (𝑢𝑎)𝑎∈Δ extends

uniquely to a coherent system of isomorphisms (𝑢𝑎)𝑎∈Φ, called a Chevalley system. We

refer to [BT-2, 3.2.2] or [SGA3, XXIII, 6.2] for more details. Note that when such

a system is given, we ambiguously use the notation 𝑢𝑎 to denote either the inclusion

𝕎 (𝔤𝑎) → G or the composition 𝔾a ∼= 𝕎 (𝔤𝑎) → G.

Example 3.3.12. Let’s consider the split reductive group (GL𝑛,D𝑛) and its root 𝑎 =

𝜒𝑖 − 𝜒 𝑗. To take the advantage of calculations on GL2, we can define a homomorphism

𝜉𝑖 𝑗 mapping a 2× 2-matrix 𝑀 =
©­­«
𝑥 𝑦

𝑧 𝑤

ª®®¬
∈ GL2(𝑅) to the 𝑛× 𝑛-matrix 𝜉𝑖 𝑗(𝑀) satisfying

𝜉𝑖 𝑗(𝑀).𝑒𝑘 =




𝑥𝑒𝑖 + 𝑧𝑒 𝑗 if 𝑘 = 𝑖,

𝑦𝑒𝑖 + 𝑤𝑒 𝑗 if 𝑘 = 𝑗,

𝑒𝑘 otherwise,
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where 𝑒1, 𝑒2, · · · , 𝑒𝑛 is the standard basis of 𝑅𝑛. Then we have

𝑢𝑎(𝑥) = 𝜉𝑖 𝑗
©­­
«
©­­
«
1 𝑥

0 1

ª®®
¬
ª®®
¬

and 𝑥𝐸𝑖 𝑗 = d 𝜉𝑖 𝑗
©­­
«
©­­
«
0 𝑥

0 0

ª®®
¬
ª®®
¬
.

Also note that 𝜉 𝑗𝑖 = 𝜉𝑖 𝑗 ◦ transpose.

Then the duality is

⟨𝑥𝐸𝑖 𝑗, 𝑦𝐸 𝑗𝑖⟩ = 𝑥 𝑦.

The coroot 𝑎∨ associated to 𝑎 is 𝜆 𝑖 − 𝜆 𝑗 and one can verify that

𝑢𝑎(𝑥) · 𝑢−𝑎(𝑦)

= 𝜉𝑖 𝑗
©­­«
©­­«
1 𝑥

0 1

ª®®¬
©­­«
1 0

𝑦 1

ª®®¬
ª®®¬

= 𝜉𝑖 𝑗
©­­«
©­­«
1 + 𝑥 𝑦 𝑥

𝑦 1

ª®®¬
ª®®¬

= 𝜉𝑖 𝑗
©­­«
©­­«

1 0

(1 + 𝑥 𝑦)−1 1

ª®®¬
©­­«
1 + 𝑥 𝑦 0

0 (1 + 𝑥 𝑦)−1

ª®®¬
©­­«
1 (1 + 𝑥 𝑦)−1

0 1

ª®®¬
ª®®¬

= 𝑢−𝑎((1 + 𝑥 𝑦)−1) · 𝑎∨(1 + 𝑥 𝑦) · 𝑢𝑎((1 + 𝑥 𝑦)−1).

The differentials of 𝑎 and 𝑎∨ are

d 𝑎 = d𝜒𝑖 − d𝜒 𝑗 : diag(𝑡1, · · · , 𝑡𝑛) ↦→ 𝑡𝑖 − 𝑡 𝑗,

d 𝑎∨ = d 𝜆 𝑖 − d 𝜆 𝑗 : 𝑧 ↦→ 𝜉𝑖 𝑗
©­­«
©­­«
𝑧 0

0 −𝑧
ª®®¬
ª®®¬
.
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In particular, the infinitesimal coroot vector associated to 𝑎 is

𝐻𝑎 = 𝜉𝑖 𝑗
©­­
«
©­­
«
1 0

0 −1

ª®®
¬
ª®®
¬
.

For any 𝐻 = diag(𝑡1, · · · , 𝑡𝑛) ∈ 𝔱, we have

[𝐻, 𝑥𝐸𝑖 𝑗] = 𝜉𝑖 𝑗
©­­
«
©­­
«
0 (𝑡𝑖𝑥 − 𝑡 𝑗𝑥)
0 0

ª®®
¬
ª®®
¬
= d 𝑎(𝐻)𝑥𝐸𝑖 𝑗,

[𝐻, 𝑦𝐸 𝑗𝑖] = 𝜉𝑖 𝑗
©­­«
©­­«

0 0

(𝑡 𝑗𝑦 − 𝑡𝑖𝑦) 0

ª®®¬
ª®®¬
= −d 𝑎(𝐻)𝑦𝐸 𝑗𝑖,

[𝑥𝐸𝑖 𝑗, 𝑦𝐸 𝑗𝑖] = 𝜉𝑖 𝑗
©­­«
©­­«
𝑥 𝑦 0

0 −𝑥 𝑦
ª®®¬
ª®®¬
= 𝑥 𝑦𝐻𝑎.

3.3.13. Notations as in 3.3.8 and 3.3.10. Then L𝑎 is the centralizer of the largest subtorus

of Ker(𝑎) and the pair (L𝑎, T) is a split reductive group [SGA3, XIX, 1.12 and XXII,

1.1; Mil17, 21.11 and 21.23]. The Lie algebra of it admits a decomposition

Lie(L𝑎) = 𝔱 ⊕ 𝔤𝑎 ⊕ 𝔤−𝑎

and the Weyl group 𝑣𝑊 (L𝑎, T) contains exactly one nontrivial element 𝑟𝑎 given by the

formula

𝑟𝑎 : 𝜒 ↦−→ 𝜒 − ⟨𝜒, 𝑎∨⟩𝑎.

Moreover, for any 𝑋 ∈ 𝕎 (𝔤𝑎)×, let

𝑚𝑎(𝑋) = 𝑢𝑎(𝑋) · 𝑢−𝑎(−𝑋−1) · 𝑢𝑎(𝑋).

Then we have [SGA3, XX, 3.1; Mil17, 20.39]:
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(i). 𝑚𝑎(𝑋) ∈ NL𝑎 (T);
(ii). let M◦𝑎 be the image of 𝑚𝑎 : 𝕎 (𝔤𝑎)× → NL𝑎 (T), then M𝑎 = T ·M◦𝑎 is a right

congruence class modulo T: indeed, for any 𝑧 ∈ 𝔾m and 𝑋 ∈ 𝕎 (𝔤𝑎)×, we have

𝑚𝑎(𝑧𝑋) = 𝑎∨(𝑧)𝑚𝑎(𝑋);

(iii). this right congruence class is precisely 𝑟𝑎: indeed, for any 𝑡 ∈ T and 𝑋 ∈
𝕎 (𝔤𝑎)×, we have

inn(𝑚𝑎(𝑋)).𝑡 = 𝑡 · 𝑎∨(𝑎(𝑡))−1;

(iv). for any 𝑋 ∈ 𝕎 (𝔤𝑎)× and 𝑌 ∈ 𝕎 (𝔤−𝑎)×, we have

𝑚𝑎(𝑋)𝑚−𝑎(𝑌 ) = 𝑎∨(𝑋𝑌 ).

Example 3.3.14. Let’s consider the split reductive group (GL𝑛,D𝑛) and its root 𝑎 =

𝜒𝑖 − 𝜒 𝑗. Then the algebraic subgroup L𝑎 is

𝑅⇝ D𝑛(𝑅) + 𝑅𝐸𝑖 𝑗 + 𝑅𝐸 𝑗𝑖.

Its Lie algebra is 𝔡𝑛 +𝐾𝐸𝑖 𝑗 + 𝐾𝐸 𝑗𝑖, which is precisely 𝔡𝑛 ⊕ 𝔤𝑎 ⊕ 𝔤−𝑎.
The normalizer of D𝑛 in L𝑎 is precisely the monomial matrices belonging to L𝑎.

Hence, the Weyl group 𝑣𝑊 (L𝑎, T) contains exactly one nontrivial element 𝑟𝑎 = (𝑖, 𝑗),
the permutation of 𝑖-th and 𝑗-th coordinates.

The map 𝑚𝑎 is

𝑥𝐸𝑖 𝑗 ↦−→ 𝜉𝑖 𝑗
©­­
«
©­­
«
1 𝑥

0 1

ª®®
¬
©­­
«

1 0

−𝑥−1 1

ª®®
¬
©­­
«
1 𝑥

0 1

ª®®
¬
ª®®
¬
= 𝜉𝑖 𝑗

©­­
«
©­­
«

0 𝑥

−𝑥−1 0

ª®®
¬
ª®®
¬
.
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We have

𝑚𝑎(𝑥) = 𝜉𝑖 𝑗
©­­
«
©­­
«

0 𝑥

−𝑥−1 0

ª®®
¬
ª®®
¬

= 𝜉𝑖 𝑗
©­­
«
©­­«
𝑥 0

0 −𝑥−1

ª®®¬
©­­«

0 1

−1 0

ª®®¬
ª®®¬
= 𝑎∨(𝑥)𝑚𝑎(1).

The action of 𝑚𝑎(𝑥) on 𝑡 = diag(𝑡1, · · · , 𝑡𝑛) ∈ T is

inn(𝑚𝑎(𝑥)).𝑡 = inn
©­­«
𝜉𝑖 𝑗

©­­«
©­­«

0 𝑥

−𝑥−1 0

ª®®¬
ª®®¬
ª®®¬
. diag(𝑡1, · · · , 𝑡𝑛)

= inn
(
𝑎∨(𝑥)) . inn

©­­«
𝜉𝑖 𝑗

©­­«
©­­«

0 1

−1 0

ª®®¬
ª®®¬
ª®®¬
. diag(𝑡1, · · · , 𝑡𝑛)

= inn
(
𝑎∨(𝑥)) . diag

(
𝑡𝜎(1) , · · · , 𝑡𝜎(1)

)
with 𝜎 = (𝑖, 𝑗)

= diag
(
𝑡𝜎(1) , · · · , 𝑡𝜎(1)

)
with 𝜎 = (𝑖, 𝑗)

= diag(𝑡1, · · · , 𝑡𝑛)𝜉𝑖 𝑗
©­­«
©­­«
𝑡−1
𝑖 𝑡 𝑗 0

0 𝑡𝑖𝑡−1
𝑗

ª®®¬
ª®®¬

= diag(𝑡1, · · · , 𝑡𝑛)𝑎∨(𝑎(𝑡))−1.

We also have

𝑚𝑎(𝑥) · 𝑚−𝑎(𝑦) = 𝜉𝑖 𝑗
©­­
«
©­­
«

0 𝑥

−𝑥−1 0

ª®®
¬
©­­
«
0 −𝑦−1

𝑦 0

ª®®¬
ª®®¬

= 𝜉𝑖 𝑗
©­­«
©­­«
𝑥 𝑦 0

0 (𝑥 𝑦)−1

ª®®¬
ª®®¬
= 𝑎∨(𝑥 𝑦).
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§ 3.4. Root data

Definition 3.4.1. Let (G, T) be a split reductive group. Then there is a root datum

R(G, T) = (X,Φ,X∨,Φ∨) associated to it [SGA3, XXII, 1.14; Mil17, 21.c], where

• the ℤ-module X is the character group X∗(T);
• the root system Φ is the root system Φ(G, T);
• the dual ℤ-module X∨ is the cocharacter group X∗(T);
• the coroot system Φ∨ is the set Φ∨(G, T) of coroots 𝑎∨ associated to the roots

𝑎 ∈ Φ(G, T).

Let 𝕍 denote the subspace of X∗(T) ⊗ ℝ spanned by Φ∨(G, T) equipped with a
𝑣𝑊 (G, T)-invariant inner product, called the coroot space. Then we get a spherical

apartment 𝑣𝒜(G, T) with underlying Euclidean vector space 𝕍 on which the Weyl group
𝑣𝑊 (G, T) acts as its reflection group.

3.4.2. The rank of a root datum R = (X,Φ,X∨,Φ∨) is the rank of the ℤ-module X

and its semisimple rank is the dimension of the coroot space 𝕍 . Let (G, T) be a split

reductive group. Then the rank (resp. semisimple rank) of the root datum R(G, T) is

the rank (resp. semisimple rank) of G.

Example 3.4.3. Let’s consider the split reductive group (𝔾m,𝔾m). Then by Exam-

ple 3.3.2, the root datum R(𝔾m,𝔾m) is (ℤ, ∅,ℤ, ∅).

Example 3.4.4. Let’s consider the split reductive group (GL𝑛,D𝑛). Then by Exam-

ples 3.3.3, 3.3.9, and 3.3.12, the root datum R(GL𝑛,D𝑛) is

• X = ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛;
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• Φ =
{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
;

• X∨ = ℤ𝜆1 ⊕ · · · ⊕ ℤ𝜆𝑛;

• Φ∨ =
{
𝜆 𝑖 − 𝜆 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
.

The coroot space is

𝕍 = {𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛 | 𝑐1, · · · , 𝑐𝑛 ∈ ℝ, 𝑐1 + · · · + 𝑐𝑛 = 0}.

Example 3.4.5. Let’s consider the split reductive group (PGL𝑛,D𝑛/𝔾m). Two cochar-

acters 𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛 and 𝑐′1𝜆1 + · · · + 𝑐′𝑛𝜆𝑛 of D𝑛 give rise to the same cocharacter of

D𝑛/𝔾m precisely when 𝑐𝑖 − 𝑐′𝑖 is a constant. Hence,

X∗(D𝑛/𝔾m) = (ℤ𝜆1 ⊕ · · · ⊕ ℤ𝜆𝑛)/ℤ(𝜆1 + · · · + 𝜆𝑛)

and we see that Φ∨(PGL𝑛,D𝑛/𝔾m) =
{
𝜆 𝑖 − 𝜆 𝑗

��� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}

with coroot space

𝕍 =
{
𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛

��� 𝑐1, · · · , 𝑐𝑛 ∈ ℝ, 𝑐1 + · · · + 𝑐𝑛 = 0
}
.

Then, by Example 3.3.4, the root datum R(PGL𝑛,D𝑛/𝔾m) is

• X = {𝑐1𝜒1 + · · · + 𝑐𝑛𝜒𝑛 | 𝑐1, · · · , 𝑐𝑛 ∈ ℤ, 𝑐1 + · · · + 𝑐𝑛 = 0};
• Φ =

{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
;

• X∨ = (ℤ𝜆1 ⊕ · · · ⊕ ℤ𝜆𝑛)/ℤ(𝜆1 + · · · + 𝜆𝑛);
• Φ∨ =

{
𝜆 𝑖 − 𝜆 𝑗

��� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
.

Example 3.4.6. Let’s consider the split reductive group (SL𝑛,D𝑛 ∩SL𝑛). A cocharacter

𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛 of D𝑛 factors through D𝑛 ∩SL𝑛 if and only if 𝑐1 + · · · + 𝑐𝑛 = 0. Hence,

X∗(D𝑛 ∩SL𝑛) = {𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛 | 𝑐1, · · · , 𝑐𝑛 ∈ ℤ, 𝑐1 + · · · + 𝑐𝑛 = 0}
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and we see that Φ∨(SL𝑛,D𝑛 ∩SL𝑛) =
{
𝜆 𝑖 − 𝜆 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}

with coroot space

𝕍 = {𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛 | 𝑐1, · · · , 𝑐𝑛 ∈ ℝ, 𝑐1 + · · · + 𝑐𝑛 = 0}.

Then, by Example 3.3.5, the root datum R(SL𝑛,D𝑛 ∩SL𝑛) is

• X = (ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛)/ℤ(𝜒1 + · · · + 𝜒𝑛);
• Φ =

{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
;

• X∨ = {𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛 | 𝑐1, · · · , 𝑐𝑛 ∈ ℤ, 𝑐1 + · · · + 𝑐𝑛 = 0};
• Φ∨ =

{
𝜆 𝑖 − 𝜆 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛
}
.

Example 3.4.7. Notations are as in Example 3.1.8.(i). Let’s consider the split reductive

group (Sp2𝑛,D2𝑛 ∩Sp2𝑛). Note that characters 𝜒𝑖 and −𝜒−𝑖 of D2𝑛 restrict to the same

character on D2𝑛 ∩Sp2𝑛. We use 𝜒±𝑖 to denote this character. On the other hand, the

cocharacter 𝜆 𝑖 − 𝜆−𝑖 of D2𝑛 lands in D2𝑛 ∩Sp2𝑛. We use 𝜆±𝑖 to denote this cocharacter.

Then the root datum R (
Sp2𝑛,D2𝑛 ∩Sp2𝑛

)
is

• X = ℤ𝜒±1 ⊕ · · · ⊕ ℤ𝜒±𝑛;

• Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

} ∪ {±2𝜒±𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛};
• X∨ = ℤ𝜆±1 ⊕ · · · ⊕ ℤ𝜆±𝑛;

• Φ∨ =
{±𝜆±𝑖 ± 𝜆± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

} ∪ {±𝜆±𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛};
Example 3.4.8. Notations are as in Example 3.1.8.(ii). Let’s consider the split reductive

group (SO𝑚,D𝑚 ∩SO𝑚) (where 𝑚 = 2𝑛 or 2𝑛 + 1). Note that characters 𝜒𝑖 and −𝜒−𝑖
of D𝑚 restrict to the same character on D𝑚 ∩SO𝑚. We use 𝜒±𝑖 to denote this character.

On the other hand, the cocharacter 𝜆 𝑖 − 𝜆−𝑖 of D𝑚 lands in D𝑚 ∩SO𝑚. We use 𝜆±𝑖 to

denote this cocharacter.

Then the root datum R(SO2𝑛,D2𝑛 ∩SO2𝑛) is
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• X = ℤ𝜒±1 ⊕ · · · ⊕ ℤ𝜒±𝑛;

• Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

}
;

• X∨ = ℤ𝜆±1 ⊕ · · · ⊕ ℤ𝜆±𝑛;

• Φ∨ =
{±𝜆±𝑖 ± 𝜆± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

}
;

While the root datum R(SO2𝑛+1,D2𝑛+1 ∩SO2𝑛+1) is

• X = ℤ𝜒±1 ⊕ · · · ⊕ ℤ𝜒±𝑛;

• Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

} ∪ {±𝜒±𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛};
• X∨ = ℤ𝜆±1 ⊕ · · · ⊕ ℤ𝜆±𝑛;

• Φ∨ =
{±𝜆±𝑖 ± 𝜆± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

} ∪ {±2𝜆±𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛};

3.4.9. Let 𝜑 : (G, T) → (G′, T′) be a homomorphism between split reductive groups.

Then it induces a linear map 𝑓 = 𝜑∗ : X∗(T′) → X∗(T). Then 𝑓 is a morphism of root

data if and only if there is a bĳection 𝑢 : Φ(G, T) → Φ(G′, T′) such that

𝑓 (𝑢(𝑎)) = 𝑎, ᵀ𝑓 (𝑎∨) = 𝑢(𝑎)∨.

A homomorphism of split reductive groups 𝜑 : (G, T) → (G′, T′) induces an isogeny

of root data 𝜑∗ : R(G′, T′) → R(G, T) if and only if it is a central isogeny. Moreover,

all isogenies of root data arise in this way [SGA3, XXII, 4.2.11; Mil17, 23.25].

Example 3.4.10. Let’s consider the inclusion

𝜄 : (𝔾m,𝔾m) ↩−→ (GL𝑛,D𝑛).

Then the linear map 𝑓 = 𝜄∗ : X∗(GL𝑛,D𝑛) → X∗(𝔾m,𝔾m) is the linear map

ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛 −→ ℤ
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mapping 𝜒𝑖 to 1. Then this is not a morphism of root data since it does not induce a

bĳection on roots.

Example 3.4.11. Let’s consider the determinant homomorphism

det : (GL𝑛,D𝑛) −→ (𝔾m,𝔾m).

Then the linear map 𝑓 = det∗ : X∗(𝔾m,𝔾m) → X∗(GL𝑛,D𝑛) is the linear map

ℤ −→ ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛

mapping 1 to 𝜒1 + · · · + 𝜒𝑛. Then this is not a morphism of root data since it does not

induce a bĳection on roots.

Example 3.4.12. Let’s consider the isogeny

𝜑 : (𝔾m,𝔾m) −→ (𝔾m,𝔾m) : 𝑡 ↦→ 𝑡𝑛.

Then the linear map 𝑓 = 𝜑∗ : X∗(𝔾m,𝔾m) → X∗(𝔾m,𝔾m) is the linear map

ℤ −→ ℤ : 1 ↦−→ 𝑛.

It is an isogeny of root data with finite cokernel 𝜇𝑛.

Example 3.4.13. Let’s consider the inclusion

𝜄 : (SL𝑛,D𝑛 ∩SL𝑛) ↩−→ (GL𝑛,D𝑛).

Then the linear map 𝑓 = 𝜄∗ : X∗(GL𝑛,D𝑛) → X∗(SL𝑛,D𝑛 ∩SL𝑛) is the projection

ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛 −↠ (ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛)/ℤ(𝜒1 + · · · + 𝜒𝑛).
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This is a morphism of root data but not an isogeny since 𝑓 is not injective.

Example 3.4.14. Let’s consider the quotient map

𝜋 : (GL𝑛,D𝑛) −↠ (PGL𝑛,D𝑛/𝔾m).

Then the linear map 𝑓 = 𝜋∗ : X∗(PGL𝑛,D𝑛/𝔾m) → X∗(GL𝑛,D𝑛) is the inclusion

{𝑐1 + · · · + 𝑐𝑛 = 0} ∩ ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛 ↩−→ ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛.

This is a morphism of root data but not an isogeny since 𝑓 has infinite cokernel.

Example 3.4.15. Let’s consider the composition

𝜑 : (SL𝑛,D𝑛 ∩SL𝑛) (GL𝑛,D𝑛) (PGL𝑛,D𝑛/𝔾m)𝜄 𝜋

of previous two homomorphisms. Then the linear map

𝑓 = 𝜑∗ : X∗(PGL𝑛,D𝑛/𝔾m) −→ X∗(SL𝑛,D𝑛 ∩SL𝑛)

is the following restriction of the projection 𝜋∗

{𝑐1 + · · · + 𝑐𝑛 = 0} ∩ ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛 −→ (ℤ𝜒1 ⊕ · · · ⊕ ℤ𝜒𝑛)/ℤ(𝜒1 + · · · + 𝜒𝑛)

It turns out that this is an isogeny of root data with finite cokernel 𝜇𝑛𝜒1.

3.4.16. Let (G, T) be a split reductive group. Applying [Mil17, 17.86] to 3.2.7 and 3.2.8,

we have the following commutative diagram of split reductive groups, where the hori-

zontal arrows are isogenies, the diagonals are short exact sequences and
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(G, T)

der(G, T)sc(G, T) ss(G, T) ad(G, T)

rad(G, T) corad(G, T)

Figure 3.1. Split reductive groups with isomorphic root systems.

ad(G, T) the adjoint group Gad and the image of T in it (T/Z(G));
ss(G, T) the semisimple quotient Gss and the image of T in it (T/ℛ(G));
der(G, T) the derived group Gder and the preimage of T in it (T∩Gder);

sc(G, T) the universal covering of all above;

rad(G, T) the radical ℛ(G) and the trivial torus 1;

corad(G, T) the abelianization GAb and the trivial torus 1.

Moreover, we have [SGA3, XXII, 4.3.7, 6.2.1 and 6.2.3; Mil17, 23.a]

(i). R(ad(G, T)) = ad(R(G, T));
(ii). R(ss(G, T)) = ss(R(G, T));
(iii). R(der(G, T)) = der(R(G, T));
(iv). R(sc(G, T)) = sc(R(G, T));
(v). R(rad(G, T)) = rad(R(G, T));
(vi). R(corad(G, T)) = corad(R(G, T));
(vii). the morphisms between above root data come from the homomorphisms be-

tween corresponding split reductive groups.
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Example 3.4.17. Let’s consider the split reductive group (GL𝑛,D𝑛). Then the decon-

struction in Example 3.2.9 gives the following isogenies of root data.

R(SL𝑛,D𝑛 ∩SL𝑛)
𝐸𝑥𝑎𝑚𝑝𝑙𝑒 3.4.13←−−−−−−−−−−− R(GL𝑛,D𝑛)

𝐸𝑥𝑎𝑚𝑝𝑙𝑒 3.4.14←−−−−−−−−−−− R(PGL𝑛,D𝑛/𝔾m)

R(𝔾m,𝔾m)
𝐸𝑥𝑎𝑚𝑝𝑙𝑒 3.4.12←−−−−−−−−−−− R(𝔾m,𝔾m)

where R(SL𝑛,D𝑛 ∩SL𝑛) is described in Example 3.4.4, R(GL𝑛,D𝑛) in Example 3.4.5,

R(PGL𝑛,D𝑛/𝔾m) in Example 3.4.6, and R(𝔾m,𝔾m) in Example 3.4.3 respectively.

§ 3.5. Tits buildings

Let G be a reductive group. Associated to it, there is a spherical building 𝑣
ℬ(G)

equipped with a natural 𝐺-action, called its Tits building. In this section, Tits buildings

will be introduced for splittable reductive groups, and we will see that the underlying

building only depends on the root system and the ground field.

3.5.1. Let G be a reductive group. A parabolic subgroup of it is a smooth subgroup P

such that G/P is a complete variety. A subgroup T of G is Borel if it is smooth, connected,

solvable, and parabolic. It turns out that a smooth subgroup P is parabolic if and only

if P𝐾alg contains a Borel subgroup in G𝐾alg [Mil17, 17.16] and every parabolic subgroup

is connected and equal to its own normalizer since this is so over 𝐾alg [Mil17, 17.49].

When G has a Borel subgroup, it is said to be quasi-split. In this case, Borel subgroups

are exactly the minimal parabolic subgroups and maximal connected solvable subgroups

[Mil17, 17.19] and any two of them are conjugated by an element of 𝐺 [Mil17, 25.8]. If

the Borel subgroup is furthermore split (as a solvable algebraic group, namely it admits

a normal series whose factors are isomorphic to either 𝔾a or 𝔾m), then G is said to be
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split. It turns out that, G is split if and only if it is splittable [Mil17, 21.64].

Let 𝜋 : G → Q be a quotient map and H a smooth subgroup of G. Then if H is

parabolic (resp. Borel), so is 𝜋(H). Moreover, every such subgroup of Q arises in

this way [Mil17, 17.20]. This allows us to reduce the study of (the poset of) parabolic

subgroups from reductive groups to simply-connected semisimple groups. The Tits

building of a reductive group is essentially this poset [Tit74, 5.2].

Proposition 3.5.2. Let (G, T) be a split reductive group. Then there are natural one-

to-one correspondences between the following sets:

(i). The set of Borel subgroups B of G containing T.

(ii). The set of Weyl chambers 𝑣𝐶 in the vectorial apartment 𝑣𝒜.

(iii). The set of systems of positive roots Φ+ in the root system Φ.

(iv). The set of bases Δ of Φ.

The Weyl group 𝑣W acts simply transitively on each set. Moreover, after choosing a

quadruple (B, 𝑣𝐶,Φ+, Δ), we have the following isomorphic posets.

(i). The poset of parabolic subgroups P of G containing B.

(ii). The poset of faces 𝑣𝐹 of the Weyl chamber 𝑣𝐶.

(iii). The poset of parabolic subsets Ψ of Φ containing Φ+.

(iv). The poset of subsets 𝐼 of Δ.

Proof. If a system of positive roots Φ+ is given, then B is generated by T and U𝑎 for all

𝑎 ∈ Φ+ and if a Borel subgroup B containing T is given, then the set of roots 𝑎 whose

Lie algebra 𝔤𝑎 is contained in the Lie algebra of T forms a system of positive roots Φ+

[Mil17, 21.d].
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If a parabolic subset Ψ is given, then P is generated by T and U𝑎 for all 𝑎 ∈ Ψ and if

a parabolic subgroup P containing B is given, then the set of roots 𝑎 whose Lie algebra

𝔤𝑎 is contained in the Lie algebra of P forms a parabolic subset Ψ [Mil17, 21.i]. □

Convention 3.5.3. If (P, 𝑣𝐹,Ψ, 𝐼) is a quadruple as above, then we say that each of them

has type 𝐼, where 𝐼 is identified as a subset of {1, · · · , 𝑛} in Convention 2.4.5.

3.5.4. Fix a Borel subgroup B of G containing T. Let 𝐼 be a type and P𝐼 the parabolic

subgroup corresponding to it. Then the unipotent radical of P𝐼 is generated by U𝑎 for

all 𝑎 ∈ Φ+ \Ψ and the reductive quotient of P𝐼 is isomorphic to the centralizer L𝐼 of the

largest subtorus contained in Ker(𝑎) for all 𝑎 ∈ 𝐼 [Mil17, 21.91]. This reductive group

is called the Levi subgroup associated to 𝐼 and (L𝐼 , T) is a split reductive group with

root datum (X∗,Φ𝐼 ,X∗,Φ∨𝐼 ) and Weyl group 𝑣𝑊 𝐼 [Mil17, 21.90].

Example 3.5.5. Let’s consider the split reductive group (GL𝑛,D𝑛). Then the sub-

group T𝑛 of upper triangular invertible matrices is a Borel subgroup containing D𝑛. It

corresponds to the system of positive roots Φ+ =
{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛
}

with basis

Δ = {𝑎1 = 𝜒1 − 𝜒2, · · · , 𝑎𝑛−1 = 𝜒𝑛−1 − 𝜒𝑛}. The Weyl chamber corresponding to it is

𝑣𝐶 = {(𝑥1, · · · , 𝑥𝑛) ∈ ℝ𝑛 | 𝑥1 > 𝑥2 > · · · > 𝑥𝑛}.

Let 𝐼 = Δ \ {𝑙1 = 𝑘1, 𝑙2 = 𝑘1 + 𝑘2, · · · , 𝑙𝑡−1 = 𝑘1 + 𝑘2 + · · · + 𝑘𝑡−1} be a type on the

apartment, identified with a subset of Δ. Then the parabolic subgroup P𝐼 , its unipotent

radical ℛ𝑢(P𝐼) and the Levi subgroup L𝐼 consist of the matrices of the following forms
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respectively

©­­­­­
«

𝐴1 ∗ ∗
0 . . . ∗
0 0 𝐴𝑡

ª®®®®®
¬
,

©­­­­­
«

𝐼𝑘1 ∗ ∗
0 . . . ∗
0 0 𝐼𝑘𝑡

ª®®®®®
¬
,

©­­­­­
«

𝐴1 0 0

0 . . . 0

0 0 𝐴𝑡

ª®®®®®
¬
,

where 𝐴𝑖 is a 𝑘𝑖 × 𝑘𝑖 matrix. The facet corresponding to them is

𝑣𝐹 =
{(𝑥1, · · · , 𝑥𝑛) ∈ ℝ𝑛

�� 𝑥1 = · · · = 𝑥𝑙1 > 𝑥𝑙1+1 · · · 𝑥𝑙𝑡−1 > 𝑥𝑙𝑡−1+1 = · · · = 𝑥𝑛
}
.

Theorem 3.1 ([Rou09, §10; Tit74, §5]). Let (G, T) be a split reductive group with Weyl

group 𝑣𝑊, coroot space 𝕍 , normalizer N of T and the root groups U𝑎. Then there

is a unique (up to unique isomorphism) 𝐺-set 𝑣
ℬ(G) containing 𝕍 and satisfying the

following.

(i). 𝑣
ℬ(G) = ⋃

𝑔∈𝐺 𝑔.𝕍 ;

(ii). 𝑁 stabilizes 𝕍 and acts on it through 𝑣𝑊;

(iii). For every 𝑎 ∈ Φ, the fixator of 𝛼𝑎+0 := {v ∈ 𝕍 | 𝑎(v) ⩾ 0} is 𝑇 · 𝑈𝑎.

Then 𝑣
ℬ(G) is a building of type 𝑣

𝒜(G, T). Indeed, since 𝑁 stabilizes 𝕍 and preserves

its apartment structure, each 𝑔.𝕍 is endowed with such a structure and moreover they

agree on intersections.

Definition 3.5.6. The building 𝑣
ℬ(G) is called the Tits building of G.

Remark. Apartments in 𝑣
ℬ(G) are one-one corresponding to split maximal tori. In

fact, each 𝑔.𝕍 endowed with its apartment structure is precisely the spherical apartment
𝑣
𝒜(G, T𝑔).

The action of 𝐺 on 𝑣
ℬ(G) is strongly transitive and type-preserving. It is also worth

to mention that 𝑣
ℬ(G) is further an Aut(G)-set. Indeed, if 𝜑 is an automorphism of
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G, then 𝜑(T) is also a split maximal torus and the pushforward along 𝜑 defines an

isomorphism from 𝑣
𝒜(G, T) to 𝑣

𝒜(G, 𝜑(T)).

Example 3.5.7. The simplicial complex structure on the Tits building of GL𝑛 can be

described as in 2.1.2.

3.5.8. Let G be a splittable reductive group. Let 𝜑 be a homomorphism in the following

sequence.

Gsc Gder G Gss Gad

Then for any split maximal torus T in G, its image or preimage under 𝜑 is again a split

maximal torus T′ and such a corresponding T ↦→ T′ gives rise to a bĳection between

the set of maximal tori. Therefore, by 2.5.6 and 3.4.16, we see that all above reductive

groups have isomorphic Tits buildings.

Conversely, any root datum arises from a splittable reductive group [Mil17, 23.55;

SGA3, XXV, 1.2]. Hence, we see that the Tits building 𝑣
ℬ(G) depends only on the root

system Φ and the ground field 𝐾 and any root system gives rise to such a building. So

we can denote this building by 𝑣
ℬ(Φ, 𝐾).
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The datum of a split reductive group over a local field gives rise to a root group datum

and a valuation on it [BT-2]. Bruhat and Tits [BT-1] introduced an affine building based

on such purely group-theoretical data. They also show in [BT-2] that these data come

with some extra schematic structures, which turn out to be an important ingredient in

the theory of reductive groups over local fields.

In the rest of this dissertation, the ground field 𝐾 is assumed to be equipped with a

discrete valuation val( · ) : 𝐾 → ℝ∪ {∞}. Its valuation group val(𝐾×) is denoted by Γ,

and we fix the following associated notations.

𝒪𝐾 := {𝑥 ∈ 𝐾 | val(𝑥) ⩾ 0},

𝔪𝐾 := {𝑥 ∈ 𝐾 | val(𝑥) > 0},

𝜅 := 𝒪𝐾/𝔪𝐾 .

We also fix a uniformizer 𝜛, namely a generator of 𝔪𝐾 . Let 𝛾 = val(𝜛).
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§ 4.1. Valuations on root group data

Definition 4.1.1. Let Φ be a root system and 𝐺 be a group. A root group datum∗ (of

type Φ in 𝐺) is a system (𝑇, (𝑈𝑎, 𝑀𝑎)𝑎∈Φ), where

• 𝑇 is a subgroup of 𝐺 and for each 𝑎 ∈ Φ,

• 𝑈𝑎 is a non-trivial subgroup of 𝐺 and

• 𝑀𝑎 is a right congruence class modulo 𝑇 ,

satisfying the following axioms.

RGD1. For any 𝑎, 𝑏 ∈ Φ, the commutator group [𝑈𝑎, 𝑈𝑏] is contained in the group

generated by the 𝑈𝑐 for 𝑐 = 𝑖𝑎 + 𝑗𝑏 ∈ Φ with 𝑖, 𝑗 > 0.

RGD2. For each 𝑎 ∈ Φ, the class 𝑀𝑎 satisfies 𝑈∗−𝑎 := 𝑈−𝑎 \ {1} ⊆ 𝑈𝑎𝑀𝑎𝑈𝑎.

RGD3. For any 𝑎, 𝑏 ∈ Φ and each 𝑚 ∈ 𝑀𝑎, we have inn(𝑚).𝑈𝑏 ⊆ 𝑈𝑟𝑎 (𝑏) , where 𝑟𝑎 is

the reflection associated to 𝑎.

RGD4. Let Φ+ be a system of positive roots in Φ and if𝑈+ (resp. 𝑈−) is the subgroup

of 𝐺 generated by the 𝑈𝑎 for 𝑎 ∈ Φ+ (resp. 𝑎 ∈ Φ−), then 𝑇𝑈+ ∩ 𝑈− = {1}.

This root group datum is said to be generating when 𝐺 is generated by the subgroups 𝑇

and 𝑈𝑎 for 𝑎 ∈ Φ.

4.1.2. Let (𝑇, (𝑈𝑎, 𝑀𝑎)𝑎∈Φ) be a root group datum. We have the following consequences

of above axioms [BT-1, 6.1.2].

(i). 𝑈𝑎 ≠ 𝑈−𝑎 and 𝑈𝑎𝑀𝑎𝑈𝑎 ∩ 𝑁𝐺 (𝑈𝑎) = ∅.
(ii). For any 𝑢 ∈ 𝑈∗−𝑎, there is a unique triple (𝑢′, 𝑚, 𝑢′′) ∈ 𝑈𝑎 × 𝐺 × 𝑈𝑎 such that

𝑢 = 𝑢′𝑚𝑢′′, inn(𝑚).𝑈𝑎 = 𝑈−𝑎 and inn(𝑚).𝑈−𝑎 = 𝑈𝑎. Moreover, 𝑚 ∈ 𝑀𝑎 and 𝑢′ ≠ 1.
∗It is called a reduced root datum in [BT-1, 6.1.1]. We only focus on reduced root datum as we

focus on split reductive groups. As for general case, see the original papers [BT-1].
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Let 𝑚(−) : 𝑈∗−𝑎 → 𝑀𝑎 denote the map 𝑢 ↦→ 𝑚 in above and put 𝑀◦𝑎 being its image.

(iii). 𝑇 normalizes 𝑈𝑎 and 𝑀𝑎.

(iv). 𝑀𝑎 = 𝑀−1
𝑎 = 𝑀−𝑎 and 𝑇 ∪ 𝑀𝑎 is a subgroup of 𝐺.

(v). Let 𝐿𝑎 be the subgroup of 𝐺 generated by 𝑈𝑎, 𝑈−𝑎 and 𝑇 . Then

𝐿𝑎 = 𝑈𝑎𝑀𝑎𝑈𝑎 ∪ 𝑇𝑈𝑎.

(vi). 𝑁𝐺 (𝑈𝑎) ∩ 𝐿𝑎 = 𝑇𝑈𝑎 and

𝑀𝑎 = {𝑔 ∈ 𝐿𝑎 | inn(𝑔).𝑈𝑎 = 𝑈−𝑎 and inn(𝑔).𝑈−𝑎 = 𝑈𝑎}.

So 𝑀𝑎 is completely determined by 𝑈𝑎, 𝑈−𝑎 and 𝑇 . Hence, we can say (𝑇, (𝑈𝑎)𝑎∈Φ) is a

root group datum without mentioning 𝑀𝑎.

(vii). Let 𝑁 be the subgroup of 𝐺 generated by 𝑇 and 𝑀𝑎 for all 𝑎 ∈ Φ. Then, if

Φ is nonempty, 𝑁 is already generated by 𝑀𝑎’s and normalizes 𝑇 . Moreover, there

is an epimorphism 𝑣𝜈 : 𝑁 → 𝑣𝑊 (Φ) such that for each 𝑎 ∈ Φ and 𝑚 ∈ 𝑁, we have

inn(𝑚).𝑈𝑎 = 𝑈𝑏 with 𝑏 = 𝑣𝜈(𝑚).𝑎. In particular, we have 𝑣𝜈(𝑀𝑎) = {𝑟𝑎}. Also note that

Ker
(
𝑣𝜈

)
= 𝑇 [BT-1, 6.1.11].

(viii). Suppose Φ is nonempty. Let 𝑁◦ be the subgroup of 𝐺 generated by 𝑀◦𝑎 for all

𝑎 ∈ Φ and let 𝑇◦ = 𝑁◦ ∩𝑇 . Then (𝑇◦, (𝑈𝑎, 𝑀◦𝑎)𝑎∈Φ) is a generating root group datum on

the subgroup 𝐺◦ of 𝐺 generated by 𝑈𝑎 for all 𝑎 ∈ Φ.

Example 4.1.3 ([BT-1, 6.1.3.b; BT65]). Let (G, T) be a split reductive group over 𝐾,

(U𝑎)𝑎∈Φ be the root groups associated to the root system Φ of (G, T) and (M𝑎)𝑎∈Φ be

the right congruence classes in 3.3.13. Then (𝑇, (𝑈𝑎, 𝑀𝑎)𝑎∈Φ) forms a generating root

group datum in 𝐺:
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RGD1. Let 𝑎 and 𝑏 be two roots in Φ. Then for any 𝑖, 𝑗 > 0 such that 𝑖𝑎 + 𝑗𝑏 ∈ Φ,

there is a linear function [SGA3, XXII, 5.5.4]

𝑓𝑎,𝑏;𝑖, 𝑗 : 𝔤⊗𝑖𝑎 ⊗𝐾 𝔤⊗ 𝑗𝑏 −→ 𝔤𝑖𝑎+ 𝑗𝑏

such that for any 𝑋 ∈ 𝕎 (𝔤𝑎) and 𝑌 ∈ 𝕎 (𝔤𝑏), we have

[𝑢𝑎(𝑋), 𝑢𝑏(𝑌 )] =
∏

𝑖𝑎+ 𝑗𝑏∈Φ
𝑢𝑖𝑎+ 𝑗𝑏( 𝑓𝑎,𝑏;𝑖, 𝑗(𝑋 𝑖 ⊗ 𝑌 𝑗))

where the product is taken in any order.

RGD2. Let 𝑎 ∈ Φ. Let U∗−𝑎 = 𝑢−𝑎(𝕎 (𝔤−𝑎)×), then U∗−𝑎(𝐾) = 𝑈∗−𝑎. Taking any

𝑋 ∈ 𝕎 (𝔤𝑎)×, then we have 𝑋−1 ∈ 𝕎 (𝔤𝑎)× and

𝑢−𝑎(𝑋−1) = 𝑢𝑎(𝑋)𝑢𝑎(−𝑋)𝑢−𝑎(−(−𝑋)−1)𝑢𝑎(−𝑋)𝑢𝑎(𝑋)

= 𝑢𝑎(𝑋)𝑚𝑎(−𝑋)𝑢𝑎(𝑋).

RGD3. This follows from 3.3.8 and 3.3.13.(iii).

RGD4. There are closed immersions [SGA3, XXII, 5.5.1 and 5.6.5; Mil17, 21.68]

T×
∏
𝑎∈Φ+

U𝑎 −→ G and
∏
𝑎∈Φ+

U𝑎 −→ G,

with images T ·U+ and U+. Where T ·U+ is a Borel subgroup of G corre-

sponding to the system of positive roots Φ+, while U+ is its unipotent radical

and is generated by the root groups U𝑎 for all 𝑎 ∈ Φ+. Similarly, we have

Borel subgroup T ·U− and its unipotent radical U−. Then the Borel subgroups

T ·U+ and T ·U− are opposite, namely their intersection is T [SGA3, 5.9.2;

Mil17, 21.84]. Therefore, T ·U+ ∩U− is trivial.

Moreover, G is generated by T and the root groups U𝑎 for all 𝑎 ∈ Φ [Mil17, 21.11].
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We also verify the corollaries in 4.1.2:

(i). This is clear.

(ii). We have already seen in above discussion that if 𝑢 = 𝑢−𝑎(𝑋−1), then the triple

(𝑢𝑎(𝑋), 𝑚𝑎(−𝑋), 𝑢𝑎(𝑋)) satisfies the requirements. Suppose (𝑢′, 𝑚, 𝑢′′) is another triple,

then 𝑚𝑎(−𝑋) = 𝑢𝑎(−𝑋)𝑢′𝑚𝑢′′𝑢𝑎(−𝑋) ∈ 𝑀𝑎 and hence it maps 𝑈𝑎 to 𝑈−𝑎 by conjugate.

Then 𝑢𝑎(−𝑋)𝑢′ normalizes 𝑈−𝑎 and 𝑢′′𝑢𝑎(−𝑋) normalizes 𝑈𝑎, hence 𝑢′ = 𝑢𝑎(𝑋) and

𝑢′′ = 𝑢𝑎(𝑋) by 4.1.2.(i).

(iii). The first follows from 3.3.8.(ii) and as for the second: let t ∈ T and 𝑋 ∈ 𝕎 (𝔤𝑎)×,
then we have

inn(t).𝑚𝑎(𝑋) = inn(t).(𝑢𝑎(𝑋)𝑢−𝑎(−𝑋−1)𝑢𝑎(𝑋))

= (inn(t).𝑢𝑎(𝑋)) (inn(t).𝑢−𝑎(−𝑋−1)) (inn(t).𝑢𝑎(𝑋))

= 𝑢𝑎(𝑎(t)𝑋) · 𝑢−𝑎((−𝑎) (t) (−𝑋−1)) · 𝑢𝑎(𝑎(t)𝑋)

= 𝑢𝑎(𝑎(t)𝑋) · 𝑢−𝑎(−(𝑎(t)𝑋)−1) · 𝑢𝑎(𝑎(t)𝑋)

= 𝑚𝑎(𝑎(t)𝑋).

(iv). For any 𝑋 ∈ 𝕎 (𝔤𝑎)×, we have

𝑚𝑎(𝑋)−1 = (𝑢𝑎(𝑋)𝑢−𝑎(−𝑋−1)𝑢𝑎(𝑋))−1

= 𝑢𝑎(−𝑋)𝑢−𝑎(𝑋−1)𝑢𝑎(−𝑋)

= 𝑚𝑎(−𝑋).

By 3.3.13.(iv), we also have

𝑚𝑎(𝑋)−1 = 𝑚−𝑎(𝑋−1).
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These prove the first part. As for the second: let 𝑋, 𝑌 ∈ 𝕎 (𝔤𝑎)×, then we have

𝑚𝑎(𝑋)𝑚𝑎(𝑌 ) = 𝑚𝑎(𝑋)𝑚−𝑎(−𝑌−1) = 𝑎∨(⟨𝑋,−𝑌−1⟩) ∈ T .

(v). This follows from the Bruhat decomposition [SGA3, XXII, 5.7.4; Mil17, 21.73]

for L𝑎:

L𝑎 = B⊔ℛ𝑢(B)𝑤B,

where B is the Borel subgroup T ·U𝑎 of L𝑎 with unipotent radical ℛ𝑢(B) = U𝑎 and 𝑤 is

the only nontrivial element of 𝑣𝑊 (L𝑎, T), hence M𝑎.

(vi). The first follows from the normalizer theorem [Mil17, 17.50]. As for the second:

suppose 𝑔 ∈ L𝑎 has the property that inn(𝑔).U𝑎 = U−𝑎 and inn(𝑔).U−𝑎 = U𝑎. Then

𝑔 ∉ T ·U𝑎 and hence 𝑔 ∈ U𝑎 ·M𝑎 ·U𝑎. But U𝑎 ∩NG(U−𝑎) is trivial. Hence, 𝑔 ∈ M𝑎.

(vii). N = NG(T) is generated by M𝑎 for all 𝑎 ∈ Φ, the epimorphism 𝑣𝜈 : 𝑁 → 𝑣𝑊 (Φ)
is the quotient map 𝑁 → 𝑣𝑊 and the statement follows from 3.3.13.

(viii). By [Mil17, 21.49], Gder is generated by U𝑎 for all 𝑎 ∈ Φ. Then it is clear that

𝐺◦ = Gder(𝐾), 𝑇◦ = 𝑇 ∩ 𝐺◦ and 𝑁◦ = 𝑁𝐺◦ (𝑇◦).

Note that the above facts already will imply Theorem 3.1 using either Tits system or

similar construction in Definition 4.2.9.

Definition 4.1.4. A valuation on the root group datum (𝑇, (𝑈𝑎, 𝑀𝑎)𝑎∈Φ) is a family

𝜑 = (𝜑𝑎)𝑎∈Φ of functions 𝜑𝑎 : 𝑈𝑎 → ℝ ∪ {∞} satisfying the following axioms.

V0. For each 𝑎 ∈ Φ, the image of 𝜑𝑎 contains at least three elements.

V1. For each 𝑎 ∈ Φ and any 𝜆 ∈ ℝ∪ {∞}, the set 𝑈𝑎,𝜆 := 𝜑−1
𝑎 ( [𝜆,∞]) is a subgroup

of 𝑈𝑎 and 𝑈𝑎,∞ = {1}.

92



§4.1. Valuations on root group data

V2. For each 𝑎 ∈ Φ and any 𝑚 ∈ 𝑀𝑎, the function 𝑢 ↦→ 𝜑−𝑎(𝑢) − 𝜑𝑎(𝑚𝑢𝑚−1) is

constant on 𝑈∗−𝑎.

V3. For any pair 𝑎, 𝑏 ∈ Φ not proportional and any 𝜆, 𝜇 ∈ ℝ∪ {∞}, the commutator

group [𝑈𝑎,𝜆 , 𝑈𝑏,𝜇] is contained in the subgroup generated by 𝑈𝑖𝑎+ 𝑗𝑏,𝑖𝜆+ 𝑗𝜇 for all

𝑖, 𝑗 > 0 such that 𝑖𝑎 + 𝑗𝑏 ∈ Φ.

V4. For each 𝑎 ∈ Φ and any 𝑢 ∈ 𝑈𝑎, 𝑢′, 𝑢′′ ∈ 𝑈−𝑎 such that 𝑢′𝑢𝑢′′ ∈ 𝑀𝑎, we have

𝜑−𝑎(𝑢′) = 𝜑−𝑎(𝑢′′) = −𝜑𝑎(𝑢).

For each 𝑎 ∈ Φ, let Γ𝑎 denote the set 𝜑𝑎(𝑈∗𝑎) and for any 𝑘 ∈ Γ𝑎, let 𝑀𝑎,𝑘 be the

intersection of 𝑀𝑎 and 𝑈−𝑎𝜑−1
𝑎 (𝑘)𝑈−𝑎.

Example 4.1.5. Let T = 𝔾𝑛
m. Then (T, T) is a split reductive group with empty root

system. Then there is only one way to define a valuation on the root group datum (𝑇, ∅),
namely the trivial valuation 0.

Example 4.1.6. Let’s consider the split reductive group (GL𝑛,D𝑛) over 𝐾. Denote

𝑎𝑖 𝑗 = 𝜒𝑖 − 𝜒 𝑗 ∈ Φ and define 𝜑 = (𝜑𝑎𝑖 𝑗)𝑎𝑖 𝑗∈Φ as

𝜑𝑎𝑖 𝑗 = val ◦𝑢−1
𝑎𝑖 𝑗 .

Note that we have

𝜑𝑎𝑖 𝑗

©­­«
𝜉𝑖 𝑗

©­­«
©­­«
1 𝑡

0 1

ª®®¬
ª®®¬
ª®®¬
= val(𝑡), 𝜑−𝑎𝑖 𝑗

©­­«
𝜉𝑖 𝑗

©­­«
©­­«
1 0

𝑡 1

ª®®¬
ª®®¬
ª®®¬
= val(𝑡).

Then 𝜑 is a valuation on the root group datum (𝐷𝑛, (𝑈𝑎𝑖 𝑗 , 𝑀𝑎𝑖 𝑗)𝑎𝑖 𝑗∈Φ) with Γ𝑎𝑖 𝑗 = Γ:

V0. This clear as val is nontrivial.
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V1. For any 𝜆 ∈ ℝ ∪ {∞}, we have

𝑈𝑎𝑖 𝑗,𝜆 =



𝜉𝑖 𝑗

©­­«
©­­«
1 𝑡

0 1

ª®®¬
ª®®¬
∈ 𝑈𝑎𝑖 𝑗

������� val(𝑡) ⩾ 𝜆


.

Then 𝑈𝑎𝑖 𝑗,∞ = {𝐼𝑛} and for any 𝑥, 𝑦 ∈ 𝐾 with val(𝑥), val(𝑦) ⩾ 𝜆, we have

𝑢𝑎𝑖 𝑗 (𝑥) · 𝑢𝑎𝑖 𝑗 (𝑦)−1 = 𝑢𝑎𝑖 𝑗 (𝑥 − 𝑦),

and its valuation is val(𝑥 − 𝑦) ⩾ min{val(𝑥), val(𝑦)} ⩾ 𝜆.

V2. For any 𝑥, 𝑦, 𝑧 ∈ 𝐾× and

𝑚 = 𝜉𝑖 𝑗
©­­«
©­­«
0 𝑥

𝑦 0

ª®®¬
ª®®¬
∈ 𝑀𝑎𝑖 𝑗 , 𝑢 = 𝜉𝑖 𝑗

©­­«
©­­«
1 0

𝑧 1

ª®®¬
ª®®¬
∈ 𝑈∗−𝑎𝑖 𝑗 ,

we have

𝑚𝑢𝑚−1 = 𝜉𝑖 𝑗
©­­«
©­­«
0 𝑥

𝑦 0

ª®®¬
©­­«
1 0

𝑧 1

ª®®¬
©­­«

0 𝑦−1

𝑥−1 0

ª®®¬
ª®®¬
= 𝜉𝑖 𝑗

©­­«
©­­«
1 𝑥𝑧𝑦−1

0 1

ª®®¬
ª®®¬
.

Therefore,

𝜑−𝑎𝑖 𝑗 (𝑢) − 𝜑𝑎𝑖 𝑗 (𝑚𝑢𝑚−1) = 𝜑−𝑎𝑖 𝑗
(
𝑢−𝑎𝑖 𝑗 (𝑧)

)
− 𝜑𝑎𝑖 𝑗

(
𝑢𝑎𝑖 𝑗 (𝑥𝑧𝑦−1)

)
= val(𝑧) − val

(
𝑥𝑧𝑦−1

)
= − val(𝑥) + val(𝑦),

independently of 𝑢.
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V3. We need the following commutator formula:

[𝑢𝑎𝑖 𝑗 (𝑥), 𝑢𝑎𝑘𝑙 (𝑦)] =




𝑢𝑎𝑖𝑙 (𝑥 𝑦) if 𝑖 ≠ 𝑙, 𝑘 = 𝑗,

𝑢𝑎𝑘 𝑗 (−𝑥 𝑦) if 𝑖 = 𝑙, 𝑘 ≠ 𝑗,

𝐼𝑛 if 𝑖 ≠ 𝑙, 𝑘 ≠ 𝑗.

From which, we see that if 𝜑𝑎𝑖 𝑗 (𝑢) ⩾ 𝜆 and 𝜑𝑎𝑘𝑙 (𝑣) ⩾ 𝜇, then either [𝑢, 𝑣] = 𝐼𝑛

or 𝑎𝑖 𝑗 + 𝑎𝑘𝑙 ∈ Φ and 𝜑𝑎𝑖 𝑗+𝑎𝑘𝑙 ( [𝑢, 𝑣]) ⩾ 𝜆 + 𝜇.

V4. For any 𝑥, 𝑦, 𝑧 ∈ 𝐾 and 𝑢 = 𝑢𝑎𝑖 𝑗 (𝑥), 𝑢′ = 𝑢−𝑎𝑖 𝑗 (𝑦), 𝑢′′ = 𝑢−𝑎𝑖 𝑗 (𝑧), we have

𝑢′𝑢𝑢′′ = 𝜉𝑖 𝑗
©­­«
©­­«
1 0

𝑦 1

ª®®¬
©­­«
1 𝑥

0 1

ª®®¬
©­­«
1 0

𝑧 1

ª®®¬
ª®®¬
= 𝜉𝑖 𝑗

©­­«
©­­«

1 + 𝑥𝑧 𝑥

𝑦 + 𝑧 + 𝑥 𝑦𝑧 1 + 𝑥 𝑦
ª®®¬
ª®®¬
.

If 𝑢′𝑢𝑢′′ ∈ 𝑀𝑎𝑖 𝑗 , then we must have

1 + 𝑥𝑧 = 1 + 𝑥 𝑦 = 0, and − 𝑥−1 = 𝑦 + 𝑧 + 𝑥 𝑦𝑧.

Hence, we have 𝑦 = 𝑧 = −𝑥−1 and thus 𝜑−𝑎𝑖 𝑗 (𝑢′) = 𝜑−𝑎𝑖 𝑗 (𝑢′′) = −𝜑𝑎𝑖 𝑗 (𝑢).
Now, let val(𝑥) = 𝜆. Then we see that

𝑀𝑎𝑖 𝑗,𝜆 =



𝜉𝑖 𝑗

©­­«
©­­«

0 𝑡

−𝑡−1 0

ª®®¬
ª®®¬

������� 𝑡 ∈ 𝐾, val(𝑡) = 𝜆



.

Example 4.1.7 ([BT-1, 6.2.3]). Notations as in Example 4.1.3. Let (𝑢𝑎)𝑎∈Φ be a

Chevalley system. Then 𝜑 = (𝜑𝑎 := val ◦𝑢−1
𝑎 )𝑎∈Φ is a valuation on the root group datum

(𝑇, (𝑈𝑎, 𝑀𝑎)𝑎∈Φ) with Γ𝑎 = Γ. The proof is basically the same as in Example 4.1.6 plus

the following facts:

(i). By 3.3.13.(ii), any 𝑚 ∈ 𝑀𝑎 can be written as 𝑚 = t𝑚𝑎(1) for some t ∈ 𝑇 . Hence,
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for any 𝑥 ∈ 𝐾× and 𝑢 = 𝑢−𝑎(𝑥), we have

𝜑−𝑎(𝑢) − 𝜑𝑎(𝑚𝑢𝑚−1) = 𝜑−𝑎(𝑢−𝑎(𝑥)) − 𝜑𝑎 (inn(t𝑚𝑎(1)).𝑢−𝑎(𝑥))

= 𝜑−𝑎(𝑢−𝑎(𝑥)) − 𝜑𝑎 (inn(t).𝑢𝑎(−𝑥))

= 𝜑−𝑎(𝑢−𝑎(𝑥)) − 𝜑𝑎 (𝑢𝑎(−𝑎(t)𝑥))

= − val(𝑎(t)).

(ii). For any 𝑥, 𝑦 ∈ 𝐾, we have [SGA3, XXII, 5.5.2]

[𝑢𝑎(𝑥), 𝑢𝑏(𝑦)] =
∏

𝑖𝑎+ 𝑗𝑏∈Φ
𝑢𝑖𝑎+ 𝑗𝑏(𝐶𝑎,𝑏;𝑖, 𝑗𝑥

𝑖𝑦 𝑗),

where 𝐶𝑎,𝑏;𝑖, 𝑗 ∈ 𝐾 is a constant.

4.1.8. Given a root group datum (𝑇, (𝑈𝑎)𝑎∈Φ) in 𝐺 and let 𝜑 be a valuation on it.

Then for any vector v in the ambient space 𝕍 of Φ, the family 𝜓 = (𝜓𝑎)𝑎∈Φ given

by 𝜓𝑎 : 𝑢 ↦→ 𝜑𝑎(𝑢) + 𝑎(v) is a valuation [BT-1, 6.2.5] and is denoted by 𝜑 + v. The

valuations 𝜑 and 𝜓 = 𝜑 + v are said to be equipollent. The mapping (𝜑, v) ↦→ 𝜑 + v

defines an action of 𝕍 on the set of valuations and each equipollent class is an orbit.

Let 𝔸 denote the set of valuations equipollent to 𝜑. Then 𝔸 is an affine space

with 𝑣𝔸 = 𝕍 and 2.4.7 applies. For 𝛼 = 𝛼𝑎+𝑘 with 𝑎 ∈ Φ, 𝑘 ∈ Γ𝑎, let 𝑈𝛼 = 𝑈𝑎,𝑘 and

𝑈𝛼+ =
⋃

ℎ>𝑘 𝑈𝑎,ℎ (note that 𝑈𝛼+ = 𝑈𝛼+ if Γ𝑎 is discrete). It is clear that the affine root

system Σ and the mapping 𝛼 ↦→ 𝑈𝛼 depends only on the equipollent class of 𝜑.

Example 4.1.9. Continue Example 4.1.6. The coroot space is (by Example 3.4.4)

𝕍 = {𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛 | 𝑐1, · · · , 𝑐𝑛 ∈ ℝ, 𝑐1 + · · · + 𝑐𝑛 = 0}.
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Then for any v = 𝑐1𝜆1 + · · · + 𝑐𝑛𝜆𝑛, the valuation 𝜑 + v is given by

𝑢𝑎𝑖 𝑗 (𝑥) ↦−→ val(𝑥) + 𝑎𝑖 𝑗(v) = val(𝑥) + 𝑐𝑖 − 𝑐 𝑗.

Let 𝑘 ∈ Γ𝑎, then 𝜑 + v ∈ 𝛼𝑎+𝑘 if and only if 𝑐𝑖 − 𝑐 𝑗 + 𝑘 ⩾ 0.

Example 4.1.10. Notations as in Example 4.1.7. A valuation 𝜓 = (𝜓𝑎)𝑎∈Φ is said to be

compatible with val( · ) if for all 𝑢 ∈ 𝑈𝑎 and t ∈ 𝑇 ,

𝜓𝑎

(
t𝑢t−1

)
= 𝜓𝑎(𝑢) + val(𝑎(t)).

It turns out that [BT-2, 4.2.9]: a valuation 𝜓 is compatible with val( · ) if and only if it is

equipollent to 𝜑 given in Example 4.1.7. Hence, 𝔸 is precisely the set of all valuations

compatible with val( · ).

4.1.11. Let 𝑚 ∈ 𝑁 and 𝑤 = 𝑣𝜈(𝑚) ∈ 𝑣𝑊. Then the family 𝜓 = (𝜓𝑎)𝑎∈Φ given by

𝜓𝑎 : 𝑢 ↦→ 𝜑𝑤−1.𝑎(𝑚−1𝑢𝑚) is a valuation [BT-1, 6.2.5] and is denoted by 𝑚.𝜑. We thus

obtain an action of 𝑁 on the set of valuations such that for any 𝑚 ∈ 𝑁 and v ∈ 𝕍 , we

have 𝑚.(𝜑 + v) = 𝑚.𝜑 + 𝑣𝜈(𝑚).v. Moreover, we have [BT-1, 6.2.10]:

(i). The action of 𝑁 stabilizes 𝔸 and for any 𝑚 ∈ 𝑁, the map 𝜈(𝑚) : 𝜑 ↦→ 𝑚.𝜑 is an

automorphism of the Euclidean affine space 𝔸 whose vectorial part is 𝑣𝜈(𝑚).
(ii). For each 𝑎 ∈ Φ and 𝑘 ∈ Γ𝑎, the image of 𝑀𝑎,𝑘 under 𝜈 is the reflection 𝑟𝑎+𝑘.

(iii). The automorphism 𝜈(𝑚) maps affine roots to affine roots. For any 𝛼 ∈ Σ, we

have 𝑚𝑈𝛼𝑚−1 = 𝑈𝜈(𝑚).𝛼

In particular, for 𝑢 ∈ 𝑈∗𝑎, 𝜈(𝑚(𝑢)) = 𝑟𝑎+𝜑𝑎 (𝑢) [BT-1, 6.2.12]. Therefore, the valuation 𝜑

is completely determined by the homomorphism 𝜈 : 𝑁 → Aut(𝔸).

Example 4.1.12. Continue Examples 4.1.6 and 4.1.9.
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(i). The normalizer 𝑁 is the group of monomial matrices in GL𝑛(𝐾). Any 𝑚 ∈ 𝑁
can be written as

𝑚 =
𝑛∑︁
𝑘=1

𝑥𝑘𝐸𝜎(𝑘)𝑘,

where 𝜎 ∈ 𝔖𝑛 is a permutation such that 𝑤 = 𝑣𝜈(𝑚) is identified with 𝜎 through
𝑣𝑊 ∼= 𝔖𝑛. Then, for any 𝑢 = 𝑢𝑎𝑖 𝑗 (𝑡) ∈ 𝑈𝑎𝑖 𝑗 , we have

𝑚−1𝑢𝑚 =

(
𝑛∑︁
𝑘=1

𝑥−1
𝜎−1 (𝑘)𝐸𝜎−1 (𝑘)𝑘

) (
𝐼𝑛 + 𝑡𝐸𝑖 𝑗

) (
𝑛∑︁
𝑘=1

𝑥𝑘𝐸𝜎(𝑘)𝑘

)

= 𝐼𝑛 + 𝑥−1
𝜎−1 (𝑖)𝑡𝑥𝜎−1 ( 𝑗)𝐸𝜎−1 (𝑖)𝜎−1 ( 𝑗)

= 𝑢𝑎𝜎−1 (𝑖)𝜎−1 ( 𝑗)

(
𝑥−1
𝜎−1 (𝑖)𝑡𝑥𝜎−1 ( 𝑗)

)
∈ 𝑈𝑎𝜎−1 (𝑖)𝜎−1 ( 𝑗) = 𝑈𝑤−1.𝑎𝑖 𝑗 .

Hence, the valuation 𝑚.𝜑 is given by

(𝑚.𝜑)𝑎𝑖 𝑗 : 𝑢 = 𝑢𝑎𝑖 𝑗 (𝑡) ↦−→ 𝜑𝑤−1.𝑎𝑖 𝑗 (𝑚−1𝑢𝑚) = val
(
𝑥−1
𝜎−1 (𝑖)𝑡𝑥𝜎−1 ( 𝑗)

)
.

From above computations, it is also clear that 𝑚𝑈𝛼𝑚−1 = 𝑈𝜈(𝑚).𝛼 holds for any affine

root 𝛼.

(ii). For any v ∈ 𝕍 , one can verify that

(𝑚.(𝜑 + v))𝑎𝑖 𝑗 (𝑢) = (𝜑 + v)𝑤−1.𝑎𝑖 𝑗 (𝑚−1𝑢𝑚)

= 𝜑𝑤−1.𝑎𝑖 𝑗 (𝑚−1𝑢𝑚) + (𝑤−1.𝑎𝑖 𝑗) (v)

= (𝑚.𝜑)𝑎𝑖 𝑗 (𝑢) + 𝑎𝑖 𝑗(𝑤.v)

= (𝑚.𝜑 + 𝑤.v)𝑎𝑖 𝑗 (𝑢).
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Also note that

(𝑚.𝜑)𝑎𝑖 𝑗 (𝑢) − 𝜑𝑎𝑖 𝑗 (𝑢) = val
(
𝑥−1
𝜎−1 (𝑖)𝑡𝑥𝜎−1 ( 𝑗)

)
− val(𝑡)

= val
(
𝑥−1
𝜎−1 (𝑖)

)
− val

(
𝑥−1
𝜎−1 ( 𝑗)

)

=

〈
𝑎𝑖 𝑗,

𝑛∑︁
𝑘=1

val
(
𝑥−1
𝜎−1 (𝑘)

)
𝜆𝑘

〉
.

Therefore, the affine transformation 𝜈(𝑚) : 𝜑 ↦→ 𝑚.𝜑 has vectorial part 𝑤 = 𝑣𝜈(𝑚) and

translation part

v𝑚 =
𝑛∑︁
𝑘=1

(
val

(
𝑥−1
𝜎−1 (𝑘)

)
+ 1

𝑛 val(det(𝑚))
)
𝜆𝑘 ∈ 𝕍 .

(iii). If 𝑢 = 𝑢𝑎𝑖 𝑗 (𝑥) ∈ 𝑈∗𝑎𝑖 𝑗 , then

𝑚(𝑢) = 𝑚𝑎𝑖 𝑗 (𝑥) = 𝜉𝑖 𝑗
©­­«
©­­«

0 𝑥

−𝑥−1 0

ª®®¬
ª®®¬
.

Hence, 𝑣𝜈(𝑚(𝑢)) = (𝑖, 𝑗) and the translation part is

v𝑚(𝑢) = val
(
𝑥−1

)
𝜆 𝑖 + val(−𝑥)𝜆 𝑗 = − val(𝑥)𝑎∨𝑖 𝑗 = −𝜑𝑎𝑖 𝑗 (𝑢)𝑎∨𝑖 𝑗.

Then we have

𝜈(𝑚(𝑢)).(𝜑 + v) = 𝜑 + (𝑖, 𝑗).v − 𝜑𝑎𝑖 𝑗 (𝑢)𝑎∨𝑖 𝑗
= 𝜑 + v − 𝑎𝑖 𝑗(v)𝑎∨𝑖 𝑗 − 𝜑𝑎𝑖 𝑗 (𝑢)𝑎∨𝑖 𝑗
= 𝑟𝑎𝑖 𝑗+𝜑𝑎𝑖 𝑗 (𝑢) (𝜑 + v).

Example 4.1.13. The condition of being compatible with val( · ) in Example 4.1.10 can

be interpreted as follows. Let 𝜓 = (𝜓𝑎)𝑎∈Φ be a valuation and 𝔸 the set of valuations
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equipollent to it. For any t ∈ 𝑇 , the automorphism 𝜈(t) : 𝔸 → 𝔸 is a translation,

denoted by vt. Then, for all 𝑎 ∈ Φ and 𝑢 ∈ 𝑈𝑎, we have

𝜓𝑎

(
t−1𝑢t

)
− 𝜓𝑎(𝑢) = ⟨𝑎, vt⟩.

Therefore, 𝜓 is compatible with val( · ) if and only if

⟨𝑎, vt⟩ = − val(𝑎(t))

for all t ∈ 𝑇 and 𝑎 ∈ Φ.

Now, suppose 𝜓 is compatible with val( · ). Then the above shows that for all

𝜒 ∈ Xss := 𝕍 ∗ ∩ X, we have

⟨𝜒, vt⟩ = − val(𝜒(t)).

This implies that vt ∈ X∨ss ⊗Γ, where X∨ss is the dual lattice of Xss and is the cocharacter

group of the semisimple quotient (Gss, T/ℛ(G)).

4.1.14. Let 𝐻 = Ker(𝜈) and 𝑊̂ = 𝜈(𝑁). Let 𝑊 denote the subgroup of 𝑊̂ generated by

𝑟𝑎+𝑘 with 𝑎 ∈ Φ and 𝑘 ∈ Γ𝑎. It is a normal subgroup because 𝑁 permutes 𝑀𝑎,𝑘. Let

𝑁′ = 𝜈−1(𝑊). It is usually not the entire 𝑁. We say the root group datum (together

with the valuation 𝜑) is simply-connected when 𝑁′ = 𝑁. Let 𝑇′ = 𝑇 ∩ 𝑁′ and let 𝐺′

be the subgroup of 𝐺 generated by 𝑁′ and the 𝑈𝑎 for 𝑎 ∈ Φ. Since 𝑀𝑎 ∩ 𝑁′ ≠ ∅ for all

𝑎 ∈ Φ, we see that (𝑇′, (𝑈𝑎)𝑎∈Φ) is a simply-connected generating root group datum in

𝐺′ [BT-1, 6.2.11]. Recall that (4.1.2.(viii)) 𝑁◦ is generated by 𝑀◦𝑎 for all 𝑎 ∈ Φ, hence

𝑁◦ ⊆ 𝑁′ and therefore the generating root group datum (𝑇◦, (𝑈𝑎)𝑎∈Φ) on 𝐺◦ is also

simply-connected.

The valuation 𝜑 is said to be special if 0 ∈ Γ𝑎 for all 𝑎 ∈ Φ. If this is the case,
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then the group 𝑊 (resp. 𝑊̂) can be decomposed as 𝑊 = 𝑊𝜑 ⋉ Ker
(
𝑊 → 𝑣𝑊

)
(resp.

𝑊̂ =𝑊𝜑 ⋉ 𝜈(𝑇)) [BT-1, 6.2.19], where 𝑊𝜑 is the stabilizer of 𝜑.

The valuation 𝜑 is said to be discrete if Γ𝑎 is a discrete subset of ℝ for all 𝑎 ∈ Φ.

If this is the case, then 𝑊 is the affine Weyl group 𝑊 (Σ) for the affine root system Σ

[BT-1, 6.2.22].

Suppose Φ is irreducible and 𝜑 is discrete and special. This is the case we most focus

on. Then all Γ𝑎 are the same discrete subgroup Γ of ℝ [BT-1, 6.2.23]. So 2.4.8 applies

and we get an apartment 𝒜(Σ). Then Ker
(
𝑊 → 𝑣𝑊

)
= Q∨ ⊗ Γ and 𝜈(𝑇) is between

Q∨ ⊗ Γ and P∨ ⊗ Γ [BT-1, 6.2.20].

Example 4.1.15. Continue Example 4.1.5. Since 𝔸 = {0}, we must have 𝑁′ = 𝑁 = 𝑇 .

On the other side, 𝑁◦ = {1} gives a smaller simply-connected root group datum. The

trivial valuation 0 on them is both special and discrete.

Example 4.1.16. Continue Examples 4.1.6, 4.1.9, and 4.1.12. Let 𝑚 ∈ 𝑁 with related

notations as before. Then for 𝑚 ∈ Ker(𝜈), one must have both 𝑣𝜈(𝑚) = id and v𝑚 = 0.

Hence, 𝑚 is diagonal and for all 1 ⩽ 𝑘 ⩽ 𝑛, val(𝑥𝑘) = 1
𝑛 val(det(𝑚)). Therefore,

𝐻 = {diag(𝑥1, · · · , 𝑥𝑛) ∈ D𝑛(𝐾) | val(𝑥1) = · · · = val(𝑥𝑛)}.

It is clear from the computations above that the translation group 𝜈(𝑇) is X∨ss ⊗Γ. On

the other hand, the translation group of 𝑊 is clearly Q∨ ⊗ Γ, which has index 𝑛 in the

previous one.

Let 𝑚 ∈ 𝑁 with related notations as before. Then for 𝑚 ∈ 𝑁′, one must have v𝑚 ∈
Q∨ ⊗ Γ, which is equivalent to say that for all 1 ⩽ 𝑘 ⩽ 𝑛, val

(
𝑥−1
𝑘

) + 1
𝑛 val(det(𝑚)) ∈ Γ,
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which is the case if and only if 1
𝑛 val(det(𝑚)) ∈ Γ. Therefore,

𝑁′ = {𝑚 ∈ 𝑁 | val(det(𝑚)) ∈ 𝑛Γ}.

Therefore, we have

𝐺′ = {𝑔 ∈ GL𝑛(𝐾) | val(det(𝑔)) ∈ 𝑛Γ}.

It is worth to mention that there is a group

GL𝑛(𝐾)1 := {𝑔 ∈ GL𝑛(𝐾) | val(det(𝑔)) = 0},

between 𝐺′ and 𝐺◦ = SL𝑛(𝐾). Hence, for this group, the generating root group datum

(𝐷𝑛 ∩ GL𝑛(𝐾)1, (𝑈𝑎𝑖 𝑗)𝑎𝑖 𝑗∈Φ) is simply-connected.

Example 4.1.17. Continue Examples 4.1.7, 4.1.10, and 4.1.13. Let 𝔸 be the affine

space of all valuations compatible with val( · ). For any 𝑚 ∈ 𝑁, the automorphism

𝜈(𝑚) is trivial if and only if 𝑚 ∈ 𝑇 (hence 𝑣𝜈(𝑚) = id) and the translation vector v𝑚 = 0.

Therefore,

𝐻 = {t ∈ 𝑇 | val(𝜒(t)) = 0 for all 𝜒 ∈ Xss}.

It follows from Example 4.1.13 that 𝜈(𝑇) ⊆ X∨ss ⊗Γ. Conversely, for any 𝜆 ∈ X∨ss and

𝑡 ∈ 𝐾×, we have

⟨𝜒, v𝜆 (𝑡)⟩ = − val(𝜒(𝜆 (𝑡))) = − val(𝑡)⟨𝜒, 𝜆⟩.

Hence, 𝜈(𝑇) ⊇ X∨ss ⊗Γ. On the other hand, the translation group of𝑊 is clearly Q∨ ⊗ Γ.

One can replace 𝑇 = T(𝐾) by a suitable subgroup and obtain a different root group

datum. The discussions on valuations still hold. It is also worth to mention that
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[BT-2, 4.2.16]: there is a group

𝐺1 := {𝑔 ∈ G(𝐾) | val(𝜒(𝑔)) = 0 for all 𝜒 ∈ X(G)},

between 𝐺′ and 𝐺◦ = Gder. Hence, for this group, the generating root group datum

(𝑇 ∩ 𝐺1, (𝑈𝑎)𝑎∈Φ) is simply-connected.

§ 4.2. Bruhat-Tits building

Given a root group datum (𝑇, (𝑈𝑎, 𝑀𝑎)𝑎∈Φ) in 𝐺 with a valuation 𝜑 = (𝜑𝑎)𝑎∈Φ on it,

Bruhat and Tits [BT-1] associate an affine building equipped with natural 𝐺-action to

these data.

4.2.1. Let Ω be a nonempty subset of 𝔸 and let 𝑈Ω denote the subgroup generated by

𝑈𝛼 for all affine roots 𝛼 ⊇ Ω. Then the image of 𝑁 ∩ 𝑈Ω under 𝜈 : 𝑁 → 𝑊̂ is generated

by the reflections 𝑟𝛼 for affine roots 𝛼 such that Ω ⊆ 𝜕𝛼 and is identified with the Weyl

group of ΦΩ :=
{
𝑎 ∈ Φ

�� ∃𝛼, 𝑣𝛼 = 𝑎, 𝜕𝛼 ⊇ Ω
}

[BT-1, 7.1.3]. Let 𝑁Ω denote its preimage

and let 𝑃Ω = 𝐻 · 𝑈Ω. Then

𝑁Ω = 𝑁 ∩ 𝑃Ω.

Let 𝑁Ω denote the fixator of Ω in 𝑁:

𝑁Ω := {𝑛 ∈ 𝑁 | 𝜈(𝑛).𝑥 = 𝑥 for all 𝑥 ∈ Ω}.

Then 𝑁Ω contains 𝑁Ω and normalizes 𝑃Ω. Hence,

𝑃̂Ω := 𝑁Ω · 𝑃Ω = 𝑁Ω · 𝑈Ω

is a group having 𝑃Ω and 𝑈Ω as its normal subgroups. By 4.1.11, for any 𝑛 ∈ 𝑁, we
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have

inn(𝑛).𝑃Ω = 𝑃𝜈(𝑛).Ω and inn(𝑛).𝑃̂Ω = 𝑃̂𝜈(𝑛).Ω.

Note that the map Ω ↦→ 𝑈Ω (resp. ΦΩ, 𝑁Ω, 𝑃Ω, 𝑁Ω, 𝑃̂Ω) reverses the order of

inclusions.

Remark. For 𝑥 ∈ 𝔸 a point, 𝑁𝑥 = 𝜈−1(𝑊̂𝑥). Hence, if the generating root group datum

is simply-connected, we have 𝑁𝑥 = 𝑁𝑥 and hence 𝑃̂𝑥 = 𝑃𝑥 .

Example 4.2.2. Continue Examples 4.1.6, 4.1.9, 4.1.12, and 4.1.16.

First consider Ω = 𝛼𝑎𝑖 𝑗+𝑘 ∈ Σ. Then 𝑈Ω = 𝑈𝑎𝑖 𝑗,𝑘, ΦΩ = ∅ and

𝑃Ω = 𝐻 · 𝑈𝑎𝑖 𝑗,𝑘 =



diag(𝑥1, · · · , 𝑥𝑛) + 𝑡𝐸𝑖 𝑗 ∈ GL𝑛(𝐾)

�������
val(𝑥1) = · · · = val(𝑥𝑛),

val(𝑡) − val(𝑥𝑖) ⩾ 𝑘



.

In particular, 𝑁Ω = 𝐻. Note that we also have 𝑁Ω = 𝐻 since Ω contains an open in 𝔸.

Therefore, 𝑃̂Ω = 𝑃Ω.

Next, consider 𝑥 = 𝜑 + v ∈ 𝔸. Then 𝑈𝑥 is generated by 𝑈𝑎𝑖 𝑗,−𝑎𝑖 𝑗 (v) for all 𝑎𝑖 𝑗 ∈ Φ and

Φ𝑥 =
{
𝑎𝑖 𝑗 ∈ Φ

�� 𝑎𝑖 𝑗(v) ∈ Γ
}
. Then𝑊𝑥 is generated by 𝑟𝑎,−𝑎(v) for all 𝑎 ∈ Φ𝑥 but 𝑊̂𝑥 may

be larger in general: it contains 𝑟𝑎,−𝑎(v) even when 𝑎(v) ∉ Γ. Now, suppose 𝑥 is special.

Then 𝑊̂𝑥 =𝑊𝑥
∼= 𝑣𝑊 and 𝑃̂𝑥 = 𝑃𝑥 is generated by 𝐻 · 𝑈𝑎𝑖 𝑗,−𝑎𝑖 𝑗 (v) for all 𝑎𝑖 𝑗 ∈ Φ.

Example 4.2.3. In the above example, if we instead use the root group datum (𝐷𝑛 ∩
GL𝑛(𝐾)1, (𝑈𝑎𝑖 𝑗)𝑎𝑖 𝑗∈Φ). Then for Ω = 𝛼𝑎𝑖 𝑗+𝑘, we have

𝑃̂Ω = 𝑃Ω =




diag(𝑥1, · · · , 𝑥𝑛) + 𝑡𝐸𝑖 𝑗 ∈ GL𝑛(𝐾)

�������
val(𝑥1) = · · · = val(𝑥𝑛) = 0,

val(𝑡) − val(𝑥𝑖) ⩾ 𝑘



.

To see what are 𝑃̂Ω and 𝑃Ω in general, we need more knowledge on such subgroups.
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Proposition 4.2.4 ([BT-1, 7.1.11]). Let Ω be a nonempty subset of 𝔸. Then

𝑃̂Ω =
⋂
𝑥∈Ω

𝑃̂𝑥 .

So in particular, 𝑃̂Ω ∩ 𝑃̂Ω′ = 𝑃̂Ω∪Ω′ .

4.2.5. Let Ω be a nonempty subset of 𝔸. The enclosure cl(Ω) of Ω is the intersection

of all affine roots 𝛼 containing Ω. It turns out that [BT-1, 7.1.2 and 7.1.9]

𝑈cl(Ω) = 𝑈Ω, 𝑁cl(Ω) = 𝑁Ω and 𝑃̂cl(Ω) = 𝑃̂Ω.

From its definition, we see that cl(Ω) must be a disjoint union of some facets in 𝔸.

With Proposition 4.2.4, we conclude that all the groups 𝑃̂Ω are of the form

⋂
𝐹

𝑃̂𝐹 ,

where 𝐹 ranges over all facets in 𝔸 such that 𝐹 ⊆ cl(Ω).

Hence, to understand the subgroups 𝑃̂Ω, it suffices to understand those 𝑃̂𝐹 .

4.2.6. Let 𝑣𝐶 be a Weyl chamber in 𝔸 and Φ+𝑣𝐶 (resp. Φ−𝑣𝐶) the system of positive (resp.

negative) roots in Φ defined by 𝑣𝐶. Let 𝑈+𝑣𝐶 (resp. 𝑈−𝑣𝐶) the subgroup of 𝐺 generated

by the 𝑈𝑎 for 𝑎 ∈ Φ+𝑣𝐶 (resp. 𝑎 ∈ Φ−𝑣𝐶). Then for any 𝑥 ∈ 𝔸, we have 𝑈𝑥±𝑣𝐶 ⊆ 𝑈±𝑣𝐶 and

𝑁𝑥±𝑣𝐶 = 𝑁𝑥±𝑣𝐶 = 𝐻. As a consequence, 𝑃̂𝑥+𝑣𝐶 = 𝑃𝑥+𝑣𝐶 . Denote it by 𝐵𝑥,𝑣𝐶 .

In general, let Ω be a nonempty subset of 𝔸. Then we have [BT-1, 7.1.4]

𝑃Ω ∩ 𝑈±𝑣𝐶 = 𝑈Ω±𝑣𝐶 and 𝑃Ω = 𝑁Ω · 𝑈Ω+𝑣𝐶 · 𝑈Ω−𝑣𝐶 .

As a consequence, we have [BT-1, 7.1.8]

𝑃̂Ω ∩ 𝑈±𝑣𝐶 = 𝑈Ω±𝑣𝐶 , 𝑃̂Ω ∩ 𝑁 = 𝑁Ω and 𝑃̂Ω = 𝑁Ω · 𝑈Ω+𝑣𝐶 · 𝑈Ω−𝑣𝐶 .
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Theorem 4.1 (Bruhat decomposition [BT-1, 7.3.4]). Let 𝑣𝐶 and 𝑣𝐶′ be two Weyl cham-

bers and 𝑥, 𝑥′ be two points in 𝔸.

(i). We have

𝐺 = 𝐵𝑥,𝑣𝐶 · 𝑁 · 𝐵𝑥′,𝑣𝐶′ .

(ii). More precisely, the canonical map from 𝑁 to the set of double cosets induces a

bĳection from 𝑊̂ ∼= 𝑁/𝐻 to 𝐵𝑥,𝑣𝐶\𝐺/𝐵𝑥′,𝑣𝐶′ .

Example 4.2.7. Continue Examples 4.1.6, 4.1.9, 4.1.12, 4.1.16, and 4.2.2. Let Ω be a

nonempty subset of 𝔸. We claim that ∗ (with convention that 𝑎𝑖𝑖 = 0)

𝑃̂Ω =
{
𝑔 = (𝑔𝑖 𝑗)𝑖, 𝑗 ∈ GL𝑛(𝐾)

��� ∀𝑖, 𝑗 : val
(
𝑔𝑖 𝑗

) − 1
𝑛 val(det(𝑔)) ⩾ − inf

𝑥∈Ω
𝑎𝑖 𝑗(𝑥)

}
.

Proof. Denote the right-hand side by 𝐿Ω. Then it is clear that

𝐿Ω =
⋂
𝑥∈Ω

𝐿𝑥 .

Therefore, it suffices to show 𝑃̂𝑥 = 𝐿𝑥 .

First, we have 𝐻 ⊆ 𝐿𝑥 and for any 𝑎𝑖 𝑗 ∈ Φ,

𝐿𝑥 ∩ 𝑈𝑎𝑖 𝑗 = 𝑈𝑎𝑖 𝑗,−𝑎𝑖 𝑗 (𝑥) = 𝑃𝑥 ∩ 𝑈𝑎𝑖 𝑗 .

Therefore, 𝑃𝑥 ⊆ 𝐿𝑥 . Let 𝑣𝐶 be any Weyl chamber, then we have 𝐵𝑥,𝑣𝐶 ⊆ 𝑃𝑥 ⊆ 𝐿𝑥 . Hence,

by Theorem 4.1, we have

𝐿𝑥 = 𝐵𝑥,𝑣𝐶 · (𝐿𝑥 ∩ 𝑁) · 𝐵𝑥,𝑣𝐶 .

Therefore, it suffices to show 𝐿𝑥 ∩ 𝑁 = 𝑁𝑥 .

∗Slightly different from [BT-1, 10.2.9] due to different conventions on the root group datum
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If 𝑚 =
∑𝑛
𝑘=1 𝑥𝑘𝐸𝜎(𝑘)𝑘 ∈ 𝐿𝑥 ∩ 𝑁 with 𝜎 = 𝑣𝜈(𝑚), then we have

val
(
𝑥𝜎−1 (𝑘)

)
− 1
𝑛

val(det(𝑚)) ⩾ −𝑎𝑘𝜎−1 (𝑘) (𝑥) (1 ⩽ 𝑘 ⩽ 𝑛).

This implies that
𝑛∑︁
𝑘=1

val(𝑥𝑘) − val(det(𝑚)) ⩾ 0,

which should be an equality. Therefore, for all 1 ⩽ 𝑘 ⩽ 𝑛, we have

val
(
𝑥−1
𝜎−1 (𝑘)

)
+ 1
𝑛

val(det(𝑚)) = 𝑎𝑘𝜎−1 (𝑘) (𝑥).

Then, by Example 4.1.12, we have (writing 𝑥 as 𝜑 + v)

𝑚.𝑥 − 𝑥 = 𝜎.v − v +
𝑛∑︁
𝑘=1

𝑎𝑘𝜎−1 (𝑘) (𝑥)𝜆𝑘.

Note that

𝜎.v − v =
𝑛∑︁
𝑘=1
⟨𝑎𝜎−1 (𝑘)𝑘, v⟩𝜆𝑘.

Therefore, we have

𝑚.𝑥 − 𝑥 =
𝑛∑︁
𝑘=1

(
𝑎𝜎−1 (𝑘)𝑘(𝑥) + 𝑎𝑘𝜎−1 (𝑘) (𝑥)

)
𝜆𝑘 = 0.

This shows 𝐿𝑥 ∩ 𝑁 ⊆ 𝑁𝑥 .

Conversely, if 𝑚 =
∑𝑛
𝑘=1 𝑥𝑘𝐸𝜎(𝑘)𝑘 ∈ 𝑁𝑥 with 𝜎 = 𝑣𝜈(𝑚), then 𝑚.𝑥 = 𝑥. Which, by

similar argument as above, implies

val
(
𝑥−1
𝜎−1 (𝑘)

)
+ 1
𝑛

val(det(𝑚)) = 𝑎𝑘𝜎−1 (𝑘) (𝑥).

Since other entries of 𝑚 are 0, the inequality holds trivially. Therefore, 𝑚 ∈ 𝐿𝑥 . □

Example 4.2.8. Consider the root group datum (𝐷𝑛 ∩ GL𝑛(𝐾)1, (𝑈𝑎𝑖 𝑗)𝑎𝑖 𝑗∈Φ). Similar
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argument as in Example 4.2.7 shows that (note that it is simply connected)

𝑃Ω =
{
(𝑔𝑖 𝑗)𝑖, 𝑗 ∈ GL𝑛(𝐾)1

��� ∀𝑖, 𝑗 : val
(
𝑔𝑖 𝑗

)
⩾ − inf

𝑥∈Ω
(
𝜒𝑖(𝑥) − 𝜒 𝑗(𝑥)

)}
.

In particular, if we take Ω to be the origin 𝑜 = 𝜑, then we have

𝑃𝑜 =
{(𝑔𝑖 𝑗)𝑖, 𝑗 ∈ GL𝑛(𝐾)1

�� ∀𝑖, 𝑗 : val
(
𝑔𝑖 𝑗

)
⩾ 0

}
= GL𝑛(𝒪𝐾).

More generally, a special point 𝑥 = 𝜑 + v defines a 𝒪𝐾-submodule

𝐿 = {(𝑥1, · · · , 𝑥𝑛) ∈ 𝐾𝑛 | val(𝑥𝑖) + 𝜒𝑖(v) ⩾ 0}

of 𝐾𝑛, and we have 𝑃𝑥 =
{
𝑔 ∈ GL𝑛(𝐾)1

�� 𝑔.𝐿 = 𝐿
}
.

Definition 4.2.9. The Bruhat-Tits building of a valuation 𝜑 on a root group datum

(𝑇, (𝑈𝑎)𝑎∈Φ) in 𝐺 is the quotient set ℬ(𝜑) of 𝐺 × 𝔸 under the following equivalent

relation [BT-1, 7.4.1]:

(𝑔, 𝑥) ∼ (ℎ, 𝑦) ⇐⇒ ∃𝑛 ∈ 𝑁 : 𝑦 = 𝜈(𝑛).𝑥, 𝑔−1ℎ𝑛 ∈ 𝑃̂𝑥 .

We will simply denote this set by ℬ if there is no ambiguity.

Remark. Let (G, T) be a split reductive group over 𝐾. By Example 4.1.10, there is

essentially only one (up to equipollence) reasonable way to define a valuation on the

standard root group datum ∗ given in Example 4.1.3. Therefore, there is a unique affine

building ℬ(G) associated to it. It is called the Bruhat-Tits building of G.

Then following the same argument in 3.5.8, we see that the Bruhat-Tits building

depends only on the root system Φ and the ground field 𝐾.

∗as long as on root group data deduced from the standard one such as (𝑇 ∩ 𝐺1, (𝑈𝑎)𝑎∈Φ).
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§4.2. Bruhat-Tits building

4.2.10. The left multiplication of 𝐺 on the product 𝐺 × 𝔸 is compatible with above

equivalent relation, hence ℬ inherits a 𝐺-action. Identifying 𝔸 with the subset {1} ×𝔸
of ℬ, we have:

(i). ℬ =
⋃

𝑔∈𝐺 𝑔.𝔸;

(ii). each 𝑈𝛼 fixes 𝛼 ∈ Σ pointwise [BT-1, 7.4.5];

(iii). for each nonempty Ω ⊆ 𝔸, its fixator is 𝑃̂Ω, and it acts transitively on apartments

containing Ω [BT-1, 7.4.4, 7.4.9];

(iv). the stabilizer (resp. fixator) of 𝔸 is 𝑁 (resp. 𝐻) [BT-1, 7.4.10].

Then one can carry the apartment structure on 𝔸 to each 𝑔.𝔸 and see that they agree on

the intersections [BT-1, 7.4.18]. Hence, ℬ is a building of type 𝒜(Σ). The action of

𝐺 on it is strongly transitively by the construction but is not necessarily type-preserving

since the affine Weyl group 𝑊 of 𝒜(Σ) is usually not the entire 𝑊̂. The subgroup of

type-preserving automorphisms is then the group 𝐺′ = 𝜈−1(𝑊) introduced in 4.1.14.

4.2.11. Let 𝜆 : Φ→ ℝ>0 be a function, constant on each irreducible component, and let

v ∈ 𝕍 . Then the family 𝑢 ↦→ 𝜆 (𝑎)𝜑𝑎(𝑢) + 𝑎(v) defines a valuation [BT-1, 6.2.5] which

is denoted by 𝜆𝜑 + v. A valuation 𝜓 is said to be equivalent to 𝜑 if 𝜓 = 𝜆𝜑+v for some

𝜆 and v. If this is the case, then there is a unique 𝐺-equivalent map 𝑖 : ℬ(𝜑) →ℬ(𝜓)
such that its restriction to 𝔸 is an affinié from 𝔸 = 𝜑 +𝕍 to 𝜓+𝕍 with homothetic ratio

𝜆 [BT-1, 7.4.3].

4.2.12. Let Φ1 be a closed subroot system of Φ, 𝑁◦1 be the subgroup generated by 𝑀◦𝑎

for all 𝑎 ∈ Φ1 and let 𝑇◦1 = 𝑁◦1 ∩ 𝑇 . In addition, let 𝑇1 be a subgroup of 𝑇 containing

𝑇◦1 and let 𝐺1 be the subgroup of 𝐺 generated by 𝑈𝑎 for all 𝑎 ∈ Φ1 and 𝑇1. Then

(𝑇1, (𝑈𝑎, 𝑀◦𝑎 .𝑇1)𝑎∈Φ1) is a generating root group datum on 𝐺1 and 𝜑 induces a valuation
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on it. Let ℬ1 be the Bruhat-Tits building associated to these data. Then the underlying

set of ℬ1 is canonically identified with the quotient of the subset 𝐺1.𝔸 (as a 𝐺1-set) of

ℬ by the intersection of the kernels of all 𝑎 ∈ Φ1 [BT-1, 7.6.4]. The image of 𝔸 in ℬ1

is denoted by 𝔸1.

4.2.13. The bornology defined by𝜑 is the bornologyB(𝜑) on𝐺 induced from the action

of 𝐺 on the building ℬ(𝜑) as in 2.6.7. It is the smallest bornology on 𝐺 containing the

bornology on 𝑁 induced from the action of 𝑁 on 𝔸, the subgroups 𝑈𝑎,𝑘 for all 𝑎 and 𝑘

and is compatible with the group law [BT-1, 8.1.4, 8.1.8]. This bornology makes 𝐺 a

bornological group and in which each 𝑈𝑎,𝑘 is bounded while each 𝑈𝑎 is not. Note that

the subgroups 𝑃̂𝑥 are bounded but not necessarily maximal bounded. We refer last two

paragraphs of 2.6.7 for a discussion of its bounded subgroups.

Let 𝜓 be another valuation. Then the following are equivalent [BT-1, 8.1.10]

(i). 𝜓 is equivalent to 𝜑;

(ii). B(𝜓) = B(𝜑);
(iii). B(𝜓) and B(𝜑) agrees on each 𝑈𝑎;

(iv). B(𝜓) and B(𝜑) agrees on 𝑁.

Example 4.2.14. Continue Example 4.2.7. Before moving on, note that all discussions

before apply if we replace 𝐺 = GL𝑛(𝐾) by a subgroup 𝐺1 obtained as in 4.2.12. So we

simply let 𝐺 denote either GL𝑛(𝐾) or such a subgroup.

The bornology B on 𝐺 defined by 𝜑 can be described as follows: a subset 𝑀 is

bounded when the set

{
val

(
𝑔𝑖 𝑗

) − 1
𝑛 val(det(𝑔))

�� 𝑔 = (𝑔𝑖 𝑗) ∈ 𝑀, 1 ⩽ 𝑖, 𝑗 ⩽ 𝑛}
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§4.3. Concave functions

is bounded from below. Indeed, it suffices to verify on 𝑁: for any 𝑀 ⊆ 𝑁, the above

set is {−𝜒𝑖(𝑣𝑚) | 𝑚 ∈ 𝑀, 1 ⩽ 𝑖 ⩽ 𝑛}, which is bounded from below if and only if it is

bounded (since 𝜒1 + · · · + 𝜒𝑛 vanishes on 𝕍 ) if and only if 𝑀.𝜑 is bounded.

§ 4.3. Concave functions

One important ingredient in Bruhat-Tits theory is the theory of various subgroups

associated to concave functions. They are refinements of parabolic subgroups and

generalizations of 𝑃̂∗ and 𝑃∗ in previous subsection.

Definition 4.3.1 ([BT-1, 6.4.1]). Let’s first introduce the ordered monoid of extended

real numbers ℝ̃. Formally, ℝ̃ is the union of

ℝ, ℝ+ := {𝑘+ | 𝑘 ∈ ℝ} and {∞}

The commutative addition on ℝ is extended to ℝ̃ as follows:

• for all 𝑘, 𝑙 ∈ ℝ, 𝑘 + (𝑙+) = (𝑘+) + (𝑙+) = (𝑘 + 𝑙)+;
• for all 𝜆 ∈ ℝ̃, 𝜆 + ∞ = ∞.

The total order on ℝ is extended to ℝ̃ as follows:

• for all 𝑘, 𝑙 ∈ ℝ such that 𝑘 < 𝑙, 𝑘 < 𝑘+ < 𝑙;

• for all 𝜆 ∈ ℝ̃ such that 𝜆 ≠ ∞, 𝜆 < ∞.

Whenever we have a filtration {𝐹𝑘}𝑘∈ℝ (for instance, the filtration
{
𝑈𝑎,𝑘

}
𝑘∈ℝ of a root

subgroup 𝑈𝑎 in 4.1.4), we can extend it to {𝐹𝜆}𝜆∈ℝ̃ by defining

𝐹𝜆 =
⋃

𝑘∈ℝ,𝑘⩾𝜆
𝐹𝑘, 𝐹∞ =

⋂
𝑘∈ℝ

𝐹𝑘.
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We say 𝑘 ∈ ℝ is a jump of the filtration if 𝐹𝑘+ ≠ 𝐹𝑘. In our most usage of filtrations, the

jumps are elements of Γ. For any 𝜆 ∈ ℝ̃, we use the notation ⌈𝜆⌉ to denote the smallest

𝑘 ∈ Γ such that 𝜆 ⩽ 𝑘.

Definition 4.3.2 ([BT-1, 6.4.3; BT-2, 4.5.3]). Let Φ be a root system and denote Φ̃ =

Φ ∪ {0}. A concave function on Φ̃ is a function 𝑓 : Φ̃→ ℝ̃ such that

C. for any finite family (𝑎𝑖) in Φ̃ such that
∑
𝑖 𝑎𝑖 ∈ Φ̃, we have

∑︁
𝑖

𝑓 (𝑎𝑖) ⩾ 𝑓 (
∑︁
𝑖

𝑎𝑖).

Note that the axiom is equivalent to the following:

C1. for any roots 𝑎, 𝑏 ∈ Φ such that 𝑎 + 𝑏 ∈ Φ, we have 𝑓 (𝑎) + 𝑓 (𝑏) ⩾ 𝑓 (𝑎 + 𝑏);
C2. for any root 𝑎 ∈ Φ, we have 𝑓 (𝑎) + 𝑓 (−𝑎) ⩾ 𝑓 (0);
C3. 𝑓 (0) ⩾ 0.

A concave function 𝑓 on Φ̃ is said to be a concave function on Φ if 𝑓 (0) = 0 and

𝑓 (Φ) ⊆ ℝ. Equivalently, a concave function 𝑓 on Φ is a function 𝑓 : Φ→ ℝ satisfying

C1. and C2..

4.3.3. Let 𝑓 be a concave function on Φ̃. We use 𝑈 𝑓 to denote the subgroup generated

by 𝑈𝑎, 𝑓 (𝑎) for all 𝑎 ∈ Φ. Given a choice of positive roots Φ+ of Φ, we denote the

intersection 𝑈 𝑓 ∩𝑈+ (resp. 𝑈 𝑓 ∩𝑈−) by 𝑈+𝑓 (resp. 𝑈−𝑓 ). Then we have the following facts

[BT-1, 6.4.9].

(i). 𝑈 𝑓 ∩ 𝑈𝑎 = 𝑈𝑎, 𝑓 (𝑎) for any 𝑎 ∈ Φ;

(ii). The homomorphisms

∏
𝑎∈Φ+

𝑈𝑎, 𝑓 (𝑎) → 𝑈+𝑓 and
∏
𝑎∈Φ−

𝑈𝑎, 𝑓 (𝑎) → 𝑈−𝑓
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are bĳective regardless of the order of factors.

We refer to [BT-1, 6.4.38] for the condition of a good filtration {𝐻𝑘}𝑘⩾0 on 𝐻, under

the name prolongement de la valuation. Note that one of the requirement is

𝐻[0] ⊆ 𝐻0 ⊆ 𝐻,

where 𝐻[0] is the subgroup of 𝐻 generated by 𝑈𝑎,𝑘 ∪ 𝑈−𝑎,−𝑘 [BT-1, 6.4.14].

We fix a good filtration 𝐻𝑘 on 𝐻. Let 𝑃 𝑓 denote the subgroup 𝐻 𝑓 (0) ·𝑈 𝑓 , then we have

the following multiplication map:

(4.3.1)
∏
𝑎∈Φ+

𝑈𝑎, 𝑓 (𝑎) × 𝐻 𝑓 (0) ×
∏
𝑎∈Φ−

𝑈𝑎, 𝑓 (𝑎) −→ 𝑃 𝑓 .

It is injective in general and moreover bĳective if 𝑓 (0) > 0 [BT-1, 6.4.48].

Example 4.3.4 ([BT-1, 6.4.2; BT-2, 4.6.26]). Let Ω be a nonempty subset of 𝔸. Define

𝑓Ω : Φ→ ℝ ∪ {∞} by

𝑓Ω (𝑎) = inf{𝑘 ∈ ℝ | Ω ⊆ 𝛼𝑎+𝑘}.

Then 𝑓Ω is a concave function on Φ. We then have 𝑈 𝑓Ω = 𝑈Ω and the group 𝑃 𝑓Ω is a

subgroup of 𝑃Ω in general. The group 𝑃 𝑓𝐹 with 𝐹 a facet in 𝔸 is called a parahoric

subgroup, but this terminology usually restricts to a specific choice of 𝐻0.

Note that 𝑓Ω ≠ 𝑓cl(Ω) in general, while 𝑈Ω = 𝑈cl(Ω) and 𝑃Ω = 𝑃cl(Ω) .

Example 4.3.5. To make above more clear, let’s consider the split reductive group

(GL𝑛,D𝑛) and refer Examples 4.1.6, 4.1.9, 4.1.12, 4.1.16, 4.2.2, 4.2.7, and 4.2.14. Then
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we have

𝑈𝑎𝑖 𝑗,𝑘 =



𝜉𝑖 𝑗

©­­
«
©­­
«
1 𝑡

0 1

ª®®
¬
ª®®
¬
∈ 𝑈𝑎𝑖 𝑗

������� val(𝑡) ⩾ 𝑘


.

𝐻 = {diag(𝑥1, · · · , 𝑥𝑛) ∈ GL𝑛 | val(𝑥1) = · · · = val(𝑥𝑛)},

𝐻[0] = {diag(𝑥1, · · · , 𝑥𝑛) ∈ SL𝑛 | val(𝑥1) = · · · = val(𝑥𝑛) = 0}.

We will also consider

𝐻◦ := {diag(𝑥1, · · · , 𝑥𝑛) ∈ GL𝑛 | val(𝑥1) = · · · = val(𝑥𝑛) = 0}.

Now, let Ω = 𝛼𝑎𝑖 𝑗+𝑘. Then we have

𝑈Ω = 𝑈𝛼𝑎𝑖 𝑗,𝑘 = 𝑈𝛼𝑎𝑖 𝑗,⌈𝑘⌉ = 𝑈𝛼𝑎𝑖 𝑗+⌈𝑘⌉ = 𝑈cl(Ω) ,

𝑃Ω =




diag(𝑥1, · · · , 𝑥𝑛) + 𝑡𝐸𝑖 𝑗 ∈ GL𝑛(𝐾)

�������
val(𝑥1) = · · · = val(𝑥𝑛),

val(𝑡) − val(𝑥𝑖) ⩾ 𝑘



.

On the other hand, the concave functions 𝑓Ω, 𝑓cl(Ω) are

𝑓Ω (𝑎) =


𝑘 if 𝑎 = 𝑎𝑖 𝑗,

∞ if 𝑎 ≠ 𝑎𝑖 𝑗.
𝑓cl(Ω) (𝑎) =



⌈𝑘⌉ if 𝑎 = 𝑎𝑖 𝑗,

∞ if 𝑎 ≠ 𝑎𝑖 𝑗.

Therefore, 𝑓Ω ≠ 𝑓cl(Ω) in general, while 𝑈 𝑓Ω = 𝑈𝑎𝑖 𝑗,𝑘 = 𝑈Ω. It is then clear that 𝑃 𝑓Ω = 𝑃Ω

if we take 𝐻0 = 𝐻. But for other choices, namely 𝐻 = 𝐻◦ or 𝐻[0] , we have

𝑃 𝑓Ω =
{
h + 𝑡𝐸𝑖 𝑗 ∈ GL𝑛(𝐾)

�� h ∈ 𝐻, val(𝑡) ⩾ 𝑘}.
Example 4.3.6. Continue Example 4.3.5 with a general nonempty subset Ω. First note
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that 𝐻 ∩ GL𝑛(𝐾)1 = 𝐻◦. Hence, using Example 4.2.8, we have

𝑃 𝑓Ω =
{
(𝑔𝑖 𝑗)𝑖, 𝑗 ∈ 𝐺

��� ∀𝑖, 𝑗 : val
(
𝑔𝑖 𝑗

)
⩾ − inf

𝑥∈Ω
(
𝜒𝑖(𝑥) − 𝜒 𝑗(𝑥)

)}
=

{(𝑔𝑖 𝑗)𝑖, 𝑗 ∈ 𝐺 �� ∀𝑖, 𝑗 : val
(
𝑔𝑖 𝑗

)
⩾ 𝑓Ω

(
𝜒𝑖(𝑥) − 𝜒 𝑗(𝑥)

)}
,

where 𝐺 = GL𝑛(𝐾)1 if we take 𝐻0 = 𝐻◦ and 𝐺 = SL𝑛(𝐾) if we take 𝐻0 = 𝐻[0] .

4.3.7 ([BT-1, 6.4.10; BT-2, 4.5.2, 4.6.12]). Let 𝑓 be a concave function on Φ. Define 𝑓 ′

as follows:

𝑓 ′(𝑎) := inf{𝑘 ∈ Γ𝑎 | 𝑘 ⩾ 𝑓 (𝑎)}.

Then 𝑓 ′ is also a concave function on Φ, called the optimization of 𝑓 . If 𝑓 ′ = 𝑓 , we

say 𝑓 is optimal. Note that under the assumption that Γ𝑎 = Γ for all 𝑎 ∈ Φ, we have

𝑓 ′(𝑎) = ⌈ 𝑓 (𝑎)⌉.
The set of roots 𝑎 ∈ Φ such that 𝑓 ′(𝑎) + 𝑓 ′(−𝑎) = 0 is denoted by Φ 𝑓 , called the root

system associated to 𝑓 .

Remark. Note that for any 𝑎 ∈ Φ, we have

𝑓Ω (𝑎) + 𝑓Ω (−𝑎) = − inf
𝑥∈Ω

𝑎(𝑥) − inf
𝑥∈Ω
(−𝑎(𝑥)) = sup

𝑥∈Ω
𝑎(𝑥) − inf

𝑥∈Ω
𝑎(𝑥) ⩾ 0.

The equality holds if and only if 𝑎(𝑥) is a constant for 𝑥 ∈ Ω. Note that this constant

may not be contained within Γ, hence the condition merely says that Ω is contained

in a hyperplane parallel to the wall 𝜕𝛼𝑎+0. On the other side, from the definition of

optimizes, 𝑎 ∈ Φ 𝑓Ω can be interpreted as Ω ⊆ 𝜕𝛼 for some affine root 𝛼 with vectorial

part 𝑎. Therefore, Φ 𝑓Ω = ΦΩ. Another way to see this is use the observation that

𝑓 ′Ω = 𝑓cl(Ω) .

4.3.8 ([BT-1, 6.4.23; BT-2, 4.6.9]). Let 𝑓 be a concave function onΦ. Define 𝑓 ∗ : Φ̃→ ℝ̃

115



Chapter 4. Bruhat-Tits Theory

as follows:

𝑓 ∗(𝑎) :=



𝑓 (𝑎) if 𝑓 (𝑎) + 𝑓 (−𝑎) > 0,

𝑓 (𝑎)+ if 𝑓 (𝑎) + 𝑓 (−𝑎) = 0.

Then 𝑓 ∗ is a concave function.

Let 𝐺 𝑓 denote the quotient 𝑃 𝑓/𝑃 𝑓 ∗ and let𝑈 𝑓 ;𝑎 (resp. 𝑇 𝑓 ) be the image of𝑈𝑎, 𝑓 (𝑎) (resp.

𝐻 𝑓 (0)) in 𝐺 𝑓 . Then (𝑇 𝑓 , (𝑈 𝑓 ;𝑎)𝑎∈Φ 𝑓 ) is a generating root group datum of type Φ 𝑓 on 𝐺 𝑓 .

Example 4.3.9. In Example 4.3.5, we have 𝑓 ∗𝛼𝑎𝑖 𝑗+𝑘 = 𝑓𝛼𝑎𝑖 𝑗+𝑘 . Hence, 𝐺 𝑓𝛼𝑎𝑖 𝑗+𝑘
is the trivial

group.

Example 4.3.10. Assume Ω = cl(Ω) in Example 4.3.6. Hence, 𝑓Ω is optimal. Then

𝑓 ∗Ω (𝑎) =


𝑓 (𝑎) if 𝑎 ∉ ΦΩ,

𝑓 (𝑎)+ if 𝑎 ∈ ΦΩ.

Take 𝐻0 to be 𝐻◦. Then the group 𝑃 𝑓 ∗Ω can be computed using Eq. (4.3.1):

𝑃 𝑓 ∗Ω = 𝐼𝑛 +
{(𝑔𝑖 𝑗)𝑖, 𝑗 ∈ GL𝑛(𝒪𝐾)

�� ∀𝑖, 𝑗 : val
(
𝑔𝑖 𝑗

)
⩾ 𝑓 ∗Ω

(
𝜒𝑖(𝑥) − 𝜒 𝑗(𝑥)

)}
.

In particular, if we take Ω to be the origin 𝑜, then we have

𝑃 𝑓 ∗𝑜 = 𝐼𝑛 +𝜛M𝑛×𝑛(𝒪𝐾).

Therefore, 𝑃 𝑓𝑜/𝑃 𝑓 ∗𝑜 is nothing other than GL𝑛(𝜅).
Now suppose Ω contains 𝑜, then for any 𝑎 ∈ Φ, either 𝑓Ω (𝑎) = 0 or 𝑓Ω (−𝑎) = 0.

Then ΨΩ := {𝑎 ∈ Φ | 𝑓Ω (𝑎) = 0} is a parabolic subset. We can thus choose a system

of positive roots Φ+ such that Φ+ ⊆ ΨΩ. Hence, we may assume 𝑎𝑖 𝑗(𝑥) ⩾ 0 for all
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§4.4. Smooth models associated to concave functions

1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛. Then we have (identified as subgroups of GL𝑛(𝜅)):

𝑃 𝑓Ω/(𝑃 𝑓 ∗𝑜 ∩ 𝑃 𝑓Ω) =
{(𝑔𝑖 𝑗)𝑖, 𝑗 ∈ GL𝑛(𝜅)

�� ∀𝑖, 𝑗 : 𝑎𝑖 𝑗 ∉ ΨΩ =⇒ 𝑔𝑖 𝑗 = 0
}
,

𝑃 𝑓Ω/𝑃 𝑓 ∗Ω =
{(𝑔𝑖 𝑗)𝑖, 𝑗 ∈ GL𝑛(𝜅)

�� ∀𝑖, 𝑗 : 𝑎𝑖 𝑗 ∉ ΦΩ =⇒ 𝑔𝑖 𝑗 = 0
}
.

Note that: through the above identification, 𝑃 𝑓Ω/(𝑃 𝑓 ∗𝑜 ∩ 𝑃 𝑓Ω) is (the group of 𝜅-points

of) a parabolic subgroup P𝐼Ω of GL𝑛,𝜅 and 𝑃 𝑓Ω/𝑃 𝑓 ∗Ω is (the group of 𝜅-points of) its Levi

subgroup L𝐼Ω , where the type 𝐼Ω is defined by the parabolic subset ΨΩ.

§ 4.4. Smooth models associated to concave functions

In this section, we will take (G, T) to be a split reductive group and 𝐺 = G(𝐾).
Furthermore, we assume 𝐾 is a Henselian field in the sense that 𝒪𝐾 is a Henselian ring.

We also assume that the residue field 𝜅 is perfect.

The second part [BT-2] of Bruhat-Tits theory says that there are more algebraic-

geometric structures on its Bruhat-Tits building. We follow [Yu15] to state such result

and deduce some properties which will be used later. We emphasize that since we focus

on split reductive group only, a lot of difficulties vanish. However, we still keep the

general statement unless we turn to specific examples.

4.4.1. Let 𝔗NR denote the Néron-Raynaud model [CY01, 3.1] of the torus T, namely

the neutral component of the standard lft Néron model [BLR90, 10.1.1]. In our case,

since T is split, its Néron-Raynaud model 𝔗NR can be characterized as the connected

smooth model such that 𝔗NR(𝒪𝐾) equals the subgroup [BLR90, 10.1.5]

𝐻◦ := {t ∈ T(𝐾) | val(𝜒(t)) = 0, for all 𝜒 ∈ X(T)}.

117



Chapter 4. Bruhat-Tits Theory

The Moy-Prasad filtration {T(𝐾)𝑘}𝑘⩾0 [Yu15, 4.2; MP96, 3.2] is defined as:

T(𝐾)𝑘 := {t ∈ 𝐻◦ | val(𝜒(t) − 1) ⩾ 𝑘, for all 𝜒 ∈ X(T)}.

It defines a good filtration 𝐻𝑘 := T(𝐾)𝑘 on 𝐻. There is also a Moy-Prasad filtration

{𝔱𝑘}𝑘⩾0 of the Lie algebra 𝔱 = Lie(T):

𝔱𝑘 := {𝑇 ∈ 𝔱 | val(d𝜒(𝑇)) ⩾ 𝑘, for all 𝜒 ∈ X(T)}.

There is a family {𝔗𝑘}𝑘⩾0 of connected smooth models of T such that [Yu15, §4]:

(i). 𝔗𝑘(𝒪𝐾) = T(𝐾)𝑘;
(ii). the special fiber (𝔗𝑘)𝜅 is unipotent for all 𝑘 > 0;

(iii). the congruence subgroup

Γ(𝜛𝑚,𝔗𝑘) := Ker(𝔗𝑘(𝒪𝐾) → 𝔗𝑘(𝒪𝐾/𝜛𝑚))

equals T(𝐾)𝑘+𝑚𝛾 for all 𝑚 ⩾ 0;

(iv). the Lie algebra of 𝔗𝑘 equals 𝔱𝑘.

Remark. The scheme𝔗𝑘 is constructed as follows [Yu15, 4.5]. First, consider the higher

unit group

𝔾m(𝒪𝐾)𝑘 := {1 + 𝑡 ∈ 𝔾m(𝒪𝐾) | val(𝑡) ⩾ 𝑘}.

It admits a smooth model of𝔾m/𝐾 via a dilatation [BLR90, §3.2] in the Néron-Raynaud

model 𝔾m/𝒪𝐾 .

(𝔾m/𝒪𝐾) (𝑘) := Spec

(
𝒪𝐾

[
𝑋 − 1

𝜛
⌈𝑘⌉
𝛾

,
𝑋−1 − 1

𝜛
⌈𝑘⌉
𝛾

])
.

Then 𝔗𝑘 can be obtained by extension the isomorphism

(𝔾m(𝒪𝐾)𝑘)𝑛
∼−→ T(𝐾)𝑘
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§4.4. Smooth models associated to concave functions

to above smooth model.

Remark. The good filtration 𝐻𝑘 can be taken fairly general, depending on which model

of T to use. See [BT-2, §4.4] for discussion on models 𝔗0 of T and [Yu15, §4 and §5]

for discussion on the filtrations 𝐻𝑘 and 𝔗𝑘.

4.4.2 ([Yu15, 6.2; BT-2, §4.3]). For each root subgroup U𝑎, the filtration
{
𝑈𝑎,𝑘

}
𝑘∈ℝ

extends to a family
{
𝔘𝑎,𝑘

}
𝑘∈ℝ of connected smooth models of U𝑎 such that:

(i). 𝔘𝑎,𝑘(𝒪𝐾) = 𝑈𝑎,𝑘;
(ii). the special fiber (𝔘𝑎,𝑘)𝜅 is unipotent for all 𝑘;

(iii). the congruence subgroup

Γ(𝜛𝑚,𝔘𝑎,𝑘) := Ker
(
𝔘𝑎,𝑘(𝒪𝐾) → 𝔘𝑎,𝑘(𝒪𝐾/𝜛𝑚))

equals 𝑈𝑎,𝑘+𝑚𝛾 for all 𝑚 ⩾ 0;

(iv). the Lie algebras 𝔲𝑎,𝑘 of 𝔘𝑎,𝑘 form a filtration on the Lie algebra 𝔲𝑎 of U𝑎.

Remark. With our assumption, the scheme 𝔘𝑎,𝑘 can be obtained by extending the

isomorphism of one-dimensional free 𝒪𝐾-modules∗

𝐾𝑘 := {𝑥 ∈ 𝐾 | val(𝑥) ⩾ 𝑘} 𝑢𝑎−→ 𝑈𝑎,𝑘

to an isomorphism of vectorial 𝒪𝐾-group schemes

𝑢𝑎 : 𝕎𝒪𝐾 (𝐾𝑘)
∼−→ 𝔘𝑎,𝑘 .

∗This is not the case in general where U𝑎 is merely split unipotent, not necessary vectorial.
However, the scheme 𝔘𝑎,𝑘 is still constructed explicitly. See [BT-2, §4.3] for details.
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Chapter 4. Bruhat-Tits Theory

In particular, we have

(4.4.1) 𝔘𝑎,𝑘(𝒪𝐾/𝜛𝑚) ∼= 𝐾⩾𝑘 ⊗ 𝒪𝐾/𝜛𝑚

compatible with the filtrations. In particular, 𝔘𝑎,𝑘(𝒪𝐾/𝜛𝑚) is an 𝑚-dimensional vector

space over 𝜅.

At this stage, we have group schemes 𝔗𝑘 and 𝔘𝑎,𝑘 (𝑎 ∈ Φ). Such a datum is basically

Bruhat-Tits’ schematic root group datum [BT-2, 3.1.1].

The main theorem of the schematic Bruhat-Tits theory is

Theorem 4.2 ([Yu15, 8.3; BT-2, §4.6]). Fix a choice of the schematic root group datum

(𝔗𝑘, (𝔘𝑎,𝑘)𝑎∈Φ). For a concave function 𝑓 on Φ̃, there is a connected smooth model𝔊 𝑓

of G such that𝔊 𝑓 (𝒪𝐾) = 𝑃 𝑓 . Moreover:

(i). The schematic closure of 𝑇 in𝔊 𝑓 is 𝔗 𝑓 (0) .

(ii). For each 𝑎 ∈ Φ, the schematic closure of 𝑈𝑎 in 𝔊 𝑓 is 𝔘𝑎, 𝑓 (𝑎) .

(iii). The multiplication morphism (the products can be taken in any order)

(4.4.2)
∏
𝑎∈Φ+𝑓

𝔘𝑎, 𝑓 (𝑎) ·𝔗 𝑓 (0) ·
∏
𝑎∈Φ−𝑓

𝔘𝑎, 𝑓 (𝑎) 𝔊 𝑓

is an open immersion. If 𝑓 (0) > 0, it induces an isomorphism on special fibers.

Remark. Note that Eq. (4.4.2) actually gives a bĳection on 𝒪𝐾-points (and more gener-

ally, 𝒪𝐾/𝐼-points for any ideal 𝐼) using the Henselian property.

Definition 4.4.3 ([BT-2, 5.2.6]). Let (𝔗𝑘, (𝔘𝑎,𝑘)𝑎∈Φ) be as in 4.4.1 and 4.4.2 and 𝑓 = 𝑓𝐹

for some facet 𝐹. The group 𝑃 𝑓𝐹 is called the parahoric subgroup of 𝐺. When 𝐹 is an

alcove, it is called an Iwahori subgroup. A parahoric subgroup 𝑃 𝑓𝐹 is also called the
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§4.4. Smooth models associated to concave functions

connected stabilizer of 𝐹 in the sense that 𝔊 𝑓 is a connected group scheme and 𝑃 𝑓𝐹 is

the largest subgroup of 𝑃̂𝐹 having this property.

Example 4.4.4. In Examples 4.3.6 and 4.3.10, the smooth model𝔊 𝑓𝑜 can be taken as

𝔊 𝑓𝑜 : 𝑅 ↦−→ GL𝑛(𝑅).

Indeed, in this case, we have 𝔗 𝑓 (0) (𝑅) = D𝑛(𝑅) and

𝔘𝑎𝑖 𝑗, 𝑓𝑜 (𝑎𝑖 𝑗) (𝑅) =
{
𝐼𝑛 + 𝑟𝐸𝑖 𝑗

�� 𝑟 ∈ 𝑅}.
Remark. More generally, let (G, T) be a split reductive group and 𝑥 be a special point in

its Bruhat-Tits building. Then the smooth model 𝔊 𝑓𝑥 is the bare bone of the Chevalley

group scheme [BT-2, §3.2 and 4.6.15; SGA3, XXV]: it says that for the reduced root

datum R(G, T), there is a smooth affine group scheme 𝔊 over ℤ such that for any field

𝐹, 𝔊𝐹 is a split reductive group with root datum R(G, T) over 𝐹.

Definition 4.4.5. Let (𝔗𝑘, (𝔘𝑎,𝑘)𝑎∈Φ) be as in 4.4.1 and 4.4.2 and 𝑓 = 𝑓𝐹 for some facet

𝐹. The group 𝑃 𝑓𝐹+𝑟 is called the Moy-Prasad subgroup of the parahoric subgroup 𝑃 𝑓𝐹 .

When 𝐹 is a vertex 𝑥, we will use 𝑃𝑥,𝑟 to denote this group.
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Incidence Geometry of Lattices

In this chapter, we will review the incidence-geometric descriptions of Tits buildings

and Bruhat-Tits buildings of classical groups following [Gar97]. In which, a building

is determined by the following data:

(i). The set of verticesV.

(ii). The incidence relation ∼ onV.

(iii). The set of frames A.

Given the set V and the relation ∼, we can obtain a simplicial complex F , called its

flag complex, in which simplices are precisely the mutually incident subsets ofV. Each

𝚲 ∈ A specifies a subset V𝚲 of V, and hence a subcomplex F 𝚲 of F . One can then

verify that F is an abstract building with apartments (F 𝚲)𝚲∈A . We thus use the same

notation A for both the set of frames and the set of apartments. To relate this abstract

building to a classical group, one also needs to define how the group acts on it. Finally,

a certain geometric realization of above identify this abstract building to the desired

Euclidean building.
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§5.1. Tits buildings of classical groups

§ 5.1. Tits buildings of classical groups

We first consider Tits buildings. During this section, 𝐾 is a field, not necessarily valued.

5.1.1 ([Gar97, chap.9]). The Tits building of type 𝐴𝑛 is essentially given in § 2.1 and 2.2.

Let 𝑉 be a 𝐾-vector space of dimension 𝑛 + 1. Consider the following data:

(i). The vertex setV consists of proper, non-trivial vector subspaces of 𝑉.

(ii). The incidence relation is: 𝑥 ∼ 𝑦 for 𝑥, 𝑦 ∈ V whenever 𝑥 ⊆ 𝑦 or 𝑥 ⊇ 𝑦.

(iii). A frame is an unordered tuple of lines in 𝑉

𝚲 = {𝝀1, · · · , 𝝀𝑛+1}

such that 𝝀1 + · · · + 𝝀𝑛+1 = 𝝀1 ⊕ · · · ⊕ 𝝀𝑛+1 = 𝑉.

We say 𝚲 splits a subspace 𝑊 of 𝑉 if 𝑊 can be expressed as a sum of members of 𝚲.

Define the subsetV𝚲 as

V𝚲 := {𝑥 ∈ V | 𝚲 splits 𝑥}.

We thus obtain an abstract building F . The action of 𝐺 = GL(𝑉, 𝐾) on it is clear: 𝑔 ∈ 𝐺
maps any proper, non-trivial subspace 𝑊 of 𝑉 to a proper, non-trivial subspace 𝑔.𝑊.

Any frame 𝚲 specifies a maximal torus T(𝚲) of GL(𝑉): it consists of the linear

transformations with eigenspaces 𝝀𝑖. The simplicial complex F 𝚲 is identified with

the complex of facets in 𝑣
𝒜(GL(𝑉), T(𝚲)) as follows. First, each chamber in F 𝚲 is a

maximal flag of subspaces of 𝑉:

𝑉 =
𝑛+1∑︁
𝑖=1

𝝀𝜎(𝑖) ⊋
𝑛∑︁
𝑖=1

𝝀𝜎(𝑖) ⊋ · · · ⊋ 𝝀𝜎(1) ⊋ 0,
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Chapter 5. Incidence Geometry of Lattices

where (𝝀𝜎(1) , · · · , 𝝀𝜎(𝑛+1)) is a labeling of members of 𝚲. Such labeling are indexed by

the symmetric group 𝔖𝑛+1, i.e. the linear Weyl group of type 𝐴𝑛. Let B(𝚲𝜎) be the

stabilizer of the above flag. Then B(𝚲𝜎) is a Borel subgroup of GL(𝑉) containing T(𝚲).
Furthermore, for any subflag, its stabilizer is a parabolic subgroup of GL(𝑉) containing

B(𝚲𝜎). Therefore, by Proposition 3.5.2, we obtain a morphism of simplicial complexes,

which turns out to be an isomorphism.

The actions of 𝑔 ∈ 𝐺 on F and 𝑣
ℬ(GL(𝑉)) give us the following commutative

diagram of abstract simplicial complexes:

F 𝚲
𝑣
𝒜(GL(𝑉), T(𝚲))

F 𝑔.𝚲
𝑣
𝒜(GL(𝑉), T(𝚲)𝑔)

∼

𝑔 𝑔

∼

Hence the abstract building F is isomorphic to the Tits building 𝑣
ℬ(GL(𝑉)).

Remark. Let 𝐷 be a division algebra over 𝐾. One can replace 𝐾 by 𝐷 in the above

argument. This gives us the Tits building of non-split reductive groups GL𝐷(𝑉).

5.1.2 ([Gar97, chap.10]). The Tits building of type 𝐶𝑛 (or 𝐵𝑛) can be obtained similarly.

Following Example 3.1.7.(ii), let 𝐷 be a division algebra over 𝐾 with an involution 𝜎

such that 𝐾 is precisely the 𝜎-fixed-point subfield of the center of 𝐷. Let𝑉 be a hermitian

space over 𝐷. Let’s fix the following terminology [Gar97, chap.7]:

• Two vectors 𝑣, 𝑤 ∈ 𝑉 are orthogonal to each other, denoted by 𝑣⊥𝑤, if ⟨𝑣 |𝑤⟩ = 0.

Two subspaces 𝑊,𝑊′ are orthogonal to each other, denoted by 𝑊⊥𝑊′, if ⟨ · | · ⟩
vanishes on 𝑊 ×𝑊′. A direct sum of subspaces is an orthogonal sum if each

summand is orthogonal to others.
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• A vector 𝑣 ∈ 𝑉 is isotropic if 𝑤 ⊥ 𝑤. A subspace 𝑊 of 𝑉 is totally isotropic if

𝑊 ⊥𝑊.

• A subspace 𝑊 of 𝑉 is anisotropic if any non-zero vector in 𝑊 is not isotropic.

• A hyperbolic plane in 𝑉 is a two-dimensional subspace admitting a basis 𝑒+, 𝑒−

such that

⟨𝑒+ | 𝑒+⟩ = ⟨𝑒− | 𝑒−⟩ = 0 and ⟨𝑒+ | 𝑒−⟩ = 1.

• A hyperbolic space is an orthogonal sum of hyperbolic planes. It turns out that 𝑉

can be written as an orthogonal sum of a hyperbolic subspace and an anisotropic

subspace. Although such a decomposition is not unique, their dimensions are

invariants of the space 𝑉.

To obtain a building of type 𝐶𝑛, let’s assume the dimension of maximal totally

isotropic subspace of 𝑉 is 𝑛 and exclude the case when 𝑉 is a hyperbolic space with a

symmetric form ⟨ · | · ⟩. Consider the following data:

(i). The vertex setV consists of non-trivial totally isotropic subspaces of 𝑉.

(ii). The incidence relation is: 𝑥 ∼ 𝑦 for 𝑥, 𝑦 ∈ V whenever 𝑥 ⊆ 𝑦 or 𝑥 ⊇ 𝑦.

(iii). A (hyperbolic) frame is an unordered 2𝑛-tuple of lines in 𝑉

𝚲 =
{
𝝀+1 , 𝝀

−
1 , · · · , 𝝀+𝑛, 𝝀−𝑛

}

which admit grouping into unordered pairs
{
𝝀+𝑖 , 𝝀

−
𝑖

}
such that each 𝝀+𝑖 +𝝀−𝑖 is a hyperbolic

plane 𝐻𝑖 in 𝑉 and that 𝐻• := 𝐻1 + · · · + 𝐻𝑛 is an orthogonal sum. Then the whole space

𝑉 can be written as an orthogonal sum of 𝐻• and an anisotropic subspace 𝐴.

Given a frame 𝚲, one can see that any totally isotropic subspace of 𝑉 can be expressed
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as a sum of members of it. Define the subsetV𝚲 as

V𝚲 := {𝑥 ∈ V | 𝚲 splits 𝑥}.

We thus obtain an abstract building F . The action of 𝐺 = O(𝑉, 𝐾) on it is clear: 𝑔 ∈ 𝐺
maps any non-trivial totally isotropic subspace 𝑊 of 𝑉 to a non-trivial totally isotropic

subspace 𝑔.𝑊.

A hyperbolic frame 𝚲 specifies a maximal torus T(𝚲) of O(𝑉): it is the subgroup

of linear transformations with eigenspaces 𝝀±𝑖 and 𝐴. The simplicial complex F 𝚲 is

identified with the complex of facets in 𝑣
𝒜(O(𝑉), T(𝚲)) as follows. First, each chamber

in F 𝚲 is a maximal flag of totally isotropic subspaces of 𝑉:

𝑛∑︁
𝑖=1

𝝀𝜖𝑖
𝜎(𝑖) ⊋

𝑛−1∑︁
𝑖=1

𝝀𝜖𝑖
𝜎(𝑖) ⊋ · · · ⊋ 𝝀𝜖1

𝜎(1) ⊋ 0,

where 𝜎 ∈ 𝔖𝑛 and each 𝜖𝑖 ∈ {+,−}. We should think this is a labeling of members of the

frame 𝚲 respecting its grouping. That is to say, we have a labeling (𝐻𝜎(1) , · · · , 𝐻𝜎(𝑛))
of the hyperbolic planes, indexed by the symmetric group 𝔖𝑛, and then in each 𝐻𝜎(𝑖) ,

specify 𝝀𝜖𝑖
𝜎(𝑖) from the unordered pair

{
𝝀+
𝜎(𝑖) , 𝝀

−
𝜎(𝑖)

}
. Therefore, the labeling is indexed

by 𝔖𝑛 ⋊{±}𝑛, i.e. the linear Weyl group of type 𝐶𝑛. Let B
(
𝚲𝜖
𝜎

)
be the stabilizer of the

above flag. Then B
(
𝚲𝜖
𝜎

)
is a Borel subgroup of O(𝑉) containing T(𝚲). Furthermore, for

any subflag, its stabilizer is a parabolic subgroup of O(𝑉) containing B
(
𝚲𝜖
𝜎

)
. Therefore,

by Proposition 3.5.2, we obtain a morphism of simplicial complexes, which turns out to

be an isomorphism.

The actions of 𝑔 ∈ 𝐺 on F and 𝑣
ℬ(O(𝑉)) give us the following commutative diagram
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of abstract simplicial complexes:

F 𝚲
𝑣
𝒜(O(𝑉), T(𝚲))

F 𝑔.𝚲
𝑣
𝒜(O(𝑉), T(𝚲)𝑔)

∼

𝑔 𝑔

∼

Hence the abstract building F is isomorphic to the Tits building 𝑣
ℬ(O(𝑉)).

5.1.3 ([Gar97, chap.11]). The Tits building of type 𝐷𝑛 needs a specific construction.

Let 𝑉 be a 2𝑛-dimensional hyperbolic space with a symmetric form ⟨ · | · ⟩. Consider

the following data:

(i). The vertex set V consists of non-trivial totally isotropic subspaces of 𝑉 with

dimension not 𝑛 − 1.

(ii). The incidence relation is: 𝑥 ∼ 𝑦 for 𝑥, 𝑦 ∈ V whenever 𝑥 ⊆ 𝑦 or 𝑥 ⊇ 𝑦 or both

𝑥, 𝑦 are 𝑛-dimensional and 𝑥 ∩ 𝑦 has dimension 𝑛 − 1.

(iii). A (hyperbolic) frame is an unordered 2𝑛-tuple of lines in 𝑉

𝚲 =
{
𝝀+1 , 𝝀

−
1 , · · · , 𝝀+𝑛, 𝝀−𝑛

}

which admit grouping into unordered pairs
{
𝝀+𝑖 , 𝝀

−
𝑖

}
such that each 𝝀+𝑖 +𝝀−𝑖 is a hyperbolic

plane 𝐻𝑖 in 𝑉 and that 𝐻1 + · · · + 𝐻𝑛 = 𝑉 is an orthogonal sum.

DefiningV𝚲 as before, we obtain an abstract building F . The action of 𝐺 = SO(𝑉, 𝐾)
on it is clear: 𝑔 ∈ 𝐺 maps any non-trivial totally isotropic subspace 𝑊 of 𝑉 to a

non-trivial totally isotropic subspace 𝑔.𝑊 with the same dimension.

A hyperbolic frame 𝚲 specifies a maximal torus T(𝚲) of SO(𝑉): it is the subgroup

of linear transformations with eigenspaces 𝝀±𝑖 . The simplicial complex F 𝚲 is identified

with the complex of facets in 𝑣
𝒜(O(𝑉), T(𝚲)) as follows. First, each chamber in F 𝚲 is
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Chapter 5. Incidence Geometry of Lattices

now not a maximal flag but a maximal oriflamme of totally isotropic subspaces of 𝑉:

𝑛∑︁
𝑖=1

𝝀𝜖𝑖
𝜎(𝑖) ,

𝑛−1∑︁
𝑖=1

𝝀𝜖𝑖
𝜎(𝑖) + 𝝀

−𝜖𝑛
𝜎(𝑛) ⊋

𝑛−2∑︁
𝑖=1

𝝀𝜖𝑖
𝜎(𝑖) ⊋ · · · ⊋ 𝝀𝜖1

𝜎(1) ⊋ 0,

where 𝜎 ∈ 𝔖𝑛 and each 𝜖𝑖 ∈ {+,−}. Then point is that there is no priority between the

maximal totally isotropic subspaces
∑𝑛
𝑖=1 𝝀

𝜖𝑖
𝜎(𝑖) and

∑𝑛−1
𝑖=1 𝝀𝜖𝑖

𝜎(𝑖) + 𝝀
−𝜖𝑛
𝜎(𝑛) and that

∑𝑛−2
𝑖=1 𝝀𝜖𝑖

𝜎(𝑖)

lives in their intersection, a totally isotropic subspace of dimension 𝑛 − 1. Hence, if

we want to think such an oriflamme as a labeling of members of the frame 𝚲, we need

to exclude the specification of the last 𝝀𝜖𝑛
𝜎(𝑛) . Consequently, the labeling is indexed by

𝔖𝑛 ×{±}𝑛−1, i.e. the linear Weyl group of type 𝐷𝑛. Let B
(
𝚲𝜖
𝜎

)
be the stabilizer of

the above oriflamme. Then B
(
𝚲𝜖
𝜎

)
is a Borel subgroup of SO(𝑉) containing T(𝚲).

Furthermore, for any sub-oriflamme, its stabilizer is a parabolic subgroup of SO(𝑉)
containing B

(
𝚲𝜖
𝜎

)
. Therefore, by Proposition 3.5.2, we obtain a morphism of simplicial

complexes, which turns out to be an isomorphism.

The actions of 𝑔 ∈ 𝐺 on F and 𝑣
ℬ(SO(𝑉)) give us the following commutative

diagram of abstract simplicial complexes:

F 𝚲
𝑣
𝒜(SO(𝑉), T(𝚲))

F 𝑔.𝚲
𝑣
𝒜(SO(𝑉), T(𝚲)𝑔)

∼

𝑔 𝑔

∼

Hence the abstract building F is isomorphic to the Tits building 𝑣
ℬ(SO(𝑉)).

§ 5.2. Lattices and norms

In this section, we follow [Gar97, chap.19] to describe the incidence geometry of the

Bruhat-Tits building of split type 𝐴𝑛 using the language of lattices. Then we relate it to

128



§5.2. Lattices and norms

what we have seen in Chapter 4 through the notion of norms.

Definition 5.2.1. Let 𝑉 be a vector space over 𝐾. A lattice in 𝑉 is a finitely generated

𝒪𝐾-submodule of 𝑉 spanning 𝑉. Two lattices are homothetic if they are different by a

nonzero constant factor.

5.2.2 ([Gar97, chap.19]). Consider the following data:

(i). The vertex setV consists of homothety classes of lattices in 𝑉.

(ii). The incidence relation is: 𝑥 ∼ 𝑦 for 𝑥, 𝑦 ∈ V whenever they admit representa-

tives 𝐿 and 𝐿′, respectively, such that 𝐿 ⊇ 𝐿′ ⊇ 𝜛𝐿.

(iii). A frame is an unordered tuple of lines in 𝑉

𝚲 = {𝝀1, · · · , 𝝀𝑛+1}

such that 𝝀1 + · · · + 𝝀𝑛+1 = 𝝀1 ⊕ · · · ⊕ 𝝀𝑛+1 = 𝑉.

We say a frame 𝚲 splits a lattice 𝐿 in 𝑉 if 𝐿 can be expressed as a sum 𝐿1 + · · · + 𝐿𝑛+1,

where each 𝐿𝑖 is a lattice in a member 𝝀𝑖 of 𝚲. It is clear such a property is maintained

through homotheties. We say 𝚲 splits a vertex 𝑥 ∈ V if it splits a representative 𝐿 of 𝑥.

Define the subsetV𝚲 as

V𝚲 := {𝑥 ∈ V | 𝚲 splits 𝑥}.

We thus obtain an abstract building F . The action of 𝐺 = GL(𝑉, 𝐾) on it is clear: 𝑔 ∈ 𝐺
maps any homothety classes of lattices [𝐿] in 𝑉 to another one [𝑔.𝐿].

To see how this incidence geometry is related to the affine geometric description, we

need the following description of ℬ(GL(𝑉)) in [BT-3].
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Chapter 5. Incidence Geometry of Lattices

Definition 5.2.3. A norm on 𝑉 is a map 𝛼 : 𝑉 → ℝ ∪ {∞} such that for any 𝑢, 𝑣 ∈ 𝑉
and any 𝑡 ∈ 𝐾,

(i). 𝛼(𝑡𝑢) = val(𝑡) + 𝛼(𝑢);
(ii). 𝛼(𝑢 + 𝑣) ⩾ inf{𝛼(𝑢), 𝛼(𝑣)};
(iii). 𝛼(𝑢) = ∞ if and only if 𝑢 = 0.

The set of norms on 𝑉 is denoted by 𝒩(𝑉). If 𝛼 is a norm, then so is 𝛼 + 𝑐 for any 𝑐 ∈ ℝ.

Such a norm is said to be homothetic to 𝛼. The set of homothety classes of norms on 𝑉

is denoted by 𝒳(𝑉).

Example 5.2.4. Any lattice 𝐿 in 𝑉 defines a norm 𝛼𝐿:

𝛼𝐿 : 𝑣 ∈ 𝑉 ↦−→ sup{val(𝑡) | 𝑣 ∈ 𝑡𝐿}.

It is clear that homothetic lattices define homothetic norms. We thus obtain an injective

map fromV to 𝒳(𝑉) mapping the class of lattices [𝐿] to the class of norms [𝛼𝐿].

Definition 5.2.5. We say a frame 𝚲 splits a norm 𝛼 on 𝑉 if for any tuple (𝑣𝝀)𝝀∈𝚲 of

vectors in 𝑉, we have

𝛼(
∑︁
𝝀∈𝚲

𝑣𝝀) = inf{𝛼(𝑣𝝀) | 𝝀 ∈ 𝚲}.

Given a frame 𝚲, let 𝔸̃𝚲 denote the set of norms split by 𝚲. It is naturally a real affine

space under ℝ𝚲: for any v = (𝑐𝝀)𝝀∈𝚲 ∈ ℝ𝚲 and any 𝛼 ∈ 𝔸̃𝚲, define 𝛼 + v as

𝛼 + v :
∑︁
𝝀∈𝚲

𝑣𝝀 ↦−→ inf{𝛼(𝑣𝝀) + 𝑐𝝀 | 𝝀 ∈ 𝚲}.

One can see that 𝔸̃𝚲 is invariant under homotheties. Its homothety quotient is denoted

by 𝔸𝚲. The above a real affine space structure induces one on 𝔸𝚲.
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§5.2. Lattices and norms

Definition 5.2.6. Suppose 𝐿 and 𝐿′ are two lattices split by 𝚲. Then we can express

them as

𝐿 =
∑︁
𝝀∈𝚲

𝐿𝝀 and 𝐿′ =
∑︁
𝝀∈𝚲

𝐿′𝝀,

where each 𝐿𝝀 and 𝐿′𝝀 are lattices in the line 𝝀 ∈ 𝚲. The elementary index of 𝐿𝝀 over 𝐿′𝝀
is the real number

[𝐿𝝀 : 𝐿′𝝀] := sup
{
val(𝑡)

�� 𝐿𝝀 ⊆ 𝑡𝐿′𝝀}.
Then the elementary index of 𝐿 over 𝐿′ is the sequence of real numbers

(𝐿 : 𝐿′) = ((𝐿 : 𝐿′)𝝀)𝝀∈𝚲 := ( [𝐿𝝀 : 𝐿′𝝀])𝝀∈𝚲

Since we only care about homothety classes of lattices, we allow the sequence to be

determined up to a nonzero common factor. We will use [𝐿 : 𝐿′] or [𝑥 : 𝑦] (where

𝑥 = [𝐿] and 𝑦 = [𝐿′]) to denote the image of the sequence (𝐿 : 𝐿′) in the quotient vector

space ℝ𝚲/ℝ1. One can further spell out that

(5.2.1) [𝛼𝐿] = [𝛼𝐿′] − [𝐿 : 𝐿′].

Definition 5.2.7. A basis of a frame 𝚲 is a basis 𝒆 = (𝑒1, · · · , 𝑒𝑛+1) of 𝑉 such that each

𝑒𝑖 spans a member of 𝚲. Given such a basis 𝒆 is amount to identify the split reductive

groups (GL(𝑉), T(𝚲)) and (GL𝑛+1,D𝑛+1).
Recall notations from Example 3.4.4. We further identify the coroot space 𝕍 of the

pair (GL𝑛+1,D𝑛+1) with the quotient vector spaceℝ𝚲/ℝ1 by identifying the cocharacters

𝜆 𝑖 with the members 𝝀𝑖 of 𝚲. Then we can assign each vector v ∈ 𝕍 a norm 𝛼𝒆,v:

𝛼𝒆,v : 𝑒𝑖 ↦−→ ⟨𝜒𝑖, v⟩.
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Chapter 5. Incidence Geometry of Lattices

Then it is clear that

𝛼𝒆,0 + v = 𝛼𝒆,v,

and hence we have 𝔸𝚲 = 𝛼𝒆,0 + 𝕍 .

On the other hand, recall in Example 3.3.12, we have the following Chevalley system

(𝑢𝑎𝑖 𝑗)1⩽𝑖, 𝑗⩽𝑛+1:

𝑢𝑎𝑖 𝑗 (−) = 𝜉𝑖 𝑗
©­­«
©­­«
1 −
0 1

ª®®¬
ª®®¬
.

Let 𝜑 be the associated valuation as in Example 4.1.6. Namely, 𝜑𝑎𝑖 𝑗 = val ◦𝑢−1
𝑎𝑖 𝑗 . Then

𝜑 + v ↦→ 𝛼𝒆,v identifies the real affine spaces 𝔸 (defined in 4.1.8) with 𝔸𝚲.

5.2.8. The space 𝒩(𝑉) carries an action of GL(𝑉, 𝐾):

𝑔.𝛼 := 𝛼 ◦ 𝑔−1.

One can see that such an action is compatible with homotheties. We thus obtain an

action of GL(𝑉, 𝐾) on 𝒳(𝑉). It is then clear that T(𝚲) acts vectorially on 𝔸𝚲 and its

normalizer N(𝚲) stabilizes 𝔸𝚲. We are thus able to compare the abstract apartment F 𝚲

with the affine apartments

• 𝒜(𝚲), with affine space 𝔸𝚲 and group action as above, and

• 𝒜(GL(𝑉), T(𝚲)), with affine space𝔸 and group action following Example 4.1.12.

It is straightforward to verify that the identification in Definition 5.2.7 gives us an

isomorphism between above apartments. Moreover, the following commutative diagram
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of affine apartments is evident.

F 𝚲 𝒜(𝚲) 𝒜(GL(𝑉), T(𝚲))

F 𝑔.𝚲 𝒜(𝑔.𝚲) 𝒜(GL(𝑉), T(𝚲)𝑔)

∼

𝑔

∼

𝑔 𝑔

∼ ∼

Hence, the abstract building F is isomorphic to the Euclidean building 𝒳(𝑉) and is

isomorphic to the Bruhat-Tits building ℬ(GL(𝑉)).

§ 5.3. Primary lattices and maximinorante norms

In this section, (𝑉, ⟨ · | · ⟩) is a hermitian space over 𝐾, i.e. we take (𝐷, 𝜎) to (𝐾, id) in

Example 3.1.7.(ii). There are three cases:

• (𝐶𝑛 type) ⟨ · | · ⟩ is alternative.

• (𝐷𝑛 type) ⟨ · | · ⟩ is symmetric and 𝑉 is hyperbolic.

• (𝐵𝑛 type) ⟨ · | · ⟩ is symmetric and 𝑉 is not hyperbolic.

In any case, we consider the following notion:

Definition 5.3.1 ([Gar97, chap.20]). A lattice 𝐿 in 𝑉 is primitive if ⟨ · | · ⟩ is 𝒪𝐾-valued

on 𝐿 and if ⟨ · | · ⟩ (mod 𝜛) is non-degenerate on the 𝜅-vector space 𝐿/𝜛𝐿.

The dual lattice of a lattice 𝐿 in 𝑉 is

𝐿∗ := {𝑣 ∈ 𝑉 | ⟨𝐿 | 𝑣⟩ ∈ 𝒪𝐾}.

It is clear that 𝐿∗ = 𝐿 if and only if 𝐿 is primitive.

Remark. The existence of primitive lattices is not always automatic. In all following

cases, we assume the existence of primitive lattices.
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5.3.2 ([Gar97, §20.1]). Assume ⟨ · | · ⟩ is alternative. Consider the following data:

(i). The vertex set V consists of homothety classes of lattices in 𝑉 which admits a

representative 𝐿 with the following property: there is a primitive lattice 𝐿𝑜 such that

𝐿𝑜 ⊇ 𝐿 ⊇ 𝜛𝐿𝑜,

and that

⟨𝐿 | 𝐿⟩ ⊆ 𝔪𝐾 .

In other words, 𝐿/𝜛𝐿𝑜 is a totally isotropic subspace of 𝐿𝑜/𝜛𝐿𝑜.

(ii). The incidence relation is: 𝑥 ∼ 𝑦 for 𝑥, 𝑦 ∈ V whenever they admit representa-

tives 𝐿 and 𝐿′, respectively, with the following property: there is a primitive lattice 𝐿𝑜

such that

𝐿𝑜 ⊇ 𝐿 ⊇ 𝜛𝐿𝑜 and 𝐿𝑜 ⊇ 𝐿′ ⊇ 𝜛𝐿𝑜,

and that either 𝐿 ⊆ 𝐿′ or 𝐿 ⊇ 𝐿′.

(iii). A frame is a hyperbolic frame 𝚲 =
{
𝝀+1 , 𝝀

−
1 , · · · , 𝝀+𝑛, 𝝀−𝑛

}
in 𝑉

DefiningV𝚲 as before. Namely,

V𝚲 := {𝑥 ∈ V | 𝚲 splits 𝑥}.

We thus obtain an abstract building F . The action of 𝐺 = Sp(𝑉, 𝐾) on it is clear: 𝑔 ∈ 𝐺
maps any primitive lattices in 𝑉 primitive ones and hence the properties mentioned

above are maintained.

5.3.3 ([Gar97, §20.2]). Assume ⟨ · | · ⟩ is symmetric and 𝑉 is hyperbolic of dimension

2𝑛 (𝑛 ⩾ 4). Consider the following data:
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(i). The vertex set V consists of homothety classes of lattices in 𝑉 which admits a

representative 𝐿 with the following property: there is a primitive lattice 𝐿𝑜 such that

𝐿𝑜 ⊇ 𝐿 ⊇ 𝜛𝐿𝑜,

and that 𝐿/𝜛𝐿𝑜 is a totally isotropic subspace of 𝐿𝑜/𝜛𝐿𝑜 of dimension other than 1 and

𝑛 − 1.

(ii). The incidence relation is: 𝑥 ∼ 𝑦 for 𝑥, 𝑦 ∈ V whenever they admit representa-

tives 𝐿 and 𝐿′, respectively, with one of the following property: (a) there is a primitive

lattice 𝐿𝑜 such that

𝐿𝑜 ⊇ 𝐿 ⊇ 𝜛𝐿𝑜 and 𝐿𝑜 ⊇ 𝐿′ ⊇ 𝜛𝐿𝑜,

and that either 𝐿 ⊆ 𝐿′ or 𝐿 ⊇ 𝐿′; (b) there is a primitive lattice 𝐿𝑜 such that the 𝜅-vector

spaces 𝐿/𝜛𝐿𝑜 and 𝐿′/𝜛𝐿𝑜 are both 0-dimensional or are both 𝑛-dimensional, and that

all the following 𝜅-vector spaces

𝐿

𝐿 ∩ 𝐿′ ,
𝐿′

𝐿 ∩ 𝐿′ ,
𝐿 + 𝐿′
𝐿

,
𝐿 + 𝐿′
𝐿′

are one-dimensional.

(iii). A frame is a hyperbolic frame 𝚲 =
{
𝝀+1 , 𝝀

−
1 , · · · , 𝝀+𝑛, 𝝀−𝑛

}
in 𝑉

DefiningV𝚲 as before. Namely,

V𝚲 := {𝑥 ∈ V | 𝚲 splits 𝑥}.

We thus obtain an abstract building F . The action of 𝐺 = SO(𝑉, 𝐾) on it is clear: 𝑔 ∈ 𝐺
maps any primitive lattices in 𝑉 to primitive ones and hence the properties mentioned

above are maintained.
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5.3.4 ([Gar97, §20.3]). Assume ⟨ · | · ⟩ is symmetric and 𝑉 is not hyperbolic. Hence, 𝑉

is the orthogonal sum of a hyperbolic subspace and a nonzero anisotropic subspace 𝐴.

Consider the following data:

(i). The vertex set V consists of homothety classes of lattices in 𝑉 which admits a

representative 𝐿 with the following property: there is a primitive lattice 𝐿𝑜 such that

𝐿𝑜 ⊇ 𝐿 ⊇ 𝜛𝐿𝑜,

and that 𝐿/𝜛𝐿𝑜 is a totally isotropic subspace of 𝐿𝑜/𝜛𝐿𝑜 of dimension other than 1.

(ii). The incidence relation is: 𝑥 ∼ 𝑦 for 𝑥, 𝑦 ∈ V whenever they admit representa-

tives 𝐿 and 𝐿′, respectively, with one of the following property: (a) there is a primitive

lattice 𝐿𝑜 such that

𝐿𝑜 ⊇ 𝐿 ⊇ 𝜛𝐿𝑜 and 𝐿𝑜 ⊇ 𝐿′ ⊇ 𝜛𝐿𝑜,

and that either 𝐿 ⊆ 𝐿′ or 𝐿 ⊇ 𝐿′; (b) both 𝐿 and 𝐿′ are primitive and that all the following

𝜅-vector spaces
𝐿

𝐿 ∩ 𝐿′ ,
𝐿′

𝐿 ∩ 𝐿′ ,
𝐿 + 𝐿′
𝐿

,
𝐿 + 𝐿′
𝐿′

are one-dimensional.

(iii). A frame is a hyperbolic frame 𝚲 =
{
𝝀+1 , 𝝀

−
1 , · · · , 𝝀+𝑛, 𝝀−𝑛

}
in 𝑉

Since 𝑉 is not hyperbolic, the notion of splitting needs to be modified. We say a

hyperbolic frame 𝚲 splits a lattice 𝐿 in 𝑉 if 𝐿 can be expressed as

𝐿 =
∑︁
𝝀∈𝚲

𝐿𝝀 ⊕ 𝐴◦,
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where 𝐴◦ is the unique∗ maximal 𝒪𝐾-valued lattice in 𝐴. Define

V𝚲 := {𝑥 ∈ V | 𝚲 splits 𝑥}.

We thus obtain an abstract building F . The action of 𝐺 = SO(𝑉, 𝐾) on it is clear:

𝑔 ∈ 𝐺 maps any primitive lattices in 𝑉 to primitive ones and preserves 𝐴◦. Hence, the

properties mentioned above are maintained.

To see how this incidence geometry is related to the affine geometric description, we

need the following notions.

Definition 5.3.5 ([BT-4, §2]). Let (𝑉, ⟨ · | · ⟩) be a hermitian space. A norm 𝛼 on 𝑉 is

minorante if

𝛼(𝑢) + 𝛼(𝑦) ⩽ val(⟨𝑢 | 𝑣⟩) for all 𝑢, 𝑣 ∈ 𝑉,

and that (if 𝔮 is associated with ⟨ · | · ⟩)

𝛼(𝑣) ⩽ 1
2 val(𝔮(𝑣)) for all 𝑣 ∈ 𝑉.

A norm is maximinorante if it is a maximal element in the set of minorante norms.

The dual norm of a norm 𝛼 is the norm

𝛼∗ : 𝑢 ∈ 𝑉 ↦−→ inf{val(⟨𝑢 | 𝑣⟩) − 𝛼(𝑣) | 𝑣 ∈ 𝑉}.

If 𝛼∗ = 𝛼, we say the norm 𝛼 is self-dual.

We use ℳ(𝑉) to denote the subset of 𝒩(𝑉) consisting of maximinorante norms.

Remark. In general, maximinorante norms and self-dual norms are not the same. To

simplify discussion, we may assume 2 is invertible in 𝐾 and then the two notions
∗One can try 𝐴◦ = {𝑣 ∈ 𝐴 | ⟨𝑣 | 𝑣⟩ ∈ 𝒪𝐾}.

137



Chapter 5. Incidence Geometry of Lattices

coincide.

Example 5.3.6. One can see

𝛼∗𝐿 = 𝛼𝐿∗ .

Hence, for any lattice 𝐿, the average

𝛼𝐿,𝐿∗ :=
1
2
(𝛼𝐿 + 𝛼𝐿∗)

is a maximinorante norm. Furthermore, 𝛼𝐿,𝐿∗ depends only on the homothety class [𝐿].
We thus obtain an injective map fromV to ℳ(𝑉).

Definition 5.3.7. For each hyperbolic frame 𝚲 =
{
𝝀+1 , 𝝀

−
1 , · · · , 𝝀+𝑛, 𝝀−𝑛

}
, let 𝔸𝚲 denote

the subset of ℳ(𝑉) consisting of norms split by 𝚲.

Let 𝐼 be an index set for the hyperbolic planes 𝐻𝑖 = 𝝀+𝑖 + 𝝀−𝑖 . Then 𝔸𝚲 is naturally a

real affine space under ℝ𝐼: for any vector v = (𝑐𝑖)𝑖∈𝐼 ∈ ℝ𝐼 and any 𝛼 ∈ 𝔸̃𝚲, define 𝛼 + v

as follows: for each 𝑖 ∈ 𝐼,

𝑣 ∈ 𝝀+𝑖 ↦−→ 𝛼(𝑣) + 𝑐𝑖 and 𝑣 ∈ 𝝀−𝑖 ↦−→ 𝛼(𝑣) − 𝑐𝑖,

and on 𝐴, 𝛼 + v agrees with 𝛼.

Suppose 𝐿 and 𝐿′ are two lattices split by 𝚲. Then Eq. (5.2.1) implies that

(5.3.1) 𝛼𝐿,𝐿∗ = 𝛼𝐿′,𝐿′∗ − [𝐿 : 𝐿′]±,

where the real vector [𝐿 : 𝐿′]± is built from [𝐿 : 𝐿′] as follows: its 𝑖-th component is

(5.3.2) [𝐿 : 𝐿′]±𝑖 :=
1
2

(
[𝐿 : 𝐿′]𝝀+𝑖 − [𝐿 : 𝐿′]𝝀−𝑖

)
.

We call it the hyperbolic index of 𝐿 over 𝐿′.
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§5.3. Primary lattices and maximinorante norms

Definition 5.3.8. A hyperbolic basis of a hyperbolic frame 𝚲 is a basis

𝒆 = (𝑒1, 𝑒−1, · · · , 𝑒𝑛, 𝑒−𝑛)

of the frame 𝚲 of 𝐻• such that ⟨𝑒𝑖 | 𝑒−𝑖⟩ = 1. Given such a basis 𝒆 is amount to identify

the semisimple group (SO(𝑉), T(𝚲)) with one of the followings∗: (Sp2𝑛,D2𝑛 ∩Sp2𝑛),
(SO2𝑛,D2𝑛 ∩SO2𝑛), and (SO2𝑛+1,D2𝑛+1 ∩SO2𝑛+1).

Recall notations from Examples 3.4.7 and 3.4.8. We can further identify the coroot

space 𝕍 with the quotient vector space ℝ𝐼 through the assignment 𝑖 ∈ 𝐼 ↦→ 𝜆±𝑖. Then

we can assign each vector v ∈ 𝕍 a norm 𝛼𝒆,v:

𝑒𝑖 ↦−→ ⟨𝜒±𝑖, v⟩ and 𝑒−𝑖 ↦−→ −⟨𝜒±𝑖, v⟩, for all 𝑖 ∈ 𝐼.

Then it is clear that

𝛼𝒆,0 + v = 𝛼𝒆,v,

and hence we have 𝔸𝚲 = 𝛼𝒆,0 + 𝕍 .

5.3.9 ([BT-1, 10.1.2, 10.1.13]). Suppose 𝒆 = (𝑒1, 𝑒−1, · · · , 𝑒𝑛, 𝑒−𝑛) is a hyperbolic basis.

We extend the index set 𝐼 to 𝐼 := 𝐼 ∪ (−𝐼) by introducing 𝜖(𝑖) as

𝜖(𝑖) =



1 if 𝑖 ∈ 𝐼,

𝜖 if −𝑖 ∈ 𝐼.

Let’s introduce the argument space∗∗

Z := {(𝑧, 𝑥) ∈ 𝕎 (𝐴) × 𝔾a | (1 + 𝜖) (𝔮(𝑧) − 𝑥) = 0, (1 − 𝜖)𝑧 = 0}.

∗More precisely, we only identify a split semisimple subgroup of SO(𝑉), which acts as 𝔾m on the
anisotropic subspace 𝐴 (if it is non-trivial).

∗∗Following previous footnote, such an argument space is essentially 𝔾a.
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Chapter 5. Incidence Geometry of Lattices

Consider the following linear transformations:

• for each 𝑖 ∈ 𝐼 and (𝑧, 𝑥) ∈ Z:

𝑢𝑖(𝑧, 𝑥) :




𝑣 ↦→ 𝑣 − 𝜖(𝑖)⟨𝑧 | 𝑣⟩𝑒−𝑖 if 𝑣 ∈ 𝕎 (𝐴)

𝑒𝑖 ↦→ 𝑧 + 𝑒𝑖 − 𝜖(𝑖)𝑥𝑒−𝑖

𝑒 𝑗 ↦→ 𝑒 𝑗 if 𝑗 ≠ 𝑖

• for any 𝑖, 𝑗 ∈ 𝐼 such that 𝑗 ≠ ±𝑖 and each 𝑥 ∈ 𝔾a:

𝑢𝑖 𝑗(𝑥) :




𝑣 ↦→ 𝑣 if 𝑣 ∈ 𝕎 (𝐴)

𝑒𝑖 ↦→ 𝑒𝑖 + 𝜖(− 𝑗)𝑥𝑒− 𝑗

𝑒 𝑗 ↦→ 𝑒 𝑗 − 𝜖(𝑖)𝑥𝑒−𝑖

𝑒𝑘 ↦→ 𝑒𝑘 if 𝑘 ≠ 𝑖, 𝑗

Then they give the following Chevalley systems:

• (𝐶𝑛 type) For Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

} ∪ {±2𝜒±𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛}:

±2𝜒±𝑖 ↦−→ 𝑢±𝑖(0,−) and ± 𝜒±𝑖 ± 𝜒± 𝑗 ↦−→ 𝑢±𝑖± 𝑗(−).

• (𝐵𝑛 type) For Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

} ∪ {±𝜒±𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛}:
±𝜒±𝑖 ↦−→ 𝑢±𝑖(−,−) and ± 𝜒±𝑖 ± 𝜒± 𝑗 ↦−→ 𝑢±𝑖± 𝑗(−).

• (𝐷𝑛 type) For Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

}
:

±𝜒±𝑖 ± 𝜒± 𝑗 ↦−→ 𝑢±𝑖± 𝑗(−).

The associated valuations 𝜑 following Example 4.1.7 are:

140



§5.3. Primary lattices and maximinorante norms

• (𝐶𝑛 type) For Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

} ∪ {±2𝜒±𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛}:

𝜑±2𝜒±𝑖 : 𝑢±𝑖(0, 𝑥) ↦−→ val(𝑥) and 𝜑±𝜒±𝑖±𝜒± 𝑗 : 𝑢±𝑖± 𝑗(𝑥) ↦−→ val(𝑥).

• (𝐵𝑛 type) For Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

} ∪ {±𝜒±𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛}:
𝜑±𝜒±𝑖 : 𝑢±𝑖(𝑧, 𝑥) ↦−→

1
2

val(𝑥) and 𝜑±𝜒±𝑖±𝜒± 𝑗 : 𝑢±𝑖± 𝑗(𝑥) ↦−→ val(𝑥).

• (𝐷𝑛 type) For Φ =
{±𝜒±𝑖 ± 𝜒± 𝑗 �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛

}
:

𝜑±𝜒±𝑖±𝜒± 𝑗 : 𝑢±𝑖± 𝑗(𝑥) ↦−→ val(𝑥).

Then one can verify that 𝜑 + v ↦→ 𝛼𝒆,v identifies the real affine spaces 𝔸 (defined in

4.1.8) with 𝔸𝚲.

5.3.10. The space ℳ(𝑉) carries an action of O(𝑉, 𝐾):

𝑔.𝛼 := 𝛼 ◦ 𝑔−1.

It is then clear that T(𝚲) acts vectorially on 𝔸𝚲 and its normalizer N(𝚲) stabilizes 𝔸𝚲.

We are thus able to compare the abstract apartment F 𝚲 with the affine apartments

• 𝒜(𝚲), with affine space 𝔸𝚲 and group action as above, and

• 𝒜(SO(𝑉), T(𝚲)) given by the valuation 𝜑 (see 4.1.14).

It is straightforward to verify that the identification in Definition 5.3.8 gives us an

isomorphism between above apartments. Moreover, the following commutative diagram
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Chapter 5. Incidence Geometry of Lattices

of affine apartments is evident.

F 𝚲 𝒜(𝚲) 𝒜(SO(𝑉), T(𝚲))

F 𝑔.𝚲 𝒜(𝑔.𝚲) 𝒜(SO(𝑉), T(𝚲)𝑔)

∼

𝑔

∼

𝑔 𝑔

∼ ∼

Hence, the abstract building F is isomorphic to the Euclidean building ℳ(𝑉) and is

isomorphic to the Bruhat-Tits building ℬ(SO(𝑉)).
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Simplicial Distance
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Chapter 6.

Vertices and Simplicial Distance in Apartments

The purpose of this chapter is to characterize the simplicial distance:

Theorem 6.1. In an irreducible Bruhat-Tits building of split classical type, two vertices

𝑥 and 𝑦 have simplicial distance at most 𝑑 if and only if they are separated by at most

𝑑 − 1 parallel walls. In particular, fixing a fixed special vertex 𝑜 as the reference point,

for any vertex 𝑥, we have

(6.1) 𝑑(𝑥, 𝑜) ⩽ 𝑑 ⇐⇒ 𝑎0(𝑥 − 𝑜) ⩽ 𝑑,

where 𝑎0 is the highest root relative to a Weyl chamber covering 𝑥.

In § 6.1, we will see that problems in this dissertation can be reduced to irreducible

cases. This justifies why the above theorem only mention irreducible buildings. Then,

in § 6.2, a general framework will be established. Follow which, in § 6.3 to 6.6, we give

explicit descriptions of vertices and then characterize the simplicial distance when the

Bruhat-Tits building ℬ is of split classical type.
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Figure 6.1. The two blues vertices are separated by at most 3 parallel walls (such as the
red ones) and have simplicial distance 4 (the right-hand side displays a path
of length 4)

𝑎0

Figure 6.2. The blue vertex has value 3 under the highest root 𝑎0 relative to the Weyl
chamber (the green cone) and is of simplicial distance 3 from the red origin
(the right-hand side displays a path of length 3)
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Chapter 6. Vertices and Simplicial Distance in Apartments

§ 6.1. Reduce to irreducible ones

The following lemma is essential for reduction purpose.

Lemma 6.1.1. Suppose ℬ = ℬ1 ×ℬ2 is a decomposition of Bruhat-Tits buildings. Let

𝑑𝑖( · , · ) (𝑖 = 1, 2) be the simplicial distance on ℬ𝑖 and pr𝑖 the canonical projection

from ℬ to ℬ𝑖. Then we have

(6.1.1) 𝑑(𝑥, 𝑦) = 𝑑1(pr1(𝑥), pr1(𝑦)) + 𝑑2(pr2(𝑥), pr2(𝑦)).

Proof. First, the left-hand side is no larger than the right-hand side by triangle inequality.

To show the equality, we only need to show that if 𝑥, 𝑦 are adjacent, then pr𝑖(𝑥) = pr𝑖(𝑦)
holds either for 𝑖 = 1 or 2. Indeed, 𝑥, 𝑦 are adjacent means that the segment [𝑥, 𝑦]
contains no vertex inside it and the set

Ψ = {𝑎 ∈ Φ | [𝑥, 𝑦] ⊆ 𝜕𝛼 for some 𝛼 ∈ Σ}

has rank one less than Φ. Then, we must have Ψ∩Φ𝑖 = Φ𝑖 for either 𝑖 = 1 or 2. Suppose

Ψ∩Φ1 = Φ1. For any (𝑎, 𝛼) ∈ ℰ, pr1(𝜕𝛼) is either a wall in ℬ1 (if 𝑎 ∈ Φ1) or the entire

building (if 𝑎 ∉ Φ1). Therefore, pr1( [𝑥, 𝑦]) is a vertex and hence pr1(𝑥) = pr1(𝑦). □

Hence, the discussion of simplicial distance can be reduced to irreducible cases. The

following corollary is an example.

Corollary 6.1.2. Suppose ℬ is decomposed into irreducible ones:

ℬ = ℬ1 × · · · ×ℬ𝑚 .
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§6.2. Generality on vertices and simplicial distance

Let SSA𝑖( · ) (1 ⩽ 𝑖 ⩽ 𝑚) be the simplicial surface area in ℬ𝑖. Then, we have

SSA(𝑟) =
∑︁

𝑟1+···+𝑟𝑚=𝑟
SSA1(𝑟1) · · · SSA𝑚(𝑟𝑚).

Proof. Let 𝜕𝑖(𝑟) (1 ⩽ 𝑖 ⩽ 𝑚) be the simplicial sphere in ℬ𝑖, then we need to show:

𝜕(𝑟) =
⊔

𝑟1+···+𝑟𝑚=𝑟
𝜕1(𝑟1) × · · · × 𝜕𝑚(𝑟𝑚).

This follows from Lemma 6.1.1. □

In particular, in order to compute the simplicial surface area in general, it suffices to

do that for irreducible ones. Since SSA(𝑟) = SV(𝑟) − SV(𝑟 − 1), the same holds for the

simplicial volume.

§ 6.2. Generality on vertices and simplicial distance

Lemma 6.1.1 suggests that, in order to understand the simplicial distance on general

Bruhat-Tits buildings, we only need to do so on irreducible ones. Now, suppose ℬ

is an irreducible Bruhat-Tits building of split type 𝑋𝑛. Then we can deduce explicit

characterization of the simplicial distance as follows.

We should first notice that, any two vertices are contained in a common apartment.

Therefore, instead of simplicial distance on a building, we may consider simplicial dis-

tance on an apartment. Throughout this section, we temporarily forget the background

of classical groups and focus on the affine apartment 𝒜(Φ) of split type Φ.

(i). We first fix a realization of 𝒜(Φ) We start with the Euclidean space ℝ𝑚. Then the

underlying Euclidean space 𝕍 of Φ is a certain subspace of ℝ𝑚. We use (e1, · · · , e𝑚)
to denote the standard basis of ℝ𝑚 and (𝜒1, · · · , 𝜒𝑚) the dual basis in (ℝ𝑚)∗. By an

147



Chapter 6. Vertices and Simplicial Distance in Apartments

abuse of notation, we do not distinguish 𝜒𝑖 from its restriction to 𝕍 . The standard inner

product on ℝ𝑚 is denoted by ( · , · ). Then the underlying Euclidean affine space of

𝒜(Φ) can be written as 𝔸 = 𝑜 + 𝕍 . We keep the convention that any linear function on

𝕍 is also viewed as an affine function on 𝔸 by taking 𝑜 as the reference point.

The root system Φ can be written in terms of linear functions on 𝕍 , and we thus

obtain a concrete description of the coroot lattice Q∨ in 𝕍 . This gives the translation

group of the apartment 𝒜(Φ). On the other hand, the action of the Weyl group 𝑣W has

a concrete geometric interpretation on 𝕍 . Then the affine Weyl group 𝑊 is obtained as

the semi-product of them.

(ii). Next, we choose a Weyl chamber 𝑣𝐶 and describe the following data:

• Φ+, the associated system of positive roots;

• Δ = {𝑎1, · · · , 𝑎𝑛}, the system of simple roots;

• 𝑎0, the highest root,

• 2𝜌, the sum of positive roots.

Note that 𝑜 + 𝑣𝐶 is a fundamental domain under the Weyl group 𝑣W. We will useD (
𝑣𝐶

)
to denote it.

(iii). The fundamental coweights 𝜔1, · · · , 𝜔𝑛 relative to Δ are the vectors in 𝕍 such that

(6.2.1) 𝑎𝑖(𝜔 𝑗) = 𝛿𝑖 𝑗 for all 1 ⩽ 𝑖, 𝑗 ⩽ 𝑛.

They form a basis of the coweight lattice P∨ in 𝕍 . Recall that special vertices in 𝒜(Φ)
are the points 𝑥 ∈ 𝔸 such that 𝑎(𝑥) ∈ Γ for all 𝑎 ∈ Φ. Hence, the set of special vertices

in 𝒜(Φ) are precisely 𝑜 + P∨ ⊗ℤΓ.

The above can be found in [Bourbaki, chap.VI, §4, no. 5-9].
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(iv). The simple roots 𝑎1, · · · , 𝑎𝑛, together with the highest root 𝑎0, give rise to a basis

Δ̃ = {𝛼0, 𝛼1, · · · , 𝛼𝑛} of Σ as in 2.4.9. To simplify notations, we assume that val( · )
is normalized in the sense that Γ = ℤ. Then we have 𝛼0 = {𝑥 ∈ 𝔸 | −𝑎0(𝑥) + 1 ⩾ 0}.
Hence, the fundamental alcove 𝐶 associated to Δ̃ can be expressed as

(6.2.2) 𝐶 :=
{
𝑜 + v

�� v ∈ 𝑣𝐶, 𝑎0(v) < 1
}
.

Let 𝑣0 = 𝑜, 𝑣1, · · · , 𝑣𝑛 be its extreme points, where each 𝑣𝑖 is opposite to the wall 𝜕𝛼𝑖.

Then we have (recall Convention 2.4.11 for ℎ𝑖)

(6.2.3) 𝑎 𝑗(𝑣𝑖) = ℎ−1
𝑖 𝛿𝑖 𝑗, for all 1 ⩽ 𝑗 ⩽ 𝑛

Therefore, 𝑣𝑖 = 𝑜 + ℎ−1
𝑖 𝜔𝑖.

(v). Following Convention 2.4.11, a vertex has color 𝑖 if it is conjugated to 𝑣𝑖 by the

affine Weyl group𝑊. LetV 𝑖 be the sets of vertices in 𝒜(Φ) having color 𝑖. Since𝑊 is

the semi-product of 𝑊𝑜
∼= 𝑣W and Q∨, we have

(6.2.4) V 𝑖 =𝑊𝑜.𝑣𝑖 + Q∨ .

Note that for any 1 ⩽ 𝑗 ⩽ 𝑛, we have

(6.2.5) 𝑟𝛼 𝑗 (𝑣𝑖) = 𝑣𝑖 + 𝑎 𝑗(𝑣𝑖)𝑎∨𝑗 = 𝑣𝑖 + ℎ−1
𝑖 𝛿𝑖 𝑗𝑎

∨
𝑗 .

Since 𝑊𝑜 is generated by
{
𝑟𝛼 𝑗

�� 1 ⩽ 𝑗 ⩽ 𝑛
}
, we see that

(6.2.6) 𝑣𝑖 + Q∨ ⊆ V 𝑖 ⊆ 𝑣𝑖 + ℎ−1
𝑖 Q∨ .

In particular, if 𝑣𝑖 is a special vertex, thenV 𝑖 = 𝑣𝑖 +Q∨. In general,V 𝑖 can be obtained

by computing𝑊𝑜.𝑣𝑖. The setV of vertices in 𝒜(Φ) is then the disjoint union ofV 𝑖 for
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0 ⩽ 𝑖 ⩽ 𝑛. Let ℎ be the maximum of ℎ1, · · · , ℎ𝑛. Then we have

(6.2.7) 𝑜 + P∨ ⊆ V ⊆ 𝑜 + 1
ℎ P∨ .

The next steps are to apply previous results to characterize the simplicial distance.

The goal is to prove Theorem 6.1.

Definition 6.2.1. A hyperplane 𝐻 is strictly between two points 𝑥 and 𝑦 if its intersection

with the open geodesic (𝑥, 𝑦) is non-empty. For each 𝑎 ∈ Φ, let 𝑎(𝑥, 𝑦) denote the

number of walls that are parallel to 𝐻𝑎 := Ker(𝑎) and are strictly between 𝑥 and 𝑦.

𝑥 𝑦

Figure 6.3. Seven parallel walls between two points 𝑥 and 𝑦

Since any edge intersects with a wall by a vertex, we must have

(6.2.8) 𝑑(𝑥, 𝑦) ⩾ 𝑎(𝑥, 𝑦) + 1 for all 𝑎 ∈ Φ.

Therefore, to prove Theorem 6.1 amounts to construct a path between 𝑥 and 𝑦 whose

length is

max{𝑎(𝑥, 𝑦) + 1 | 𝑎 ∈ Φ}.

Note that 𝑎(𝑥, 𝑦) = −𝑎(𝑥, 𝑦) by definition. Hence, we may only focus on positive roots.

Note that the following is a parabolic subset of Φ.

(6.2.9) Ψ𝑥⩾𝑦 := {𝑎 ∈ Φ | 𝑎(𝑥 − 𝑦) ⩾ 0}.
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Hence, we may choose a system of positive roots Φ+ contained in Ψ𝑥⩾𝑦 . Then we have

(6.2.10) 𝑎(𝑥, 𝑦) = max{⌈𝑎(𝑥)⌉ − ⌊𝑎(𝑦)⌋ − 1, 0}

for all 𝑎 ∈ Φ+. Since we only consider the classical root systems, we always have ℎ ⩽ 2

and hence 𝑎(𝑥) ∈ 1
2ℤ. Consequently, −⌊𝑎(𝑦)⌋ = ⌈𝑎(−𝑦)⌉.

We separate the discussion into three cases:

(i). Both 𝑥 and 𝑦 are special.

(ii). One of 𝑥 and 𝑦 is special.

(iii). None of 𝑥 and 𝑦 is special.

For the first case, we need the following technical lemma.

Lemma 6.2.2. Suppose ℎ𝑖0 ⩽ 2. Let 𝑥, 𝑦 be two vertices such that 𝑎𝑖(𝑥) = 𝑎𝑖(𝑦) = 𝑘𝑖 ∈
ℤ for all 1 ⩽ 𝑖 ⩽ 𝑛 except 𝑖 = 𝑖0 and that either 𝑎𝑖0 (𝑥) ∈ ℤ or 𝑎𝑖0 (𝑦) ∈ ℤ. Then there is

a path of length 𝑚 =
��𝑎𝑖0 (𝑥) − 𝑎𝑖0 (𝑦)��ℎ𝑖0 between them.

Proof. We may assume that 𝑎𝑖0 (𝑦) ∈ ℤ and that 𝑎𝑖0 (𝑥) − 𝑎𝑖0 (𝑦) > 0. Consider the

sequence 𝑥 𝑗 = 𝑗
𝑚 𝑥 + (1 − 𝑗

𝑚 )𝑦 (0 ⩽ 𝑗 ⩽ 𝑚). Then we have 𝑎𝑖(𝑥 𝑗) = 𝑘𝑖 for all 1 ⩽ 𝑖 ⩽ 𝑛

except 𝑖 = 𝑖0. Moreover, since 𝑎𝑖0 (𝑥 𝑗) = 𝑎𝑖0 (𝑦) + 𝑗
ℎ𝑖0

, we have 𝑎0(𝑥 𝑗) ∈ ℤ.

Now, we need to show that the segment [𝑥 𝑗−1, 𝑥 𝑗] is an edge for all 1 ⩽ 𝑗 ⩽ 𝑚. Since

this segment already lies in the intersection of the walls 𝜕𝛼𝑎𝑖−𝑘𝑖 (𝑖 ≠ 𝑖0), it remains to

show that there is no vertex inside it. Suppose 𝑥𝑡 := 𝑡𝑥 𝑗−1+(1−𝑡)𝑥 𝑗 (0 < 𝑡 < 1) is a vertex

inside the segment [𝑥 𝑗−1, 𝑥 𝑗]. Then there must be another root 𝑎 = 𝑐1𝑎1 + · · · + 𝑐𝑛𝑎𝑛
linearly independent of 𝑎𝑖 (𝑖 ≠ 𝑖0) such that 𝑎(𝑥𝑡) ∈ ℤ. Then 𝑐𝑖0𝑎𝑖0 (𝑥𝑡) has to be a
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nonzero integer. Now, we have

𝑐𝑖0𝑎𝑖0 (𝑥𝑡) = 𝑐𝑖0𝑎𝑖0
(
𝑡𝑥 𝑗−1 + (1 − 𝑡)𝑥 𝑗

)
= 𝑐𝑖0𝑎𝑖0

(
𝑦 + 𝑡( 𝑗 − 1) + (1 − 𝑡) 𝑗

𝑚
(𝑥 − 𝑦)

)

= 𝑐𝑖0𝑎𝑖0 (𝑦) +
𝑐𝑖0
ℎ𝑖0
( 𝑗 − 𝑡).

Therefore, we have 𝑐𝑖0
ℎ𝑖0
( 𝑗 − 𝑡) ∈ ℤ. By the basic property of the highest root, we must

have 1 ⩽ 𝑐𝑖0 ⩽ ℎ𝑖0 . If 𝑐𝑖0 = ℎ𝑖0 , then 𝑡 ∈ ℤ, a contradiction. If 𝑐𝑖0 < ℎ𝑖0 , since we have

assumed that ℎ𝑖0 ⩽ 2, we must have 𝑐𝑖0 = 1. Then 1
ℎ𝑖0
( 𝑗 − 𝑡) ∈ ℤ implies that 𝑡 ∈ ℤ, a

contradiction. □

Now, we can prove the following result:

Lemma 6.2.3. Suppose ℎ ⩽ 2. Then, for any special vertices 𝑥 and 𝑦, we have

(6.2.11) 𝑑(𝑥, 𝑦) ⩽ 𝑑 ⇐⇒ 𝑎0(𝑥 − 𝑦) ⩽ 𝑑,

where 𝑎0 is the highest root relative to a system of positive roots Φ+ contained in Ψ𝑥⩾𝑦 .

Proof. Consider the sequence 𝑥𝑖 = 𝑥𝑖−1 + 𝑎𝑖(𝑥 − 𝑦)𝜔𝑖 (1 ⩽ 𝑖 ⩽ 𝑛) with 𝑥0 = 𝑦. Then all

𝑥𝑖 are special vertices and for the successive vertices 𝑥𝑖−1 and 𝑥𝑖 have the property that

𝑎 𝑗(𝑥𝑖−1) = 𝑎 𝑗(𝑥𝑖) for all 1 ⩽ 𝑗 ⩽ 𝑛 except 𝑗 = 𝑖. Hence, by Lemma 6.2.2, there is a path

of length ℎ𝑖𝑎𝑖(𝑥 − 𝑦) between them. In this way, we obtain a path from 𝑜 to 𝑥 of length

ℎ1𝑎1(𝑥 − 𝑦) + · · · + ℎ𝑛𝑎𝑛(𝑥 − 𝑦) = 𝑎0(𝑥 − 𝑦).

This proves the lemma. □
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6.2.4. Next, let’s assume 𝑦 is special. Then we may attach the Weyl chamber 𝑣𝐶 to 𝑦 by

choosing 𝑦 as the reference point 𝑜. Now we have

(6.2.12) 𝑎(𝑥, 𝑦) = max{⌈𝑎(𝑥)⌉ − 1, 0} for all 𝑎 ∈ Φ+.

In particular, max 𝑎(𝑥, 𝑦) + 1 = ⌈𝑎0(𝑥)⌉. Then, what we need to do is to construct a

suitable path from 𝑥 to a special vertex 𝑥0 ∈ D
(
𝑣𝐶

)
, verifying that

(6.2.13) 𝑑(𝑥, 𝑥0) ⩽ ⌈𝑎0(𝑥)⌉ − 𝑎0(𝑥0).

Indeed, if such a path exists, by Lemma 6.2.3, we have

(6.2.14) 𝑑(𝑥, 𝑦) ⩽ 𝑑(𝑥, 𝑥0) + 𝑑(𝑥0, 𝑦) ⩽ ⌈𝑎0(𝑥)⌉ − 𝑎0(𝑥0) + 𝑎0(𝑥0) = ⌈𝑎0(𝑥)⌉.

There is no uniform way to construct such a path. Hence, we have to do it case by case.

Remark. In the actual construction of such a path, one may find that we do not need 𝑥

being contained in D (
𝑣𝐶

)
.

(vi). Under the assumptions in 6.2.4, construct the desired path explicitly. The following

technical lemma will be used in our constructions.

Lemma 6.2.5. Suppose
{
𝑎[𝑖]

�� 1 ⩽ 𝑖 ⩽ 𝑛
}

is a linearly independent set of roots. Let 𝑥, 𝑦

be two vertices such that 𝑎[𝑖] (𝑥) = 𝑎[𝑖] (𝑦) = 𝑘𝑖 ∈ ℤ for all 1 ⩽ 𝑖 ⩽ 𝑛 expect 𝑖 = 𝑖0 and

that |𝑎[𝑖0] (𝑥) − 𝑎[𝑖0] (𝑦) | = ℎ−1. Then 𝑥 and 𝑦 are adjacent.

Proof. We need to show the segment [𝑥, 𝑦] is an edge. Since it already lies in the

intersection of the walls 𝜕𝛼𝑎[ 𝑖]−𝑘𝑖 (𝑖 ≠ 𝑖0), it remains to show that there is no vertex

inside this segment. Suppose 𝑥𝑡 := 𝑡𝑥 + (1 − 𝑡)𝑦 (0 < 𝑡 < 1) is a vertex inside the
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segment [𝑥, 𝑦]. By Eq. (6.2.7), we have ℎ𝑎[𝑖0] (𝑥𝑡) and ℎ𝑎[𝑖0] (𝑦) ∈ ℤ. But

ℎ𝑎[𝑖0] (𝑥𝑡) = ℎ𝑎[𝑖0] (𝑦) + 𝑡ℎ(𝑎[𝑖0] (𝑥) − 𝑎[𝑖0] (𝑦)) = ℎ𝑎[𝑖0] (𝑦) ± 𝑡.

Therefore, 𝑡 ∈ ℤ, which is a contradiction. □

Finally, suppose none of 𝑥 and 𝑦 is special. Then they are either adjacent to each

other or separated by at least one special point 𝑠 in the sense that 𝑎(𝑥) ⩾ 𝑎(𝑠) ⩾ 𝑎(𝑦).
Choosing 𝑠 as our reference point 𝑜, we have

• both 𝑥 and −𝑦 are in D (
𝑣𝐶

)
, and

• 𝑎(𝑥, 𝑦) = max{⌈𝑎(𝑥)⌉ + ⌈𝑎(−𝑦)⌉ − 1, 0}.

Therefore, Eq. (6.2.14) implies:

𝑑(𝑥, 𝑦) ⩽ 𝑑(𝑥, 𝑜) + 𝑑(𝑜, 𝑦) = 𝑑(𝑥, 𝑜) + 𝑑(𝑜,−𝑦) ⩽ ⌈𝑎0(𝑥)⌉ + ⌈𝑎0(−𝑦)⌉

Hence, the desired path can be obtained by taking a shortest path from 𝑥 to 𝑜 and then

from 𝑜 to 𝑦, each of which is in the case 6.2.4.

§ 6.3. Vertices in the apartment 𝒜(𝐴𝑛)

(i). The underlying Euclidean vector space is the following:

(6.3.1) 𝕍 :=
{
v ∈ ℝ𝑛+1 �� 𝜒1(v) + · · · + 𝜒𝑛+1(v) = 0

}
.

Its dual space is 𝕍 ∗ = (ℝ𝜒1 ⊕ · · · ⊕ ℝ𝜒𝑛+1)/ℝ(𝜒1 + · · · + 𝜒𝑛+1). After identifying each

𝜒𝑖 with its restriction to 𝕍 , the root system can be written as follows:

(6.3.2) Φ :=
{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛 + 1
}
.
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Then the coroot lattice Q∨ is the restriction of the standard lattice ℤ𝑛+1 in ℝ𝑛+1 to 𝕍 ,

and the Weyl group 𝑣W acts on 𝕍 as permutations of coordinates.

(ii). We can choose the following Weyl chamber:

(6.3.3) 𝑣𝐶 :=
{
v ∈ 𝕍

�� 𝜒𝑖(v) > 𝜒 𝑗(v) for all 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛 + 1
}
.

Then the system of positive roots associated to 𝑣𝐶 is the following:

(6.3.4) Φ+ :=
{
𝜒𝑖 − 𝜒 𝑗

�� 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛 + 1
}
.

Among them, the simple roots are the following:

(6.3.5) 𝑎𝑖 := 𝜒𝑖 − 𝜒𝑖+1. (1 ⩽ 𝑖 ⩽ 𝑛)

Using the basis Δ = {𝑎1, · · · , 𝑎𝑛}, the positive roots can be written as follows:

(6.3.6) 𝜒𝑖 − 𝜒 𝑗 = 𝑎𝑖 + · · · + 𝑎 𝑗−1. (1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛 + 1)

Among them, the highest root 𝑎0 relative to Δ is

(6.3.7) 𝑎0 := 𝜒1 − 𝜒𝑛+1 = 𝑎1 + · · · + 𝑎𝑛.

Moreover, the sum of positive roots is

(6.3.8) 2𝜌 =
𝑛∑︁
𝑖=1

𝑖(𝑛 + 1 − 𝑖)𝑎𝑖.

(iii). The fundamental coweights relative to Δ are the following:

(6.3.9) 𝜔𝑖 := (e1 + · · · + e𝑖) − 𝑖
𝑛+1 (e1 + · · · + e𝑛+1). (1 ⩽ 𝑖 ⩽ 𝑛)

Then the coweight lattice P∨ is ℤ𝜔1 + · · · + ℤ𝜔𝑛.
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(iv). The fundamental alcove associated to Δ can be expressed as follows:

(6.3.10) 𝐶 := {𝑥 ∈ 𝔸 | 𝜒1(𝑥) > · · · > 𝜒𝑛+1(𝑥), 𝜒1(𝑥) − 𝜒𝑛+1(𝑥) < 1}.

The extreme points of 𝐶 other than 𝑣0 = 𝑜 are the following:

(6.3.11) 𝑣𝑖 := 𝑜 + 𝜔𝑖 = 𝑜 + (e1 + · · · + e𝑖) − 𝑖
𝑛+1 (e1 + · · · + e𝑛+1). (1 ⩽ 𝑖 ⩽ 𝑛)

Note that all of them are special vertices.

(v). Since each 𝑣𝑖 is a special vertex, we have

(6.3.12) V 𝑖 = 𝑣𝑖 + Q∨ =
{
𝑥 ∈ 𝔸

�� 𝜒 𝑗(𝑥) + 𝑖
𝑛+1 ∈ ℤ for all 1 ⩽ 𝑗 ⩽ 𝑛 + 1

}
.

In particular, all vertices are special and henceV = 𝑜 + P∨.

(vi). Since all vertices are special, the 𝐴𝑛 case of Theorem 6.1 follows from Lemma 6.2.3.

§ 6.4. Vertices in the apartment 𝒜(𝐶𝑛) (𝑛 ⩾ 2)

(i). The underlying Euclidean vector space 𝕍 is the entire ℝ𝑛, and its dual space 𝕍 ∗

is thus spanned by the coordinate functions 𝜒1, · · · , 𝜒𝑛. Then the root system can be

written as follows:

(6.4.1) Φ :=
{±𝜒𝑖 ± 𝜒 𝑗 �� 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛

} ∪ {±2𝜒𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛}.

Then its coroot lattice Q∨ is precisely the standard lattice ℤ𝑛 in ℝ𝑛, and the Weyl group
𝑣W acts on 𝕍 as permutations and sign changes of coordinates.
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(ii). We can choose the following Weyl chamber:

(6.4.2) 𝑣𝐶 :=
{
v ∈ 𝕍

�� 𝜒𝑖(v) > 𝜒 𝑗(v) > 0 for all 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛
}
.

Then the system of positive roots associated to 𝑣𝐶 is the following:

(6.4.3) Φ+ :=
{
𝜒𝑖 ± 𝜒 𝑗

�� 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛
} ∪ {2𝜒𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛}.

Among them, the simple roots are the following:

(6.4.4) 𝑎𝑖 := 𝜒𝑖 − 𝜒𝑖+1(1 ⩽ 𝑖 ⩽ 𝑛 − 1) and 𝑎𝑛 := 2𝜒𝑛.

Using the basis Δ = {𝑎1, · · · , 𝑎𝑛}, the positive roots can be written as follows:

(6.4.5)

𝜒𝑖 − 𝜒 𝑗 = 𝑎𝑖 + · · · + 𝑎 𝑗−1, (1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛)

𝜒𝑖 + 𝜒 𝑗 = 𝑎𝑖 + · · · + 𝑎 𝑗−1 + 2𝑎 𝑗 + · · · + 2𝑎𝑛−1 + 𝑎𝑛, (1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛)

2𝜒𝑖 = 2𝑎𝑖 + · · · + 2𝑎𝑛−1 + 𝑎𝑛. (1 ⩽ 𝑖 ⩽ 𝑛)

Among them, the highest root 𝑎0 relative to Δ is

(6.4.6) 𝑎0 := 2𝜒1 = 2𝑎1 + · · · + 2𝑎𝑛−1 + 𝑎𝑛.

Moreover, the sum of positive roots is

(6.4.7) 2𝜌 =
𝑛−1∑︁
𝑖=1

𝑖(2𝑛 + 1 − 𝑖)𝑎𝑖 +
(
𝑛 + 1

2

)
𝑎𝑛.

(iii). The fundamental coweights relative to Δ are the following:

(6.4.8)
𝜔𝑖 := e1 + · · · + e𝑖, (1 ⩽ 𝑖 ⩽ 𝑛 − 1)

𝜔𝑛 := 1
2 (e1 + · · · + e𝑛).
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Hence, the coweight lattice P∨ is ℤ𝑛 + ℤ1
2 (e1 + · · · + e𝑛).

(iv). The fundamental alcove associated to Δ can be expressed as follows:

(6.4.9) 𝐶 :=
{
𝑥 ∈ 𝔸

�� 1
2 > 𝜒1(𝑥) > · · · > 𝜒𝑛(𝑥) > 0

}
.

The extreme points of 𝐶 other than 𝑣0 = 𝑜 are the following:

(6.4.10)
𝑣𝑖 := 𝑜 + 1

2𝜔𝑖 = 𝑜 + 1
2 (e1 + · · · + e𝑖), (1 ⩽ 𝑖 ⩽ 𝑛 − 1)

𝑣𝑛 := 𝑜 + 𝜔𝑛 = 𝑜 + 1
2 (e1 + · · · + e𝑛).

Note that 𝑣𝑛 is a special vertex, while 𝑣𝑖 (1 ⩽ 𝑖 ⩽ 𝑛 − 1) are not special.

(v). For each 𝑖, by (i),𝑊𝑜.𝑣𝑖 consists of the points 𝑥 ∈ 𝔸 whose coordinates are either 0

or ±1
2 and exactly 𝑖 of them are nonzero. Then we have

(6.4.11) V 𝑖 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ 1

2ℤ

and exactly 𝑖 of them are non-integers



.

Hence, we have V = 𝑜 + 1
2ℤ

𝑛. In particular, we have 𝑎𝑖(𝑥) ∈ 1
2ℤ for all 1 ⩽ 𝑖 ⩽ 𝑛 − 1

and 𝑎𝑛(𝑥) ∈ ℤ. Conversely, if 𝑎𝑖(𝑥) ∈ 1
2ℤ for all 1 ⩽ 𝑖 ⩽ 𝑛 − 1 and 𝑎𝑛(𝑥) ∈ ℤ, then we

can see that 𝑥 − 𝑜 ∈ 1
2ℤ

𝑛. Let 𝜔′𝑖 denote ℎ−1
𝑖 𝜔𝑖. Then we have

(6.4.12) V = 𝑜 + ℤ𝜔′1 ⊕ · · · ⊕ ℤ𝜔′𝑛.

(vi). Not every vertex is special. We thus need the following notion:

Definition 6.4.1. Let 𝑥 ∈ 𝔸 be a point. Then an index 𝑗 ∈ {1, · · · , 𝑛} is called a jump

if 𝑎 𝑗(𝑥) ∉ ℤ. The set of jumps of 𝑥 is denoted by 𝐽𝑥 .

Let 𝑥 be a vertex in D (
𝑣𝐶

)
with jumps 𝑗1, · · · , 𝑗𝑠, ordered from smallest to largest.
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Note that we must have 𝑗𝑠 < 𝑛. Let 𝑥𝑖 = 𝑥 − 1
2 (𝜔 𝑗1 + · · · + 𝜔 𝑗𝑖) for 1 ⩽ 𝑖 ⩽ 𝑠. Then the

following lemma tells us that 𝑥𝑖 and 𝑥𝑖+1 are adjacent vertices.

Lemma 6.4.2. Let 𝑥 ∈ 𝔸 be a vertex and 𝑗1 its smallest jump. Then 𝑦 = 𝑥 − 1
2𝜔 𝑗1 is a

vertex in D (
𝑣𝐶

)
adjacent to 𝑥.

Proof. First note that, by (v), we have 𝑎 𝑗(𝑥) ∈ 1
2ℤ\ℤ for all 𝑗 ∈ 𝐽𝑥 . Hence, 𝐽𝑦 = 𝐽𝑥\{ 𝑗1}.

We define the roots 𝑎[𝑖] (1 ⩽ 𝑖 ⩽ 𝑛) as follows. If 𝑖 ∈ 𝐽𝑦 , let

𝑎[𝑖] = 2𝑎𝑖 + · · · + 2𝑎𝑛−1 + 𝑎𝑛.

Otherwise, let 𝑎[𝑖] = 𝑎𝑖. Then 𝑎[1] , · · · , 𝑎[𝑛] are linearly independent positive roots, and

𝑎[1] (𝑦), · · · , 𝑎[𝑛] (𝑦) are non-negative integers. Hence, 𝑦 is a vertex in D (
𝑣𝐶

)
. Since

𝑥 − 𝑦 = 1
2𝜔 𝑗1 , we have 𝑎[𝑖] (𝑥) = 𝑎[𝑖] (𝑦) for all 𝑖 except 𝑖 = 𝑗1 and 𝑎[ 𝑗1] (𝑥) − 𝑎[ 𝑗1] (𝑦) = 1

2 .

Then Lemma 6.2.5 applies to the roots 𝑎[𝑖] (1 ⩽ 𝑖 ⩽ 𝑛) and the vertices 𝑥 and 𝑦. □

Then the sequence (𝑥, 𝑥1, · · · , 𝑥𝑠) forms a path from 𝑥 to 𝑥𝑠 of length 𝑠 in D (
𝑣𝐶

)
.

Since 𝑥𝑠 has no jumps, it is a special vertex. Moreover, we have

𝑎0(𝑥) − 𝑎0(𝑥𝑠) = 1
2𝑎0(𝜔 𝑗1 + · · · + 𝜔 𝑗𝑠) = 𝑠.

Then this 𝑥𝑠 is the expected 𝑥0 verifying Eq. (6.2.13). Thus, Eq. (6.1) is proved.

§ 6.5. Vertices in the apartment 𝒜(𝐵𝑛) (𝑛 ⩾ 3)

(i). The underlying Euclidean vector space 𝕍 is the entire ℝ𝑛, and its dual space 𝕍 ∗

is thus spanned by the coordinate functions 𝜒1, · · · , 𝜒𝑛. Then the root system can be
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written as follows:

(6.5.1) Φ :=
{±𝜒𝑖 ± 𝜒 𝑗 �� 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛

} ∪ {±𝜒𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛}.
Then its coroot lattice is the following sublattice of the standard lattice ℤ𝑛 in ℝ𝑛:

(6.5.2) Q∨ := {v ∈ ℤ𝑛 | (v, v) ∈ 2ℤ}.

The Weyl group 𝑣W acts on 𝕍 as permutations and sign changes of coordinates.

(ii). We can choose the following Weyl chamber:

(6.5.3) 𝑣𝐶 :=
{
v ∈ 𝕍

�� 𝜒𝑖(v) > 𝜒 𝑗(v) > 0 for all 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛
}
.

Then the system of positive roots associated to 𝑣𝐶 is the following:

(6.5.4) Φ+ :=
{
𝜒𝑖 ± 𝜒 𝑗

�� 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛
} ∪ {𝜒𝑖 | 1 ⩽ 𝑖 ⩽ 𝑛}.

Among them, the simple roots are the following:

(6.5.5)
𝑎𝑖 := 𝜒𝑖 − 𝜒𝑖+1, (1 ⩽ 𝑖 ⩽ 𝑛 − 1)

𝑎𝑛 := 𝜒𝑛.

Using the basis Δ = {𝑎1, · · · , 𝑎𝑛}, the positive roots can be written as follows:

(6.5.6)

𝜒𝑖 − 𝜒 𝑗 = 𝑎𝑖 + · · · + 𝑎 𝑗−1, (1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛)

𝜒𝑖 + 𝜒 𝑗 = 𝑎𝑖 + · · · + 𝑎 𝑗−1 + 2𝑎 𝑗 + · · · + 2𝑎𝑛, (1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛)

𝜒𝑖 = 𝑎𝑖 + · · · + 𝑎𝑛. (1 ⩽ 𝑖 ⩽ 𝑛)

Among them, the highest root 𝑎0 relative to Δ is

(6.5.7) 𝑎0 := 𝜒1 + 𝜒2 = 𝑎1 + 2𝑎2 + · · · + 2𝑎𝑛.
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Moreover, the sum of positive roots is

(6.5.8) 2𝜌 =
𝑛∑︁
𝑖=1

𝑖(2𝑛 − 𝑖)𝑎𝑖.

(iii). The fundamental coweights relative to Δ are the following:

(6.5.9) 𝜔𝑖 = e1 + · · · + e𝑖. (1 ⩽ 𝑖 ⩽ 𝑛)

Hence, the coweight lattice P∨ is precisely the standard lattice ℤ𝑛.

(iv). The fundamental alcove associated to Δ can be expressed as follows:

(6.5.10) 𝐶 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥) > · · · > 𝜒𝑛(𝑥) > 0,

𝜒1(𝑥) + 𝜒2(𝑥) < 1



.

The extreme points of 𝐶 other than 𝑣0 = 𝑜 are the following:

(6.5.11)
𝑣1 = 𝑜 + 𝜔1 = 𝑜 + e1,

𝑣𝑖 = 𝑜 + 1
2𝜔𝑖 = 𝑜 + 1

2 (e1 + · · · + e𝑖). (2 ⩽ 𝑖 ⩽ 𝑛)

Note that 𝑣1 is a special vertex, while 𝑣𝑖 (2 ⩽ 𝑖 ⩽ 𝑛) are not special.

(v). First, apply the affine Weyl group 𝑊 to 𝑣0, we have

(6.5.12) V0 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ ℤ,

𝜒1(𝑥) + · · · + 𝜒𝑛(𝑥) is even



.

Applying𝑊𝑜 to 𝑣1, we see that𝑊𝑜.𝑣1 consists of the points 𝑥 ∈ 𝔸 having one coordinate

being 1 or −1 and all others are 0. Then we have:

(6.5.13) V1 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ ℤ,

𝜒1(𝑥) + · · · + 𝜒𝑛(𝑥) is odd



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For each 𝑖 > 1, 𝑊𝑜.𝑣𝑖 consists of the points 𝑥 ∈ 𝔸 whose coordinates are either 0 or ±1
2

and exactly 𝑖 of them are nonzero. Then we have:

(6.5.14) V 𝑖 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ 1

2ℤ

and exactly 𝑖 of them are non-integers



.

Hence, the vertices are all the point 𝑥 ∈ 𝔸 such that 𝜒 𝑗(𝑥) ∈ 1
2ℤ for all 𝑗 and the number

of non-integer coordinates is not 1. In particular, we have

(6.5.15) V ⊆ 𝑜 + 1
2ℤ

𝑛 = 𝑜 + 1
2 P∨ .

However, the equality doesn’t hold. For instance, the point 𝑜 + 1
2𝜔1 is clearly not a

vertex. Another example is 𝑜 + 1
2 (𝜔𝑖−1 + 𝜔𝑖) where all 𝜒 𝑗(𝑥) are integers except 𝑗 = 𝑖.

To better describe the vertices, we need the notion introduced in Definition 6.4.1.

Then the complement ofV in 𝑜 + 1
2 P∨ can be described as follows.

Lemma 6.5.1. A point 𝑥 ∈ 𝑜 + 1
2 P∨ belongs to the complement if and only if either

𝐽𝑥 = { 𝑗1, 𝑗2} and 𝑗2 − 𝑗1 = 1, or 𝐽𝑥 = {1}.

We will use Ξ to denote the set of points 𝑥 ∈ 𝔸 having the property in the lemma.

Proof. First, points in Ξ cannot be vertices. If 𝐽𝑥 = {1}, then 𝑥 is not a vertex since all

𝜒 𝑗(𝑥) are integers except 𝑗 = 1. If 𝐽𝑥 = { 𝑗1, 𝑗2} and 𝑗2 − 𝑗1 = 1, then 𝑥 is not a vertex

since all 𝜒 𝑗(𝑥) are integers except 𝑗 = 𝑗2.

Conversely, suppose 𝑥 ∈ 𝑜 + 1
2 P∨ and 𝑥 ∉ Ξ, then there are four cases:

(i). |𝐽𝑥 | ⩾ 3. Then at least two coordinates of 𝑥 are non-integers.

(ii). 𝐽𝑥 = { 𝑗1, 𝑗2} and 𝑗2 − 𝑗1 > 1. Then 𝜒 𝑗1+1(𝑥), · · · , 𝜒 𝑗2 (𝑥) are non-integers.

(iii). 𝐽𝑥 = { 𝑗1} and 𝑗1 > 1. Then 𝜒1(𝑥), · · · , 𝜒 𝑗1 (𝑥) are non-integers.
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(iv). 𝑥 has no jumps. Then it is a special vertex.

In any of above cases, 𝑥 is a vertex by our characterization. □

We illustrate the related structures of V by the following diagram, where † denotes

“being special”.

𝑜 + 1
2 P∨

V Ξ ∩ 𝑜 + 1
2 P∨

Ξ ∩ 𝑜 + 1
2 P∨

V†
⋃

𝑖=2,··· ,𝑛
V 𝑖

Figure 6.4. The setV of vertices and related structures in 𝒜(𝐵𝑛).

(vi). Let 𝑥 ∈ D (
𝑣𝐶

)
be a vertex having jumps 𝑗1, · · · , 𝑗𝑠, ordered from smallest to largest.

To construct a path between 𝑥 and a special vertex 𝑥0 in D (
𝑣𝐶

)
verifying Eq. (6.2.13),

we need the following lemmas.

Lemma 6.5.2. Suppose either 𝑗𝑠 − 𝑗𝑠−1 > 1 or 𝑠 > 3. Then 𝑦 = 𝑥 − 1
2𝜔 𝑗1 is a vertex in

D (
𝑣𝐶

)
adjacent to 𝑥.

Proof. SinceV ⊆ 𝑜+ 1
2 P∨, we have 𝐽𝑦 = 𝐽𝑥 \ { 𝑗1}. We define the roots 𝑎[ 𝑗] (1 ⩽ 𝑗 ⩽ 𝑛)

as follows. First, let

𝑎[ 𝑗𝑠] =



𝑎 𝑗𝑠−1 + 2𝑎 𝑗𝑠 + · · · + 2𝑎𝑛 if 𝑗𝑠 − 𝑗𝑠−1 > 1,

𝑎 𝑗𝑠−2 + · · · + 𝑎 𝑗𝑠−1 + 2𝑎 𝑗𝑠 + · · · + 2𝑎𝑛 otherwise.

163



Chapter 6. Vertices and Simplicial Distance in Apartments

For 2 ⩽ 𝑖 ⩽ 𝑠 − 1, let

𝑎[ 𝑗𝑖] = 𝑎 𝑗𝑖 + · · · + 𝑎 𝑗𝑖+1 .

Finally, if 𝑗 ∉ 𝐽𝑦 , let 𝑎[ 𝑗] = 𝑎 𝑗. Then 𝑎[1] , · · · , 𝑎[𝑛] are linearly independent positive

roots, and 𝑎[1] (𝑦), · · · , 𝑎[𝑛] (𝑦) are non-negative integers. Hence, 𝑦 is a vertex in

D (
𝑣𝐶

)
. Since 𝑥 − 𝑦 = 1

2𝜔 𝑗1 , we have 𝑎[ 𝑗] (𝑥) = 𝑎[ 𝑗] (𝑦) for all 𝑗 except 𝑗 = 𝑗1 and

𝑎[ 𝑗1] (𝑥) − 𝑎[ 𝑗1] (𝑦) = 1
2 . Then Lemma 6.2.5 applies to the roots 𝑎[ 𝑗] (1 ⩽ 𝑗 ⩽ 𝑛) and the

vertices 𝑥 and 𝑦. □

Let 𝑦 = 𝑥 − 1
2𝜔 𝑗1 be as in Lemma 6.5.2. Then we must have 𝑎0(𝑦) ∈ ℤ and

⌈𝑎0(𝑥)⌉ − 𝑎0(𝑦) =


𝑎0(𝑥) − 𝑎0(𝑦) if 𝑗1 > 1,

𝑎0(𝑥) + 1
2 − 𝑎0(𝑦) if 𝑗1 = 1;

𝑎0(𝑥) − 𝑎0(𝑦) = 1
2𝑎0(𝜔 𝑗1) =




1 if 𝑗1 > 1,

1
2 if 𝑗1 = 1.

Hence, ⌈𝑎0(𝑥)⌉ − 𝑎0(𝑦) = 1. By repeating using Lemma 6.5.2, we can reduce our

problem to the case where 𝑠 = 3, or further 𝑠 = 1 if we start with 𝑗𝑠 − 𝑗𝑠−1 > 1.

Now, we may assume either 𝑠 ⩽ 3 with 𝑗𝑠 − 𝑗𝑠−1 = 1 or 𝑠 = 1.

Lemma 6.5.3. Suppose 𝑠 = 3 and 𝑗1 > 1. Then 𝑥0 = 𝑥 − 1
2 (𝜔 𝑗1 −𝜔 𝑗2 +𝜔 𝑗3) is a special

vertex in D (
𝑣𝐶

)
adjacent to 𝑥 and verifying Eq. (6.2.13).

Proof. First note that 𝑎1(𝑥0), · · · , 𝑎𝑛(𝑥0) are non-negative integers. Hence, 𝑥0 is a

special vertex in D (
𝑣𝐶

)
. Since 𝑗1 > 1, we have 𝑎0(𝑥) ∈ ℤ and

𝑎0(𝑥) − 𝑎0(𝑥0) = 1
2𝑎0(𝜔 𝑗1 − 𝜔 𝑗2 + 𝜔 𝑗3) = 1.

Hence, it remains to show that 𝑥0 is adjacent to 𝑥.
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To do this, we define the roots 𝑎[ 𝑗] (1 ⩽ 𝑗 ⩽ 𝑛) as follows. If 𝑗 ≠ 𝑗2, 𝑗3, let 𝑎[ 𝑗] = 𝑎 𝑗.

Otherwise, let

𝑎[ 𝑗2] = 𝑎 𝑗1 + · · · + 𝑎 𝑗2 ,

𝑎[ 𝑗3] = 𝑎 𝑗2 + · · · + 𝑎 𝑗3 .

Then 𝑎[1] , · · · , 𝑎[𝑛] are linearly independent. Since 𝑥− 𝑥0 = 1
2 (𝜔 𝑗1 −𝜔 𝑗2 +𝜔 𝑗3), we have

𝑎[ 𝑗] (𝑥) = 𝑎[ 𝑗] (𝑥0) for all 𝑗 except 𝑗 = 𝑗1 and 𝑎[ 𝑗1] (𝑥) − 𝑎[ 𝑗1] (𝑥0) = 1
2 . Then Lemma 6.2.5

applies to the roots 𝑎[ 𝑗] (1 ⩽ 𝑗 ⩽ 𝑛) and the vertices 𝑥 and 𝑥0. □

Lemma 6.5.4. Suppose 𝑠 = 3, 𝑗3 − 𝑗2 = 1 and 𝑗1 = 1, then 𝑦 = 𝑥 − 1
2 (−𝜔 𝑗1 + 𝜔 𝑗2) is a

vertex in D (
𝑣𝐶

)
adjacent to 𝑥.

Proof. We define the roots 𝑎[ 𝑗] (1 ⩽ 𝑗 ⩽ 𝑛) as follows. If 𝑗 ≠ 𝑗2, 𝑗3, let 𝑎[ 𝑗] = 𝑎 𝑗.

Otherwise, let

𝑎[ 𝑗2] = 𝑎 𝑗1 + · · · + 𝑎 𝑗2 ,

𝑎[ 𝑗3] = 𝑎 𝑗1 + · · · + 𝑎 𝑗2 + 2𝑎 𝑗3 + · · · + 2𝑎𝑛.

Then 𝑎[1] , · · · , 𝑎[𝑛] are linearly independent positive roots, and 𝑎[1] (𝑦), · · · , 𝑎[𝑛] (𝑦) are

non-negative integers. Hence, 𝑦 is a vertex in D (
𝑣𝐶

)
. Since 𝑥 − 𝑦 = 1

2 (−𝜔 𝑗1 + 𝜔 𝑗2),
we have 𝑎[ 𝑗] (𝑥) = 𝑎[ 𝑗] (𝑦) for all 𝑗 except 𝑗 = 𝑗1 and 𝑎[ 𝑗1] (𝑥) − 𝑎[ 𝑗1] (𝑦) = −1

2 . Then

Lemma 6.2.5 applies to the roots 𝑎[ 𝑗] (1 ⩽ 𝑗 ⩽ 𝑛) and the vertices 𝑥 and 𝑦. □

Let 𝑦 = 𝑥 − 1
2 (−𝜔 𝑗1 + 𝜔 𝑗2) be as in Lemma 6.5.4. Then the only jump of 𝑦 is 𝑗3 > 1.

Hence, 𝑎0(𝑦) ∈ ℤ and ⌈𝑎0(𝑥)⌉ − 𝑎0(𝑦) = 1. Therefore, Lemma 6.5.4 reduces our

problem to the case where 𝑠 = 1.

Note that, by Lemma 6.5.1, 𝑠 = 2 and 𝑗𝑠− 𝑗𝑠−1 = 1 contradict to each other. Therefore,
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we may assume 𝑠 = 1 now. By Lemma 6.5.1 again, we must have 𝑗1 > 1. Let

𝑥0 = 𝑥 − 1
2𝜔 𝑗1 . Then it is a special vertex in D (

𝑣𝐶
)

since 𝑎1(𝑥0), · · · , 𝑎𝑛(𝑥0) are non-

negative integers. Applying Lemma 6.2.5 to the simple roots 𝑎1, · · · , 𝑎𝑛 and the vertices

𝑥 and 𝑥0, we see that they are adjacent. Moreover, we have 𝑎0(𝑥) − 𝑎0(𝑥0) = 1 verifying

Eq. (6.2.13). This finishes the proof of Theorem 6.1.

§ 6.6. Vertices in the apartment 𝒜(𝐷𝑛) (𝑛 ⩾ 4)

(i). The underlying Euclidean vector space 𝕍 is the entire ℝ𝑛, and its dual space 𝕍 ∗

is thus spanned by the coordinate functions 𝜒1, · · · , 𝜒𝑛. Then the root system can be

written as follows:

(6.6.1) Φ =
{±𝜒𝑖 ± 𝜒 𝑗 �� 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛

}
.

Then its coroot lattice is the following sublattice of the standard lattice ℤ𝑛 in ℝ𝑛:

(6.6.2) Q∨ := {v ∈ ℤ𝑛 | (v, v) ∈ 2ℤ}.

The Weyl group 𝑣W acts on 𝕍 as permutations and even number of sign changes of

coordinates.

(ii). We can choose the following Weyl chamber:

(6.6.3) 𝑣𝐶 =
{
v ∈ 𝕍

�� 𝜒𝑖(v) > ��𝜒 𝑗(v)�� for all 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛
}
.

Then the system of positive roots Φ+ associated to 𝑣𝐶 is the following:

(6.6.4) Φ+ :=
{
𝜒𝑖 ± 𝜒 𝑗

�� 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛
}
.

166



§6.6. Vertices in the apartment 𝒜(𝐷𝑛) (𝑛 ⩾ 4)

Among them, the simple roots are the following:

(6.6.5)
𝑎𝑖 := 𝜒𝑖 − 𝜒𝑖+1, (1 ⩽ 𝑖 ⩽ 𝑛 − 1)

𝑎𝑛 := 𝜒𝑛−1 + 𝜒𝑛.

Using the basis Δ = {𝑎1, · · · , 𝑎𝑛}, the positive roots can be written as follows:

(6.6.6)

𝜒𝑖 − 𝜒 𝑗 = 𝑎𝑖 + · · · + 𝑎 𝑗−1, (1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛)

𝜒𝑖 + 𝜒𝑛 = 𝑎𝑖 + · · · + 𝑎𝑛−2 + 𝑎𝑛, (1 ⩽ 𝑖 ⩽ 𝑛 − 1)

𝜒𝑖 + 𝜒𝑛−1 = 𝑎𝑖 + · · · + 𝑎𝑛−2 + 𝑎𝑛−1 + 𝑎𝑛, (1 ⩽ 𝑖 ⩽ 𝑛 − 2)

𝜒𝑖 + 𝜒 𝑗 =
𝑎𝑖 + · · · + 𝑎 𝑗−1

+2𝑎 𝑗 + · · · + 2𝑎𝑛−2 + 𝑎𝑛−1 + 𝑎𝑛.
(1 ⩽ 𝑖 < 𝑗 ⩽ 𝑛 − 2)

Among them, the highest root 𝑎0 relative to Δ is

(6.6.7) 𝑎0 := 𝜒1 + 𝜒2 = 𝑎1 + 2𝑎2 + · · · + 2𝑎𝑛−2 + 𝑎𝑛−1 + 𝑎𝑛.

Moreover, the sum of positive roots is

(6.6.8) 2𝜌 =
𝑛−2∑︁
𝑖=1

𝑖(2𝑛 − 1 − 𝑖)𝑎𝑖 +
(
𝑛

2

)
(𝑎𝑛−1 + 𝑎𝑛).

(iii). The fundamental coweights relative to Δ are the following:

(6.6.9)

𝜔𝑖 = e1 + · · · + e𝑖, (1 ⩽ 𝑖 ⩽ 𝑛 − 2)

𝜔𝑛−1 = 1
2 (e1 + · · · + e𝑛−1 − e𝑛),

𝜔𝑛 = 1
2 (e1 + · · · + e𝑛).

Hence, the coweight lattice P∨ is ℤ𝑛 + ℤ1
2 (e1 + · · · + e𝑛).
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(iv). The fundamental alcove associated to Δ can be expressed as follows:

(6.6.10) 𝐶 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥) > · · · > 𝜒𝑛−1(𝑥) > |𝜒𝑛(𝑥) |,

𝜒1(𝑥) + 𝜒2(𝑥) < 1



.

The extreme points of 𝐶 other than 𝑣0 = 𝑜 are the following:

(6.6.11)

𝑣1 = 𝑜 + 𝜔1 = 𝑜 + e1,

𝑣𝑖 = 𝑜 + 1
2𝜔𝑖 = 𝑜 + 1

2 (e1 + · · · + e𝑖), (2 ⩽ 𝑖 ⩽ 𝑛 − 2)

𝑣𝑛−1 = 𝑜 + 𝜔𝑛−1 = 𝑜 + 1
2 (e1 + · · · + e𝑛−1 − e𝑛),

𝑣𝑛 = 𝑜 + 𝜔𝑛 = 𝑜 + 1
2 (e1 + · · · + e𝑛).

Note that 𝑣1, 𝑣𝑛−1, 𝑣𝑛 are special vertices, while 𝑣𝑖 (2 ⩽ 𝑖 ⩽ 𝑛 − 2) are not special.

(v). First, apply the affine Weyl group 𝑊 to 𝑣0, we have

(6.6.12) V0 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ ℤ,

𝜒1(𝑥) + · · · + 𝜒𝑛(𝑥) is even



.

Applying 𝑊𝑜 to 𝑣1, we see that 𝑊𝑜.𝑣1 consists of the points 𝑥 ∈ 𝔸 having one

coordinate being 1 or −1 and all others are 0. Then we have:

(6.6.13) V1 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ ℤ,

𝜒1(𝑥) + · · · + 𝜒𝑛(𝑥) is odd




For each 1 < 𝑖 < 𝑛 − 1, 𝑊𝑜.𝑣𝑖 consists of the points 𝑥 ∈ 𝔸 whose coordinates are

either 0 or ±1
2 and exactly 𝑖 of them are nonzero. Then we have:

(6.6.14) V 𝑖 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ 1

2ℤ

and exactly 𝑖 of them are non-integers



.
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Then𝑊𝑜.𝑣𝑛−1 consists of the points 𝑥 ∈ 𝔸whose coordinates are±1
2 and odd numbers

of them are negative. Hence, we have:

(6.6.15) V𝑛−1 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ 1

2ℤ \ ℤ,
𝜒1(𝑥) + · · · + 𝜒𝑛(𝑥) − 𝑛

2 is odd




Then𝑊𝑜.𝑣𝑛 consists of the points 𝑥 ∈ 𝔸 whose coordinates are ±1
2 and even numbers

of them are negative. Then we have:

(6.6.16) V𝑛 =



𝑥 ∈ 𝔸

�������
𝜒1(𝑥), · · · , 𝜒𝑛(𝑥) ∈ 1

2ℤ \ ℤ,
𝜒1(𝑥) + · · · + 𝜒𝑛(𝑥) − 𝑛

2 is even




Hence, the vertices are all the point 𝑥 ∈ 𝔸 such that 𝜒 𝑗(𝑥) ∈ 1
2ℤ for all 𝑗 and the

number of non-integer coordinates is neither 1 nor 𝑛 − 1. In particular, we have

(6.6.17) V ⊊ 𝑜 + 1
2ℤ

𝑛 ⊊ 𝑜 + 1
2 P∨ .

Let 𝜔′𝑖 = ℎ−1
𝑖 𝜔𝑖. Consider the following sets:

(6.6.18)

X00 := 𝑜 + ℤ𝜔′1 + · · · + ℤ𝜔′𝑛,

X01 := X00 −1
2 (𝜔𝑛−1 + 𝜔𝑛),

X10 := X00 −1
2𝜔1,

X11 := X00 −1
2 (𝜔1 + 𝜔𝑛−1 + 𝜔𝑛),

X (0) := X00 ∪X10,

X (1) := X01 ∪X11 .

Lemma 6.6.1. We have X (0) ∪X (1) = 𝑜 + 1
2ℤ

𝑛.
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Proof. It is clear that X (0) ∪X (1) ⊆ 𝑜 + 1
2ℤ

𝑛. Conversely, we have

1
2e1 = 1

2𝜔1,

1
2e2 = 𝜔′2 − 1

2𝜔1,
...

1
2e𝑖 = 𝜔′𝑖 − 𝜔′𝑖−1,...

1
2e𝑛−1 = 1

2 (𝜔𝑛−1 + 𝜔𝑛) − 𝜔′𝑛−2,

1
2e𝑛 = 𝜔𝑛 − 1

2 (𝜔𝑛−1 + 𝜔𝑛).

Then the statement follows. □

To better describe the vertices, we need the notion introduced in Definition 6.4.1.

Then the complement ofV in X (0) ∪X (1) can be described as follows.

Lemma 6.6.2. A point 𝑥 ∈ X (0) is not a vertex if and only if either 𝐽𝑥 = { 𝑗1, 𝑗2} and

𝑗2 − 𝑗1 = 1, or 𝐽𝑥 = {1}.

We will use Ξ(0) to denote the set of points 𝑥 ∈ 𝔸 having the property in the lemma.

Proof. First, points in Ξ(0) cannot be vertices. If 𝐽𝑥 = {1}, then 𝑥 is not a vertex since

either all 𝜒 𝑗(𝑥) are integers except 𝑗 = 1 (when 𝑎𝑛−1(𝑥) + 𝑎𝑛(𝑥) is even), or all 𝜒 𝑗(𝑥) are

non-integers except 𝑗 = 1 (when 𝑎𝑛−1(𝑥) + 𝑎𝑛(𝑥) is odd). Next, suppose 𝐽𝑥 = { 𝑗1, 𝑗2}
and 𝑗2 − 𝑗1 = 1. If 𝑗2 < 𝑛 − 1, then 𝑥 is not a vertex since either all 𝜒 𝑗(𝑥) are integers

except 𝑗 = 𝑗2 (when 𝑎𝑛−1(𝑥) + 𝑎𝑛(𝑥) is even), or all 𝜒 𝑗(𝑥) are non-integers except 𝑗 = 𝑗2

(when 𝑎𝑛−1(𝑥) + 𝑎𝑛(𝑥) is odd). If 𝑗2 = 𝑛 − 1, then 𝑥 is not a vertex since 𝜒𝑛(𝑥) ∉ 1
2ℤ.

If 𝑗2 = 𝑛, then 𝐽𝑥 = {𝑛 − 1, 𝑛} and we leave this situation in Lemma 6.6.3.

Conversely, suppose 𝑥 ∈ X (0) and 𝑥 ∉ Ξ(0) . Then there are four cases:
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(i). |𝐽𝑥 | ⩾ 3. Then among the coordinates of 𝑥, at least two of them are integers and

two of them are non-integers.

(ii). 𝐽𝑥 = { 𝑗1, 𝑗2} and 1 < 𝑗2 − 𝑗1 < 𝑛 − 2. Then 𝜒 𝑗1+1(𝑥), · · · , 𝜒 𝑗2 (𝑥) are either all the

integer coordinates of 𝑥, or all the non-integer coordinates of 𝑥.

(iii). 𝐽𝑥 = { 𝑗1} and 1 < 𝑗1 < 𝑛 − 1. Then 𝜒1(𝑥), · · · , 𝜒 𝑗1 (𝑥) are either all the integer

coordinates of 𝑥, or all the non-integer coordinates of 𝑥.

(iv). 𝑥 has no jumps. Then it is a special vertex.

In any of above cases, 𝑥 is a vertex by our characterization. □

Lemma 6.6.3. A point 𝑥 ∈ X (1) is not a vertex if and only if 𝐽𝑥 ⊆ {𝑛 − 2, 𝑛 − 1, 𝑛}.

Note that 𝑥 ∈ X (1) implies that {𝑛 − 1, 𝑛} ⊆ 𝐽𝑥 . We will use Ξ(1) to denote the set of

points 𝑥 ∈ 𝔸 having the property that {𝑛 − 1, 𝑛} ⊆ 𝐽𝑥 ⊆ {𝑛 − 2, 𝑛 − 1, 𝑛}.

Proof. First, points in Ξ(1) cannot be vertices. Indeed, if 𝑥 ∈ Ξ(1) , then 𝑎 𝑗(𝑥) ∈ ℤ for all

𝑗 < 𝑛 − 2. Hence, 𝜒1(𝑥), · · · , 𝜒𝑛−2(𝑥) are either all integers or all non-integers. Hence,

by Eq. (6.6.17), for 𝑥 to be a vertex, we must have that 2𝜒𝑛−1(𝑥) and 2𝜒𝑛(𝑥) are integers

in the same parity. But {𝑛 − 1, 𝑛} ⊆ 𝐽𝑥 implies that they are not.

Conversely, suppose 𝑥 ∈ X (1) and 𝑥 ∉ Ξ(1) . Then {𝑛 − 1, 𝑛} ⊆ 𝐽𝑥 implies that exactly

one of 𝜒𝑛−1(𝑥) and 𝜒𝑛(𝑥) is an integer. If 𝑗 < 𝑛 − 2 is an index in 𝐽𝑥 , then exactly one

of 𝜒 𝑗(𝑥) and 𝜒 𝑗+1(𝑥) is an integer. Hence, among the coordinates of 𝑥, at least two of

them are integers and two of them are non-integers. □

We illustrate the related structures of V by the following diagram, where † denotes

“being special”.
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⋃
♥=0,1
X (♥)

V
⋃
♥=0,1
(X (♥) ∩Ξ(♥))

⋃
♥=0,1

Ξ(♥)

V†
⋃

𝑖=2,··· ,𝑛−2
V 𝑖

Figure 6.5. The setV of vertices and related structures in 𝒜(𝐷𝑛).

(vi). Let 𝑥 ∈ D (
𝑣𝐶

)
be a vertex. We divide into two cases: 𝑥 ∈ X (0) or 𝑥 ∈ X (1) .

First, let us assume 𝑥 ∈ X (0) and suppose 𝑥 has jumps 𝑗1, · · · , 𝑗𝑠, ordered from

smallest to largest. To construct a path between 𝑥 and a special vertex 𝑥0 in D (
𝑣𝐶

)
verifying Eq. (6.2.13), we need the following lemmas.

Lemma 6.6.4. Suppose either 𝑗𝑠 − 𝑗𝑠−1 > 1 or 𝑠 > 3. Then 𝑦 = 𝑥 − 1
2𝜔 𝑗1 is a vertex in

D (
𝑣𝐶

) ∩ X (0) adjacent to 𝑥.

Proof. It is clear that 𝑦 ∈ X (0) . Then the proof is similar to Lemma 6.5.2 except that

the root 𝑎[ 𝑗𝑠] is defined as follows:

𝑎[ 𝑗𝑠] =



𝑎 𝑗𝑠−1 + 2𝑎 𝑗𝑠 + · · · + 2𝑎𝑛−2 + 𝑎𝑛−1 + 𝑎𝑛 if 𝑗𝑠 − 𝑗𝑠−1 > 1,

𝑎 𝑗𝑠−2 + · · · + 𝑎 𝑗𝑠−1 + 2𝑎 𝑗𝑠 + · · · + 2𝑎𝑛−2 + 𝑎𝑛−1 + 𝑎𝑛 otherwise,

Hence, we omit the proof here. □

Note that 𝑎0(𝑦) ∈ ℤ and ⌈𝑎0(𝑥)⌉−𝑎0(𝑥) = 1. Hence, by repeating using Lemma 6.6.4,

we can reduce our problem to the case where 𝑠 = 3, or further 𝑠 = 1 if we start with
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𝑗𝑠 − 𝑗𝑠−1 > 1.

Now, we may assume either 𝑠 ⩽ 3 with 𝑗𝑠 − 𝑗𝑠−1 = 1 or 𝑠 = 1.

Lemma 6.6.5. Suppose 𝑠 = 3 and 𝑗1 > 1. Then 𝑥0 = 𝑥 − 1
2 (𝜔 𝑗1 −𝜔 𝑗2 +𝜔 𝑗3) is a special

vertex in D (
𝑣𝐶

)
adjacent to 𝑥 and verifying Eq. (6.2.13).

Proof. The proof is the same as Lemma 6.5.3. □

Lemma 6.6.6. Suppose 𝑠 = 3, 𝑗3 − 𝑗2 = 1 and 𝑗1 = 1, then 𝑦 = 𝑥 − 1
2 (−𝜔 𝑗1 + 𝜔 𝑗2) is a

vertex in D (
𝑣𝐶

) ∩ X (0) adjacent to 𝑥.

Proof. It is clear that 𝑦 ∈ X (0) . Then the proof is similar to Lemma 6.5.4 except that

the root 𝑎[ 𝑗𝑠] is defined as follows:

𝑎[ 𝑗𝑠] = 𝑎 𝑗1 + · · · + 𝑎 𝑗2 + 2𝑎 𝑗3 + · · · + 2𝑎𝑛−2 + 𝑎𝑛−1 + 𝑎𝑛.

Hence, we omit the proof here. □

Note that the only jump of 𝑦 is 𝑗3 > 1. Hence, 𝑎0(𝑦) ∈ ℤ and ⌈𝑎0(𝑥)⌉ − 𝑎0(𝑦) = 1.

Therefore, Lemma 6.6.6 reduces our problem to the case where 𝑠 = 1.

Note that, by Lemma 6.6.2, 𝑠 = 2 and 𝑗𝑠− 𝑗𝑠−1 = 1 contradict to each other. Therefore,

we may assume 𝑠 = 1 now. By Lemma 6.6.2 again, we must have 𝑗1 > 1. Let

𝑥0 = 𝑥 − 1
2𝜔 𝑗1 . Then it is in a special vertex in D (

𝑣𝐶
)

since 𝑎1(𝑥0), · · · , 𝑎𝑛(𝑥0) are

non-negative integers. Applying Lemma 6.2.5 to the simple roots 𝑎1, · · · , 𝑎𝑛 and the

vertices 𝑥 and 𝑥0, we see that they are adjacent. Moreover, we have 𝑎0(𝑥) − 𝑎0(𝑥0) = 1

verifying Eq. (6.2.13). This finishes the proof of Theorem 6.1 when 𝑥 ∈ X (0) .
Next, let us assume 𝑥 ∈ X (1) . Then we must have {𝑛 − 1, 𝑛} ⊆ 𝐽𝑥 . Suppose 𝑥 has

jumps 𝑗1, · · · , 𝑗𝑠, 𝑛 − 1, 𝑛, ordered from smallest to largest. To construct a path between

𝑥 and a special vertex 𝑥0 inD (
𝑣𝐶

)
verifying Eq. (6.2.13), we need the following lemmas.
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Lemma 6.6.7. Suppose either 𝑗𝑠 − 𝑗𝑠−1 > 1 or 𝑠 > 2. Then 𝑦 = 𝑥 − 1
2𝜔 𝑗1 is a vertex in

D (
𝑣𝐶

) ∩ X (1) adjacent to 𝑥.

Proof. It is clear that 𝑦 ∈ X (1) . When 𝑗𝑠 − 𝑗𝑠−1 > 1 or 𝑠 > 3, the proof is similar to

Lemma 6.6.4 except that we have to define 𝑎[𝑛−1] and 𝑎[𝑛] as follows:

𝑎[𝑛−1] = 𝑎 𝑗𝑠 + · · · + 𝑎𝑛−2 + 𝑎𝑛−1,

𝑎[𝑛] = 𝑎 𝑗𝑠 + · · · + 𝑎𝑛−2 + 𝑎𝑛.

When 𝑠 = 3 and 𝑗3 − 𝑗2 = 1, the proof still works if we define 𝑎[ 𝑗𝑠] as follows:

𝑎[ 𝑗3] = 𝑎 𝑗2 + · · · + 𝑎𝑛. □

Note that 𝑎0(𝑦) ∈ ℤ and ⌈𝑎0(𝑥)⌉−𝑎0(𝑥) = 1. Hence, by repeating using Lemma 6.6.7,

we can reduce our problem to the case where 𝑠 = 2, or further 𝑠 = 1 if we start with

𝑗𝑠 − 𝑗𝑠−1 > 1.

Now, we may assume either 𝑠 ⩽ 2 with 𝑗𝑠 − 𝑗𝑠−1 = 1 or 𝑠 = 1.

Lemma 6.6.8. Suppose 𝑠 = 2 and 𝑗1 > 1. Then 𝑥0 = 𝑥 − 1
2 (𝜔 𝑗1 − 𝜔 𝑗2 + 𝜔𝑛−1 + 𝜔𝑛) is a

special vertex in D (
𝑣𝐶

)
adjacent to 𝑥 and verifying Eq. (6.2.13).

Proof. First note that 𝑎0(𝑥) ∈ ℤ and

𝑎0(𝑥) − 𝑎0(𝑥0) = 1
2𝑎0(𝜔 𝑗1 − 𝜔 𝑗2 + 𝜔𝑛−1 + 𝜔𝑛) = 1.

Then the proof is similar to Lemma 6.5.3 except that there is no 𝑗3 and that we need to
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define 𝑎[𝑛−1] and 𝑎[𝑛] as follows:

𝑎[𝑛−1] = 𝑎 𝑗2 + · · · + 𝑎𝑛−2 + 𝑎𝑛−1,

𝑎[𝑛] = 𝑎 𝑗2 + · · · + 𝑎𝑛−2 + 𝑎𝑛.

Then the statement follows. □

Lemma 6.6.9. Suppose 𝑠 = 2 and 𝑗1 = 1, then 𝑥0 = 𝑥 − 1
2 (−𝜔 𝑗1 + 𝜔 𝑗2 − 𝜔𝑛−1 + 𝜔𝑛) is a

special vertex in D (
𝑣𝐶

)
adjacent to 𝑥 and verifying Eq. (6.2.13).

Proof. First note that 𝑎0(𝑥) ∈ 1
2 + ℤ and

𝑎0(𝑥) − 𝑎0(𝑥0) = 1
2𝑎0(−𝜔 𝑗1 + 𝜔 𝑗2 − 𝜔𝑛−1 + 𝜔𝑛) = 1

2 .

Then the proof is similar to Lemma 6.6.8 except that 𝑎[𝑛] is defined as follows:

𝑎[𝑛] = 𝑎1 + · · · + 𝑎𝑛.

Then the statement follows. □

Lemma 6.6.10. Suppose 𝑠 = 1. Then 𝑥0 = 𝑥 − 1
2 (𝜔 𝑗1 − 𝜔𝑛−1 + 𝜔𝑛) is a special vertex

in D (
𝑣𝐶

)
adjacent to 𝑥 and verifying Eq. (6.2.13).

Proof. First note that

𝑎0(𝑥) − 𝑎0(𝑥0) = 1
2𝑎0(𝜔 𝑗1 − 𝜔𝑛−1 + 𝜔𝑛) = 1

2𝑎0(𝜔 𝑗1).

Hence, ⌈𝑎0(𝑥)⌉ − 𝑎0(𝑥0) = 1. Then the proof is similar to Lemma 6.6.8 or Lemma 6.6.9

except that there is no 𝑗2 and that the root 𝑎[𝑛] is defined as follows:

𝑎[𝑛] = 𝑎𝑛−2 + 𝑎𝑛−1 + 𝑎𝑛.
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Here we need 𝑗1 < 𝑛 − 2, which is guaranteed by Lemma 6.6.3. □

This finishes the proof of Theorem 6.1.
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Simplicial Distance and Simplicial Balls

In this chapter, we continue to discuss the simplicial distance. We will derive some

consequences of Theorem 6.1.

§ 7.1. Lattice descriptions of the simplicial distance

We begin with the following characterization.

Theorem 7.1. In the Bruhat-Tits building ℬ(GL(𝑉)), two vertices 𝑥 and 𝑦 have sim-

plicial distance at most 𝑑 if and only if they admit representatives 𝐿 ∈ 𝑥 and 𝐿′ ∈ 𝑦,

respectively, such that

(7.1.1) 𝐿 ⊇ 𝐿′ ⊇ 𝜛𝑑𝐿.

Our characterization Theorem 6.1 allows us to prove the above and further to seek its

siblings in the Bruhat-Tits buildings of other classical groups.

To better clarify the relation between Eq. (7.1.1) and the simplicial distance, let’s
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define

(7.1.2) 𝑑𝑙 (𝑥, 𝑦) := min
{
𝑑
�� ∃𝐿 ∈ 𝑥, 𝐿′ ∈ 𝑦 s.t. 𝐿 ⊇ 𝐿′ ⊇ 𝜛𝑑𝐿

}

First note that (notations are as in § 5.2 and 5.3).

Lemma 7.1.1. For vertices 𝑥 and 𝑦 contained in a common apartment 𝒜(𝚲), we have

(7.1.3) 𝑑𝑙 (𝑥, 𝑦) = max
𝝀∈𝚲
[𝑥 : 𝑦]𝝀 −min

𝝀∈𝚲
[𝑥 : 𝑦]𝝀.

Proof. Let 𝐿 and 𝐿′ be two lattices in 𝑉, that are split by a common frame 𝚲. Then we

have 𝐿 ⊇ 𝐿′ if and only if

(7.1.4) (𝐿 : 𝐿′)𝝀 ⩽ 0 for all 𝝀 ∈ 𝚲.

Hence, Eq. (7.1.1) holds if and only if

(7.1.5) −𝑑 ⩽ (𝐿 : 𝐿′)𝝀 ⩽ 0 for all 𝝀 ∈ 𝚲.

In particular,

max
𝝀∈𝚲
(𝐿 : 𝐿′)𝝀 −min

𝝀∈𝚲
(𝐿 : 𝐿′)𝝀 ⩽ 𝑑.

This implies that

(7.1.6) max
𝝀∈𝚲
[𝑥 : 𝑦]𝝀 −min

𝝀∈𝚲
[𝑥 : 𝑦]𝝀 ⩽ 𝑑.

Conversely, we can always choose representatives 𝐿 ∈ 𝑥 and 𝐿′ ∈ 𝑦 such that

max
𝝀∈𝚲
(𝐿 : 𝐿′)𝝀 = 0.

Then Eq. (7.1.4) follows and Eq. (7.1.6) is thus equivalent to Eq. (7.1.5). □

178



§7.1. Lattice descriptions of the simplicial distance

Now, let’s prove Theorem 7.1

Proof. Notations are as in § 5.2. Let 𝑥 and 𝑦 be two vertices in it, contained in a

common apartment, saying 𝒜(𝚲). Then by Eq. (5.2.1), the elementary index [𝑥 : 𝑦] is

identified with the vector 𝑦 − 𝑥. In particular,

(7.1.7) [𝑥 : 𝑦] 𝑖 − [𝑥 : 𝑦] 𝑗 = 𝜒 𝑗(𝑥 − 𝑦) − 𝜒𝑖(𝑥 − 𝑦).

On the other hand, by Theorem 6.1, Eq. (6.3.2), and the fact that all vertices are

special, we have

𝑑(𝑥, 𝑦) = max
{(𝜒𝑖 − 𝜒 𝑗) (𝑥 − 𝑦) �� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛 + 1

}
= max

𝑖
𝜒𝑖(𝑥 − 𝑦) −min

𝑖
𝜒𝑖(𝑥 − 𝑦).

Therefore, by Eq. (7.1.7), we have

𝑑(𝑥, 𝑦) = max
𝑖
[𝑥 : 𝑦] 𝑖 −min

𝑖
[𝑥 : 𝑦] 𝑖.

(7.1.8) 𝑑(𝑥, 𝑦) = max
{(𝜒𝑖 − 𝜒 𝑗) ( [𝑥 : 𝑦])

�� 1 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑛 + 1
}
.

Then Theorem 7.1 follows from Lemma 7.1.1. □

Unfortunately, Eq. (7.1.1) does not characterize the simplicial distance in the Bruhat-

Tits building of a general classical group. Following § 5.3, assume (𝑉, ⟨ · | · ⟩) is a

hermitian space over 𝐾. Let’s first get a characterization of 𝑑𝑙.

Theorem 7.2. In the Bruhat-Tits building ℬ(SO(𝑉)), two vertices 𝑥 and 𝑦 admit

representatives 𝐿 ∈ 𝑥 and 𝐿′ ∈ 𝑦 satisfying

𝐿 ⊇ 𝐿′ ⊇ 𝜛𝑑𝐿,
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if and only if |2𝜒𝑖(𝑥 − 𝑦) | ⩽ 𝑑 for all the coordinates 𝜒𝑖.

Proof. Notations are as in § 5.3. Let 𝑥 and 𝑦 be two vertices in it, contained in a

common apartment, saying 𝒜(𝚲). By Eq. (5.3.2), the hyperbolic index [𝑥 : 𝑦]± has

components

(7.1.9) [𝑥 : 𝑦]±𝑖 =
1
2

(
[𝑥 : 𝑦]𝝀+𝑖 − [𝑥 : 𝑦]𝝀−𝑖

)
.

Let 𝐿 ∈ 𝑥 and 𝐿′ ∈ 𝑦 be two representatives. Then we have

(𝐿 : 𝐿′)𝝀+𝑖 = [𝑥 : 𝑦]±𝑖 + 𝑐 and (𝐿 : 𝐿′)𝝀−𝑖 = −[𝑥 : 𝑦]±𝑖 + 𝑐

for some 𝑐 ∈ ℝ. Then

max
𝝀∈𝚲
(𝐿 : 𝐿′)𝝀 = max

𝑖

��[𝑥 : 𝑦]±𝑖
�� + 𝑐,

min
𝝀∈𝚲
(𝐿 : 𝐿′)𝝀 = −max

𝑖

��[𝑥 : 𝑦]±𝑖
�� + 𝑐.

Therefore, by Lemma 7.1.1, we have

(7.1.10) 𝑑𝑙 (𝑥, 𝑦) = 2 max
𝑖

��[𝑥 : 𝑦]±𝑖
��.

By Eq. (5.3.1), the hyperbolic index [𝑥 : 𝑦]± is identified with the vector 𝑦− 𝑥 ∈ 𝑣
𝒜(𝚲).

Hence, we have 𝑑𝑙 (𝑥, 𝑦) = max𝑖 |2𝜒𝑖(𝑦 − 𝑥) |. □

We see that there are two issues to prevent 𝑑𝑙 (𝑥, 𝑦) = 𝑑(𝑥, 𝑦):

(i). 2𝜒𝑖 may not be a root, and

(ii). max{⌈𝑎(𝑥)⌉ − ⌊𝑎(𝑦)⌋ | 𝑎 ∈ Φ} may not be exactly 𝑎(𝑥 − 𝑦) for some root 𝑎.

However, we have
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Theorem 7.3. In the Bruhat-Tits building ℬ(Sp(𝑉)), a vertex 𝑥 has simplicial distance

at most 𝑑 from the origin if and only if it admits representative 𝐿 ∈ 𝑥 such that

(7.1.11) 𝐿𝑜 ⊇ 𝐿 ⊇ 𝜛𝑑𝐿𝑜,

where 𝐿𝑜 is the primitive lattice belonging to 𝑜.

Proof. This is because 𝑑(𝑥, 𝑜) = max𝑎∈Φ ⌈𝑎(𝑥)⌉ = max𝑖 |2𝜒𝑖(𝑥) |. □

Theorem 7.4. In the Bruhat-Tits buildingℬ(SO(𝑉)), a vertex 𝑥 has simplicial distance

at most 𝑑 from the origin if and only if in the elementary index [𝑥 : 𝑜],

(7.1.12) | [𝑥 : 𝑜]𝝀 − [𝑥 : 𝑜]𝝀′ | ⩽ 𝑑

where 𝝀, 𝝀′ ∈ 𝚲 satisfying

(7.1.13) ⟨𝝀 | 𝝀′⟩ + ⟨𝝀′ | 𝝀⟩ = 0.

Remark. Recall that, by Lemma 7.1.1, if we drop the requirement Eq. (7.1.13), then

Eq. (7.1.12) is equivalent to Eq. (7.1.11). In the case ⟨ · | · ⟩ is alternative, the condition

Eq. (7.1.13) is satisfied trivially, and the statement becomes Theorem 7.3. Hence, in

the proof below, we assume ⟨ · | · ⟩ is symmetric. Namely, the Bruhat-Tits building is

of split type 𝐵𝑛 or 𝐷𝑛.

Proof. Choose 𝑣𝐶 to be a Weyl chamber such that 𝑥 ∈ 𝒟
(
𝑣𝐶

)
. By Theorem 6.1 and

Eq. (6.5.7) (or Eq. (6.6.7)), we have

𝑑(𝑥, 𝑜) = ⌈(𝜒1 + 𝜒2) (𝑥 − 𝑜)⌉
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Chapter 7. Simplicial Distance and Simplicial Balls

By Eq. (5.3.1), the vector 𝑥 − 𝑜 is identified with the hyperbolic index [𝑥 : 𝑜]±. Hence,

(7.1.14) 𝑑(𝑥, 𝑜) = ⌈[𝑥 : 𝑜]±1 + [𝑥 : 𝑜]±2
⌉
.

To see what does the above measure in terms of lattices, we choose 𝐿 ∈ 𝑥 to be the

standard representative in 5.3.3 and 5.3.4. That is to say, there is a primitive lattice 𝐿0

(do not be confused with the primitive lattice 𝐿𝑜 representing 𝑜) such that

𝐿0 ⊇ 𝐿 ⊇ 𝜛𝐿0 and ⟨𝐿 | 𝐿⟩ ⊆ 𝔪𝐾 .

Then we have

−1 ⩽ (𝐿 : 𝐿0)𝝀 ⩽ 0 and (𝐿 : 𝐿0)𝝀+𝑖 + (𝐿 : 𝐿0)𝝀−𝑖 ⩽ −1.

Hence, by Eq. (7.1.9), we have

(𝐿 : 𝐿0)𝝀+𝑖 =
⌈[𝑥 : [𝐿0]]±𝑖

⌉ − 1 and (𝐿 : 𝐿0)𝝀−𝑖 =
⌈−[𝑥 : [𝐿0]]±𝑖

⌉ − 1.

Since both 𝐿0 and 𝐿𝑜 are primitive, we thus have

(𝐿 : 𝐿𝑜)𝝀+𝑖 =
⌈[𝑥 : 𝑜]±𝑖

⌉ − 1 and (𝐿 : 𝐿𝑜)𝝀−𝑖 =
⌈−[𝑥 : 𝑜]±𝑖

⌉ − 1.

Therefore, by Eq. (7.1.14), we have

(7.1.15) 𝑑(𝑥, 𝑜) = max
{
(𝐿 : 𝐿𝑜)𝝀+1 − (𝐿 : 𝐿𝑜)𝝀−2 , (𝐿 : 𝐿𝑜)𝝀+2 − (𝐿 : 𝐿𝑜)𝝀−1

}
.

By 𝑥 ∈ 𝒟(
𝑣𝐶

)
, we have

[𝑥 : 𝑜]±1 ⩾ · · · ⩾ [𝑥 : 𝑜]±𝑛−1 ⩾ ±[𝑥 : 𝑜]±𝑛 ⩾ −[𝑥 : 𝑜]±𝑛−1 ⩾ · · · ⩾ −[𝑥 : 𝑜]±1 .
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Hence, Eq. (7.1.15) amounts to say

𝑑(𝑥, 𝑜) = max{(𝐿 : 𝐿𝑜)𝝀 − (𝐿 : 𝐿𝑜)𝝀′ | 𝝀, 𝝀′ ∈ 𝚲, ⟨𝝀 | 𝝀′⟩ = 0}.

Here, the condition ⟨𝝀 | 𝝀′⟩ = 0 excludes {𝝀, 𝝀′} = {
𝝀+1 , 𝝀

−
1
}
. □

§ 7.2. Simplicial balls as fixed-point sets

In the rest of this dissertation, we will focus on the simplicial ball

𝐵(𝑟) := {𝑥 is a vertex in ℬ | 𝑑(𝑥, 𝑜) ⩽ 𝑟}.

This section devotes to prove the following theorem.

Theorem 7.5. In an irreducible Bruhat-Tits building of split classical type, the simplicial

ball 𝐵(𝑟) is precisely the set of fixed-vertices under the action of the Moy-Prasad

subgroup∗ 𝑃𝑜,𝑟.

Proof. We first assume 𝑥 belongs to the apartment 𝒜(𝜑) we start to construct the

building in § 4.2. Then the Moy-Prasad subgroup 𝑃𝑜,𝑟 is contained in the parahoric

subgroup 𝑃𝑥 if and only if

(7.2.1) 𝑓 ′𝑥 ⩽ 𝑓𝑜 + 𝑟.

But this is equivalent to

⌈−𝑎(𝑥)⌉ ⩽ 𝑟 for all 𝑎 ∈ Φ.

By Theorem 6.1, this amounts to say 𝑑(𝑥, 𝑜) ⩽ 𝑟.
∗Recall its definition in Definition 4.4.5.
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Chapter 7. Simplicial Distance and Simplicial Balls

Next, for a general 𝑥, there is a 𝑔 ∈ 𝑃𝑜 such that 𝑔.𝑥 ∈ 𝒜(𝜑). Hence, 𝑥 is fixed by

𝑃𝑜,𝑟 if and only if 𝑔.𝑥 is fixed by inn(𝑔).𝑃𝑜,𝑟. But 𝑃𝑜,𝑟 is a normal subgroup of 𝑃𝑜, hence

inn(𝑔).𝑃𝑜,𝑟 = 𝑃𝑜,𝑟. We have seen that it fixes 𝑔.𝑥 ∈ 𝒜(𝜑) if and only if 𝑑(𝑔.𝑥, 𝑜) ⩽ 𝑑.

Since 𝑔 maps a path to a path of the same length, we have 𝑑(𝑥, 𝑜) = 𝑑(𝑔.𝑥, 𝑔.𝑜) =
𝑑(𝑔.𝑥, 𝑜). Therefore, 𝑥 is fixed by 𝑃𝑜,𝑟 if and only if 𝑑(𝑥, 𝑜) ⩽ 𝑟. □

§ 7.3. Simplicial distance along extensions

Let 𝐸/𝐾 be a totally ramified extension. Namely,

(i). the inertia degree is 1, i.e. the residue field 𝒪𝐸/𝔪𝐸 equals 𝜅; and

(ii). the ramification index 𝑒 is precisely [𝐸 : 𝐾].

But the effect we care about is:

(iii). the valuation val( · ) extends to 𝐸 with [val(𝐸×) : Γ] = 𝑒.

The base change G ↦→ G𝐸 gives us an embedding of Euclidean buildings:

𝑗𝐸/𝐾 : ℬ(G) ↩−→ℬ(G𝐸).

We may omit 𝑗𝐸/𝐾 and identify points in ℬ(G) with their images. In particular, we may

ask how does the simplicial distance change along the extension 𝐸/𝐾.

To compare the simplicial distances in ℬ(G) and ℬ(G𝐸), we need to denormalize

the valuation. In this section,

• ⌈ · ⌉𝐸 and ⌈ · ⌉𝐾 will denote the ceiling functions with respect to the valuation

group val(𝐸×) and val(𝐾×) respectively, following Definition 4.3.1;

• 𝛾𝐸 and 𝛾𝐾 will denote the valuations of the uniformizers in 𝐸 and 𝐾 respectively;
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• 𝑑𝐸 (𝑥, 𝑦) and 𝑑𝐾 (𝑥, 𝑦) will denote the simplicial distance between 𝑥 and 𝑦 inℬ(G)
and ℬ(G𝐸) respectively.

Theorem 7.6. Let ℬ be a Bruhat-Tits building of split classical type, 𝐸/𝐾 a totally

ramified extension, and ℬ𝐸 its base change along 𝐸/𝐾. Suppose either both 𝑥, 𝑦 are

special vertices in ℬ or the ramification index 𝑒 is odd. Then the simplicial distances

in ℬ and ℬ𝐸 have the following relation:

(7.3.1) 𝑑𝐸 (𝑥, 𝑦) = 𝑒 · 𝑑𝐾 (𝑥, 𝑦).

Proof. By Corollary 6.1.2, we may assume ℬ is irreducible. Then Theorem 6.1 tells

us that (after denormalize the valuation)

𝑑𝐸 (𝑥, 𝑦) = 1
𝛾𝐸

max
𝑎∈Φ
(⌈𝑎(𝑥)⌉𝐸 + ⌈𝑎(−𝑦)⌉𝐸),

𝑑𝐾 (𝑥, 𝑦) = 1
𝛾𝐾

max
𝑎∈Φ
(⌈𝑎(𝑥)⌉𝐾 + ⌈𝑎(−𝑦)⌉𝐾).

Since 𝛾𝐸 = 1
𝑒 𝛾𝐾 , when both 𝑥, 𝑦 are special vertices, Eq. (7.3.1) holds. However,

Eq. (7.3.1) is not always true: there may be some 𝑎 ∈ Φ such that either 𝑎(𝑥) or 𝑎(𝑦)
belongs Γ𝐸 while not in Γ𝐾 . Since we always have 𝑎(𝑥) ∈ 1

2Γ𝐾 for all roots 𝑎 ∈ Φ, that

situation happens only if 2 | 𝑒. We thus finish proving the theorem. □
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Formula of the Simplicial Volume

In this chapter, we will deduce the following formulas for the simplicial volume and

simplicity surface area.

Theorem 8.1. Let ℬ be a Bruhat-Tits building of split type Φ over a local field 𝐾 with

residue cardinality 𝑞. Then the simplicial volume SV( · ) and the simplicial surface

area SSA( · ) in it can be computed by the following formulas:

SV(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
𝑞deg(𝒫Φ;𝐼)

∑︁
𝑥∈𝐵(𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

𝑞⌈𝑎(𝑥)⌉ ,

SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
𝑞deg(𝒫Φ;𝐼)

∑︁
𝑥∈𝜕(𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

𝑞⌈𝑎(𝑥)⌉ ,

where

• ⌈ · ⌉ is the ceiling function,

• Δ is a basis of the root system Φ,

• 𝒫Φ;𝐼 is the Poincaré polynomial associated to the pair (Φ, 𝐼),
• 𝑣𝐶 is a Weyl chamber of Φ,

• and the index sets 𝐵(𝑟, 𝑣𝐶, 𝐼) (resp. 𝜕(𝑟, 𝑣𝐶, 𝐼)) consists of the vertices in 𝑜 + 𝑣𝐶

186



having type 𝐼 with simplicial distance at most 𝑟 (resp. exactly 𝑟) from 𝑜.

The strategy is to employ a strongly transitive and type-preserving automorphism

group. Let ℬ be a Bruhat-Tits building of split type Φ. Then we can realize it as

the Bruhat-Tits building of a simply-connected splittable semisimple group G having

root system Φ over the ground local field 𝐾. The group 𝐺 of 𝐾-points of G is such an

automorphism group.

From now on, we fix a special vertex 𝑜 in ℬ and choose a split maximal torus T in G

such that the apartment 𝒜 associated to (G, T) contains 𝑜. We will follow the notations

and conventions in Chapter 4. In particular, 𝑜 is the reference point of the underlying

Euclidean affine space 𝔸 of 𝒜.

For any vertex 𝑥 in ℬ, it is clear that a type-preserving automorphism 𝜙 ∈ 𝐺 will

map a path from 𝑜 to 𝑥 to a path from 𝜙(𝑜) to 𝜙(𝑥). Hence, 𝐺 preserves the simplicial

distance. Therefore, we have

(8.0.1) SV(𝑟) (resp. SSA(𝑟)) =
∑︁
𝑥

[
𝑃𝑜 : 𝑃𝑜,𝑥

]
,

where

• 𝑃𝑜 is the stabilizer of 𝑜 in 𝐺,

• 𝑃𝑜,𝑥 is the stabilizer of 𝑥 in 𝑃𝑜, and

• the summation is taking over the intersection of 𝐵(𝑟) (resp. 𝜕(𝑟)) with a funda-

mental domain 𝒟 of the action of 𝑃𝑜.

The computation will be done as follows. In § 8.1, we break the index
[
𝑃𝑜 : 𝑃𝑜,𝑥

]
into two factors. In § 8.2, we will see that the first factor can be given by Poincaré

polynomials. In § 8.3, we will compute the second factor using the theory of concave
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functions. In § 8.4, we will describe a fundamental domain of the action of 𝑃𝑜 and

finally prove Theorem 8.1.

§ 8.1. Parahoric reduction

The goal of this section is to break the index
[
𝑃𝑜 : 𝑃𝑜,𝑥

]
into two factors, one of which

is a power of 𝑞. For this purpose, we need some facts about concave functions, recalling

§ 4.4.

8.1.1. Let 𝑓 be a concave function on Φ. Let ℜ 𝑓 and 𝔊 𝑓 denote the unipotent radical

and the reductive quotient of (𝔊 𝑓 )𝜅 respectively. Since 𝜅 is a finite field, we have

𝔊 𝑓 (𝜅) = 𝔊 𝑓 (𝜅)/ℜ 𝑓 (𝜅). Note that, by Theorem 4.2, we have [BT-2, 4.6.4]

(i). (𝔗0)𝜅 is the centralizer of itself in (𝔊 𝑓 )𝜅.
(ii). Φ is the root system of the pair

((𝔊 𝑓 )𝜅, (𝔗0)𝜅
)

and for any 𝑎 ∈ Φ, (𝔘𝑎, 𝑓 (𝑎))𝜅 is

the root subgroup associated to it.

Let 𝑓 ∗ be defined as in 4.3.8. Using the filtrations in 4.4.1 and 4.4.2, we have:

(iii). The unipotent radical of (𝔗0)𝜅 is the image of (𝔗0+)𝜅 in it.

(iv). [BT-2, 4.6.10] The intersection of the unipotent radicalℜ 𝑓 and the root subgroup

(𝔘𝑎, 𝑓 (𝑎))𝜅 is the image of (𝔘𝑎, 𝑓 ∗ (𝑎))𝜅 in (𝔊 𝑓 )𝜅.

Remark. However, in our case, what are in the unipotent radical is clear: the congruence

property in 4.4.1 implies that𝔗0+ maps to 0 in (𝔗0)𝜅; then 4.4.2 plus the fact that𝔘𝑎, 𝑓 (𝑎)

is one-dimensional vectorial group imply that the intersection ℜ 𝑓 ∩(𝔘𝑎, 𝑓 (𝑎))𝜅 is either

trivial or the entire (𝔘𝑎, 𝑓 (𝑎))𝜅.
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(v). [BT-2, 1.1.11] The multiplication morphism

∏
𝑎∈Φ+𝑓

(
ℜ 𝑓 ∩(𝔘𝑎, 𝑓 (𝑎))𝜅

)
·ℛ𝑢((𝔗0)𝜅) ·

∏
𝑎∈Φ−𝑓

(
ℜ 𝑓 ∩(𝔘𝑎, 𝑓 (𝑎))𝜅

)
ℜ 𝑓

is an isomorphism.

Therefore, we have exact sequence

𝑃 𝑓 ∗ ↩−→𝔊 𝑓 (𝒪𝐾) −↠𝔊 𝑓 (𝜅).

Moreover, let 𝔗 𝑓 (resp. 𝔘 𝑓 ;𝑎) denote the image of 𝔗0 (resp. 𝔘𝑎, 𝑓 (𝑎)) in 𝔊 𝑓 . Then,

(𝔊 𝑓 ,𝔗 𝑓 ) is a split reductive group with root system Φ 𝑓 and root subgroups (𝔘 𝑓 ;𝑎)𝑎∈Φ 𝑓 .

Remark. Note that 𝑃 𝑓 ∗ is a pro-unipotent group in the following sense. First, we have a

projective system of groups

· · · 𝔊 𝑓
(
𝒪𝐾/𝜛𝑖+1) 𝔊 𝑓

(
𝒪𝐾/𝜛𝑖

) · · · 𝔊 𝑓 (𝜅).

Then, by the theory of Greenberg functors, we have a projective system of algebraic

groups over 𝜅:

· · · ℱ𝒪𝐾/𝜛𝑖+1
(
𝔊 𝑓

)
ℱ𝒪𝐾/𝜛𝑖

(
𝔊 𝑓

) · · · (𝔊 𝑓 )𝜅.

It induces a projective system of their unipotent radicals and for each ℱ𝒪𝐾/𝜛𝑖

(
𝔊 𝑓

)
,

its unipotent radical is precisely the preimage of ℜ 𝑓 . Therefore, 𝑃 𝑓 ∗ is the limit of a

projective system of groups of 𝜅-points of unipotent algebraic groups over 𝜅.

8.1.2. Let 𝑓 , 𝑔 be two concave functions on Φ with 𝑔 ⩾ 𝑓 . Then 𝑃𝑔 ⊆ 𝑃 𝑓 extends to a

morphism of group schemes [BT-2, 6.4.24]

𝔊𝑔 −→𝔊 𝑓 .
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Since 𝑔∗ ⩾ 𝑓 ∗, the image of

ℛ𝑢
((𝔊𝑔)𝜅

) ⊂ (𝔊𝑔)𝜅 (𝔊 𝑓 )𝜅

is contained in ℛ𝑢
((𝔊 𝑓 )𝜅

)
by 8.1.1.

Now, suppose for any 𝑎 ∈ Φ, either 𝑓 (𝑎) = 𝑔(𝑎) or 𝑓 (−𝑎) = 𝑔(−𝑎). Then

Ψ𝑓 ,𝑔 := {𝑎 ∈ Φ | 𝑓 (𝑎) = 𝑔(𝑎)}

is a parabolic subset. The image of (𝔘𝑎,𝑔(𝑎))𝜅 in (𝔊 𝑓 )𝜅 is either the entire (𝔘𝑎, 𝑓 (𝑎))𝜅
if 𝑎 ∈ Ψ𝑓 ,𝑔 or contained in ℛ𝑢

((𝔊 𝑓 )𝜅
)

if 𝑎 ∉ Ψ𝑓 ,𝑔. So the image of (𝔊𝑔)𝜅 in 𝔊 𝑓 is

generated by T and U𝑎 for all 𝑎 ∈ Ψ. This shows that the image P 𝑓 ,𝑔 is a parabolic

subgroup of𝔊 𝑓 with parabolic subset Ψ𝑓 ,𝑔.

Example 8.1.3. Let Ω be a set in an apartment containing a special point 𝑥. Then we

have 𝑓Ω ⩾ 𝑓𝑥 and for any 𝑎 ∈ Φ, either 𝑓Ω (𝑎) = 𝑓𝑥 (𝑎) or 𝑓Ω (−𝑎) = 𝑓𝑥 (−𝑎). Hence,

above applies, and we get a parabolic subgroup of𝔊 𝑓𝑥 .

First note that 𝑃𝑜 is a parahoric subgroup of 𝐺: it is indeed 𝑃 𝑓𝑜 using the notations in

Example 4.3.4. Then we have a generating root group datum (𝑇𝑜, (𝑈𝑜,𝑎)𝑎∈Φ) of type Φ

in the quotient 𝑃𝑜/𝑃 𝑓 ∗𝑜 , following 4.3.8. Moreover, using Theorem 4.2, we can see that

this datum arises from a split reductive group over 𝜅.

Lemma 8.1.4. Let 𝑓 be a concave function on Φ. Denote the unipotent radical and the

reductive quotient of (𝔊 𝑓 )𝜅 by ℜ 𝑓 and𝔊 𝑓 respectively. Let 𝔗 𝑓 (resp. 𝔘 𝑓 ,𝑎) be the image

of (𝔗0)𝜅 (resp. (𝔘𝑎, 𝑓 (𝑎))𝜅) in 𝔊 𝑓 . Then (𝔊 𝑓 ,𝔗 𝑓 ) is a split reductive group with root

system Φ 𝑓 and root subgroups (𝔘 𝑓 ,𝑎)𝑎∈Φ 𝑓 . Moreover, the generating root group datum

(𝑇 𝑓 , (𝑈 𝑓 ,𝑎)𝑎∈Φ 𝑓 ) associated to (𝔊 𝑓 ,𝔗 𝑓 ) is the same as in 4.3.8.
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Proof. Applying Theorem 4.2 to 𝑓 , we see that:

(i). (𝔗0)𝜅 is a split maximal torus in (𝔊 𝑓 )𝜅, the pair
((𝔊 𝑓 )𝜅, (𝔗0)𝜅

)
has root system

Φ, and for any 𝑎 ∈ Φ, (𝔘𝑎, 𝑓 (𝑎))𝜅 is the root subgroup associated to it.

We also refer to [BT-2, 4.6.4] for a direct proof.

By [BT-2, 1.1.11], the multiplication morphism

(∗)
∏
𝑎∈Φ−𝑓

(
ℜ 𝑓 ∩(𝔘𝑎, 𝑓 (𝑎))𝜅

)
·ℛ𝑢((𝔗0)𝜅) ·

∏
𝑎∈Φ+𝑓

(
ℜ 𝑓 ∩(𝔘𝑎, 𝑓 (𝑎))𝜅

)
ℜ 𝑓

is an isomorphism. Hence, (i) implies that first statement of this lemma except that the

root system is Φ 𝑓 .

Next, applying Theorem 4.2 to both 𝑓 and 𝑓 ∗, and using the inductive systems in 4.4.1

and 4.4.2, we see that the inclusion 𝑃 𝑓 ∗ ⊆ 𝑃 𝑓 extends to a homomorphism 𝔊 𝑓∗ → 𝔊 𝑓

so that

(ii). through the homomorphism (𝔊 𝑓∗)𝜅 → (𝔊 𝑓 )𝜅, the unipotent group (𝔗0+)𝜅 is

mapped onto the unipotent radical ℛ𝑢((𝔗0)𝜅) of (𝔗0)𝜅, and for any 𝑎 ∈ Φ, (𝔘𝑎, 𝑓 ∗ (𝑎))𝜅
is mapped onto the intersection of the unipotent radical ℜ 𝑓 and the root subgroup

(𝔘𝑎, 𝑓 (𝑎))𝜅.

We also refer to [BT-2, 4.6.10] for another proof.

Now, (ii) tells us that, through the reduction 𝑃 𝑓 ∗ ⊆ 𝑃 𝑓 ↠ 𝔊 𝑓 (𝜅), 𝑇0+ (resp. 𝑈𝑎, 𝑓 ∗ (𝑎))

is mapped to the group of 𝜅-points of ℛ𝑢((𝔗0)𝜅) (resp. ℜ 𝑓 ∩(𝔘𝑎, 𝑓 (𝑎))𝜅). Note that,

ℜ 𝑓 ∩(𝔘𝑎, 𝑓 (𝑎))𝜅 is the entire (𝔘𝑎, 𝑓 (𝑎))𝜅 if and only if 𝑓 (𝑎) = 𝑓 ∗(𝑎). Then, using the

isomorphism Eq. (∗), the second statement of the lemma follows, and we see that the

root system of (𝔊 𝑓 ,𝔗 𝑓 ) is Φ 𝑓 . □
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Now, back to our situation. Let 𝑃𝑜 denote the quotient 𝑃𝑜/𝑃 𝑓 ∗𝑜 and 𝑃𝑜,𝑥 the image of

𝑃𝑜,𝑥 in it. Then we claim that 𝑃𝑜,𝑥 is the group of 𝜅-points of a parabolic subgroup 𝔓𝑜,𝑥

of𝔊𝑜, the reductive quotient of (𝔊 𝑓𝑜)𝜅. To see this, first note that 𝑃𝑜,𝑥 is the group 𝑃 𝑓{𝑜,𝑥}

defined in Example 4.3.4. Then we consider the following lemma.

Lemma 8.1.5. Let 𝑓 , 𝑔 be two concave functions on Φ with 𝑔 ⩾ 𝑓 . Suppose

Ψ𝑓 ,𝑔 := {𝑎 ∈ Φ | 𝑓 (𝑎) = 𝑔(𝑎)}

is a parabolic subset of Φ. Then the image of (𝔊𝑔)𝜅 in𝔊 𝑓 is a parabolic subgroup 𝔓 𝑓 ,𝑔

containing 𝔗 𝑓 , corresponding to the parabolic subset Ψ𝑓 ,𝑔.

Proof. Since 𝑔 ⩾ 𝑓 , we have 𝑃𝑔 ⊆ 𝑃 𝑓 , which extends to a homomorphism 𝔊𝑔 → 𝔊 𝑓 .

By the proof of Lemma 8.1.4, we have the follows. First, since 𝑔∗ ⩾ 𝑓 ∗, the image

of ℛ𝑢
((𝔊𝑔)𝜅

)
in (𝔊 𝑓 )𝜅 is contained in ℛ𝑢

((𝔊 𝑓 )𝜅
)
. Then, for each 𝑎 ∈ Φ, the image

of (𝔘𝑎,𝑔(𝑎))𝜅 in (𝔊 𝑓 )𝜅 is either the entire (𝔘𝑎, 𝑓 (𝑎))𝜅 if 𝑔(𝑎) = 𝑓 (𝑎) or is contained in

ℛ𝑢
((𝔊 𝑓 )𝜅

)
if 𝑔(𝑎) ⩾ 𝑓 ∗(𝑎). Therefore, the image of (𝔊𝑔)𝜅 in 𝔊 𝑓 is generated by 𝔗 𝑓

and 𝔘 𝑓 ,𝑎 for all 𝑎 ∈ Ψ. Then the statement follows. □

The parabolic subset of Φ corresponding to 𝔓𝑜,𝑥 is

Ψ𝑜,𝑥 := {𝑎 ∈ Φ | 𝑎(𝑥) ⩾ 0}.

Now, we choose a Weyl chamber 𝑣𝐶 such that 𝑥 ∈ 𝑜 + 𝑣𝐶. Let Φ+ be the system of

positive roots corresponding to 𝑣𝐶. Then we have Ψ𝑜,𝑥 = Φ+ ∪ Φ𝑜,𝑥 , where Φ𝑜,𝑥 is the

root subsystem associated to the concave function 𝑓{𝑜,𝑥}:

Φ𝑜,𝑥 :=
{
𝑎 ∈ Φ

�� 𝑓{𝑜,𝑥} (𝑎) ∈ Γ, 𝑓{𝑜,𝑥} (𝑎) + 𝑓{𝑜,𝑥} (−𝑎) = 0
}
= {𝑎 ∈ Φ | 𝑎(𝑥) = 0}.
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The simple roots in Φ+ ∩ Φ𝑜,𝑥 form a type 𝐼𝑜,𝑥 (see Conventions 2.4.5 and 3.5.3).

Convention 8.1.6. Fix a choice of 𝑣𝐶. We say a point 𝑥 ∈ 𝑜 + 𝑣𝐶 has type 𝐼 if 𝐼𝑜,𝑥 = 𝐼.

At this stage, we have

(8.1.1)
[
𝑃𝑜 : 𝑃𝑜,𝑥

]
=

[
𝑃𝑜 : 𝑃𝑜,𝑥

] · [𝑃 𝑓 ∗𝑜 : 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥
]
,

where 𝑃𝑜 is (the group of 𝜅-points of) a splittable reductive group with root system Φ,

𝑃𝑜,𝑥 is (the group of 𝜅-points of) a parabolic subgroup of the former having type 𝐼𝑜,𝑥 ,

and 𝑃 𝑓 ∗𝑜 is a pro-unipotent group in the sense that it is a projective limit of groups, each

of them is the group of 𝜅-points of an unipotent group over 𝜅.

§ 8.2. Poincaré polynomials of parabolic subgroups

This section treats the first factor
[
𝑃𝑜 : 𝑃𝑜,𝑥

]
in Eq. (8.1.1). That is the index of (the

group of 𝜅-points of) a parabolic subgroup in a splittable reductive group over 𝜅.

Let (G, T) be a split reductive group over 𝜅 and (P, 𝑣𝐹,Ψ, 𝐼) a quadruple as in

Proposition 3.5.2. Then G(𝜅) acts strongly transitively and type-preserving on the Tits

building 𝑣
ℬ of G, and P(𝜅) is the stabilizer of 𝑣𝐹. Hence, the quotient G(𝜅)/P(𝜅) counts

the facets in 𝑣
ℬ having type 𝐼. Note that G(𝜅)/P(𝜅) ∼= G/P(𝜅) according to Lang’s

theorem (see, e.g. [Mil17, 17.98]).

Let 𝑣W be the Weyl group of (G, T). Then the generalized Bruhat decomposition

(see, e.g. [Mil17, 21.h and 21.i]) says that

G/P =
⊔

𝑤̄∈𝑣W/𝑣𝑊𝐼

C(𝑤̄) ∼=
⊔

𝑤∈𝑣W 𝐼

C(𝑤),
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where each C(𝑤̄) (as well as C(𝑤)) is an affine space of dimension ℓ(𝑤) (the length

of 𝑤 in 𝑣W), called the Schubert cell of 𝑤, 𝑣𝑊𝐼 is the subgroup of 𝑣W generated by

reflections with respect to the simple roots in 𝐼, and 𝑣W 𝐼 is a system of representatives.

Definition 8.2.1. The Poincaré polynomial of the pair (Φ, 𝐼) is the following:

(8.2.1) 𝒫Φ;𝐼 (𝑧) :=
∑︁
𝑤∈𝑣W 𝐼

𝑧ℓ(𝑤) .

When 𝐼 = ∅, it is denoted by 𝒫Φ and called the Poincaré polynomial of Φ.

Then we have G/P(𝜅) = 𝒫Φ;𝐼 (𝑞). Note that the image of
∏

𝑎∈Φ\Ψ U𝑎 → G/P is the

big cell. Hence, deg
(
𝒫Φ;𝐼

)
= |Φ \ Ψ|.

At this stage, we already know that:

Lemma 8.2.2. The index
[
𝑃𝑜 : 𝑃𝑜,𝑥

]
is computed by an integral polynomial 𝒫Φ;𝐼 of

degree |Φ \ Ψ|.

The rest of this section aims to deduce 𝒫Φ;𝐼 from the information of (Φ, 𝐼).

Lemma 8.2.3. 𝒫Φ;𝐼 = 𝒫Φ/𝒫Φ𝐼 , where Φ𝐼 is the root subsystem of Φ generated by 𝐼.

Proof. Let B be a Borel subgroup of G contained in P. Then we have

(∗) [
𝐺 : 𝑃

]
=

[
𝐺 : 𝐵

] · [𝑃 : 𝐵
]
.

Let L be the Levi subgroup of P. Then (L, T) is a split reductive group with root system

Φ𝐼 . Moreover, B∩ L is a Borel subgroup of L. Then we have

P/B = B L/B = L/B∩ L .

Applying this to Eq. (∗), the statement follows. □
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Lemma 8.2.4. Suppose Φ can be decomposed into root subsystems Φ1, · · · ,Φ𝑠. Then

we have 𝒫Φ (𝑧) = 𝒫Φ1 · · ·𝒫Φ𝑠 .

Proof. This is because the decomposition of split reductive groups corresponds to the

decomposition of Weyl groups and root systems. □

Hence, it suffices to know the Poincaré polynomials of irreducible root systems.

When Φ is irreducible of type 𝑋𝑛, we will denote its Poincaré polynomial by 𝒫𝑋𝑛 .

Lemma 8.2.5. Let Φ be a reduced root system of rank 𝑛. Then there are positive integers

𝑑1, · · · , 𝑑𝑛 depending only on the Weyl group 𝑊 of Φ, such that

𝒫Φ (𝑧) =
𝑛∏
𝑖=1
[𝑑𝑖] (𝑧),

where [𝑑] (𝑧) := 1 + 𝑧 + · · · + 𝑧𝑑−1.

Proof. Let G be a complex semisimple group, T a maximal torus in it, and B a Borel

subgroup of G containing T. Let Φ be the associated root system, 𝑣W the Weyl group,

and 𝕍 be the complexification of the coroot space. Then we have:

(i). The complex singular cohomology ring of G/B vanishes at odd degree and has a

basis dual to the Schubert cells (see [BGG73]).

(ii). The Borel’s theorem (see [Bor53]) says that, after dividing degree by two, the

complex singular cohomology ring of G/B is isomorphic to the coinvariant

algebra ℂ[𝕍 ]𝑣W , which is ℂ[𝕍 ] ⊗ℂ[𝕍 ]𝑣W ℂ, where ℂ[𝕍 ] is the ring of complex

polynomial functions on 𝕍 and ℂ[𝕍 ]𝑣W is the subalgebra of invariant.

(iii). The Chevalley-Shephard-Todd theorem (see [Bourbaki, chap.VI, §3 no.3 thm.3])

says that ℂ[𝕍 ]𝑣W is a polynomial algebra generated by homogeneous polynomials

on 𝕍 . Let 𝑑1, · · · , 𝑑𝑛 be the degrees of them.
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Recall that the Hilbert-Poincaré series of a graded commutative ℂ-algebra 𝑆• is

defined to be
∑
𝑑 dimℂ(𝑆𝑑)𝑧𝑑 . Now, considering the Hilbert-Poincaré series of above

graded algebras, the statement follows. □

The numbers 𝑑1, · · · , 𝑑𝑛 are called the degrees of 𝑣W (and of Φ). When Φ is

irreducible, they can be found in [Bourbaki, chap.VI, §4].

For irreducible root systems of type 𝐴𝑛, 𝐵𝑛, 𝐶𝑛, and 𝐷𝑛, the explicit formulas for their

Poincaré polynomials 𝒫𝑋𝑛;𝐼 with various types 𝐼 are listed in Appendix A.

§ 8.3. Concave functions

This section treats the second factor
[
𝑃 𝑓 ∗𝑜 : 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥

]
in Eq. (8.1.1). It has to be a

power of 𝑞 since 𝑃 𝑓 ∗𝑜 is a pro-unipotent group.

First, let 𝑓𝑜∗𝑥 be the following concave function:

𝑓𝑜∗𝑥 : 𝑎 ∈ Φ̃ ↦−→ max
{
𝑓 ∗𝑜 (𝑎), 𝑓{𝑜,𝑥} (𝑎)

}
= max{0+,−𝑎(𝑥)}.

Then, from the definition of 𝑃 𝑓 , we have 𝑃 𝑓𝑜∗𝑥 = 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥 . Note that both 𝑓𝑜∗𝑥 and 𝑓 ∗𝑜

take the value 0+ at 0 ∈ Φ̃.

Lemma 8.3.1. Let 𝑓 , 𝑔 be two concave functions on Φ̃ such that 𝑓 (0) = 𝑔(0) > 0 and

𝑔 ⩾ 𝑓 . Then we have

(8.3.1)
[
𝑃 𝑓 : 𝑃𝑔

]
=

∏
𝑎∈Φ

��𝜑−1
𝑎 [ 𝑓 (𝑎), 𝑔(𝑎)]

��,
where 𝜑 = (𝜑𝑎)𝑎∈Φ is the valuation corresponding to the reference point 𝑜.

Proof. There are two ways to show this. By 4.4.1 and 4.4.2, we can extend the

decomposition Eq. (3.3.1) to obtain a Lie algebra version of Eq. (8.3.1). Hence, if the
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§8.3. Concave functions

characteristic of 𝐾 is 0, the statement follows from the bĳective exponential maps of

unipotent groups.

In general case, we can consider the morphism 𝔊𝑔 →𝔊 𝑓 obtained by extending the

inclusion 𝑃𝑔 ⊆ 𝑃 𝑓 . Then the multiplicative morphism Eq. (4.4.2) induces the following

commutative diagram for all positive integer 𝑖.

∏
𝑎∈Φ−

𝔘𝑎,𝑔(𝑎)
(
𝐾◦/𝜛𝑖

)
· 𝔗𝑔(0)

(
𝐾◦/𝜛𝑖

)
·
∏
𝑎∈Φ+

𝔘𝑎,𝑔(𝑎)
(
𝐾◦/𝜛𝑖

)
𝔊𝑔

(
𝐾◦/𝜛𝑖

)

∏
𝑎∈Φ−

𝔘𝑎, 𝑓 (𝑎)
(
𝐾◦/𝜛𝑖

)
· 𝔗 𝑓 (0)

(
𝐾◦/𝜛𝑖

)
·
∏
𝑎∈Φ+

𝔘𝑎, 𝑓 (𝑎)
(
𝐾◦/𝜛𝑖

)
𝔊 𝑓

(
𝐾◦/𝜛𝑖

)

By Theorem 4.2.(iii), since 𝑓 (0) > 0 and 𝑔(0) > 0, the horizontals are isomorphisms.

Since 𝑓 (0) = 𝑔(0), at the level of 𝐾◦/𝜛𝑖, we have

Coker
(
𝔊𝑔

(
𝐾◦/𝜛𝑖

)
→𝔊 𝑓

(
𝐾◦/𝜛𝑖

))
∼=

∏
𝑎∈Φ

Coker
(
𝔘𝑎,𝑔(𝑎)

(
𝐾◦/𝜛𝑖

)
→ 𝔘𝑎, 𝑓 (𝑎)

(
𝐾◦/𝜛𝑖

))
.

By 4.4.2, for each 𝑎 ∈ Φ, we have

Coker
(
𝔘𝑎,𝑔(𝑎)

(
𝐾◦/𝜛𝑖

)
→ 𝔘𝑎, 𝑓 (𝑎)

(
𝐾◦/𝜛𝑖

))
∼= Coker

(
𝑈𝑎,𝑔(𝑎) ⊗𝐾◦ 𝐾◦/𝜛𝑖 → 𝑈𝑎, 𝑓 (𝑎) ⊗𝐾◦ 𝐾◦/𝜛𝑖

)
= 𝑈𝑎, 𝑓 (𝑎)/𝑈𝑎,𝑔(𝑎) ⊗𝐾◦ 𝐾◦/𝜛𝑖 = 𝜑−1

𝑎 [ 𝑓 (𝑎), 𝑔(𝑎)] ⊗𝐾◦ 𝐾◦/𝜛𝑖,

which equals 𝜑−1
𝑎 [ 𝑓 (𝑎), 𝑔(𝑎)] if 𝑖 · val(𝜛) > 𝑔(𝑎) − 𝑓 (𝑎) (see Example 4.1.7).
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Chapter 8. Formula of the Simplicial Volume

Now, we pass to the limit of the following projective system of homomorphisms.

· · · 𝔊𝑔
(
𝐾◦/𝜛𝑖+1) 𝔊𝑔

(
𝐾◦/𝜛𝑖

) · · · 𝔊𝑔 (𝜅)

· · · 𝔊 𝑓
(
𝐾◦/𝜛𝑖+1) 𝔊 𝑓

(
𝐾◦/𝜛𝑖

) · · · 𝔊 𝑓 (𝜅)

Then we have

𝑃 𝑓/𝑃𝑔 = lim←−−
𝑖

Coker
(
𝔊𝑔

(
𝐾◦/𝜛𝑖

)
→𝔊 𝑓

(
𝐾◦/𝜛𝑖

))

= lim←−−
𝑖

∏
𝑎∈Φ

𝜑−1
𝑎 [ 𝑓 (𝑎), 𝑔(𝑎)] ⊗𝐾◦ 𝐾◦/𝜛𝑖 =

∏
𝑎∈Φ

𝜑−1
𝑎 [ 𝑓 (𝑎), 𝑔(𝑎)].

Then Eq. (8.3.1) follows. □

Applying Eq. (8.3.1) to 𝑓𝑜∗𝑥 and 𝑓 ∗𝑜 , we have

[
𝑃 𝑓 ∗𝑜 : 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥

]
=

∏
𝑎∈Φ

𝜑−1
𝑎 [0+,max{0+,−𝑎(𝑥)}]

=
∏
𝑎∈Φ

𝜑−1
−𝑎 [0+,max{0+, 𝑎(𝑥)}].

Then by the definition of 𝜑 (see Example 4.1.7), we have

[
𝑃 𝑓 ∗𝑜 : 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥

]
=

∏
𝑎∈Φ

exp𝑞
( ⌈max{0+, 𝑎(𝑥)}⌉ − ⌈0+⌉

val(𝜛)

)
(8.3.2)

=
∏
𝑎(𝑥)>0

exp𝑞
( ⌈𝑎(𝑥)⌉ − ⌈0+⌉

val(𝜛)

)
,

where exp𝑞( · ) is the exponent function with base 𝑞.
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§ 8.4. Fundamental domain and the proof of

Theorem 1.4

The following lemma gives us a fundamental domain of 𝑃𝑜 in ℬ.

Lemma 8.4.1. The convex cone 𝑜 + 𝑣𝐶 is a fundamental domain of 𝑃𝑜.

Proof. Let 𝑥 be any point in ℬ. We need to show that there exists some 𝑔𝑥 ∈ 𝑃𝑜

mapping 𝑥 into 𝑜 + 𝑣𝐶. First, let 𝑔.𝔸 be an apartment containing both 𝑜 and 𝑥. More

precisely, suppose 𝑜 = [𝑔, 𝑜+v0] and 𝑥 = [𝑔, 𝑜+v]. Then, from the equivalence relation

in Definition 4.2.9, there is an 𝑛 ∈ 𝑁, such that 𝑜 + v0 = 𝜈(𝑛).𝑜 and 𝑔𝑛 ∈ 𝑃𝑜. Let v1 ∈ 𝕍
be the vector 𝜈(𝑛)−1.(𝑜 + v) − 𝑜. Since 𝑣𝐶 is the fundamental domain of 𝑣W in 𝕍 , there

is a 𝑤 ∈ 𝑣W such that 𝑤.v1 ∈ 𝑣𝐶. Now, let 𝑛1 be a preimage of 𝑤 under 𝑁𝑜 →𝑊𝑜
∼= 𝑣W.

Then 𝑛1𝑛−1𝑔−1 ∈ 𝑃𝑜 and it maps 𝑥 into 𝑜 + 𝑣𝐶.

On the other hand, if there are two points 𝑥, 𝑦 ∈ 𝑜 + 𝑣𝐶 such that 𝑦 = 𝑔.𝑥 for some

𝑔 ∈ 𝑃𝑜. Then, by the vectorial Bruhat decomposition [BT-1, 7.3.4], we have

𝑔 = ℎ1𝑛ℎ2,

where ℎ1, ℎ2 ∈ 𝐵𝑜,𝑣𝐶 and 𝑛 ∈ 𝑁. Therefore, 𝑛 ∈ 𝑁𝑜, which implies 𝑥 = 𝑦 since 𝑜 + 𝑣𝐶 is

the fundamental domain of 𝑊𝑜. □

We will denote 𝑜 + 𝑣𝐶 by 𝒟
(
𝑣𝐶

)
to emphasize that it is a fundamental domain.
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Chapter 8. Formula of the Simplicial Volume

Applying Lemma 8.4.1 to Eq. (8.0.1) and using Eq. (8.1.1), we have

SV(𝑟) =
∑︁

𝑥∈𝐵(𝑟)∩𝒟(𝑣𝐶)

[
𝑃𝑜 : 𝑃𝑜,𝑥

] · [𝑃 𝑓 ∗𝑜 : 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥
]
,(8.4.1)

SSA(𝑟) =
∑︁

𝑥∈𝜕(𝑟)∩𝒟(𝑣𝐶)

[
𝑃𝑜 : 𝑃𝑜,𝑥

] · [𝑃 𝑓 ∗𝑜 : 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥
]
.(8.4.2)

By Lemma 8.2.2, the first factor
[
𝑃𝑜 : 𝑃𝑜,𝑥

]
is computed by the Poincaré polynomial

𝒫Φ;𝐼𝑜,𝑥 (𝑞), which depends only on the type of 𝑥 (see Convention 8.1.6). Hence, we can

decompose the index sets 𝐵(𝑟) ∩𝒟(
𝑣𝐶

)
and 𝜕(𝑟) ∩𝒟(

𝑣𝐶
)

according to the types:

𝐵(𝑟, 𝑣𝐶, 𝐼) :=
{
𝑥 ∈ 𝐵(𝑟) ∩𝒟(𝑣𝐶) �� 𝑥 has type 𝐼

}
,(8.4.3)

𝜕(𝑟, 𝑣𝐶, 𝐼) :=
{
𝑥 ∈ 𝜕(𝑟) ∩𝒟(𝑣𝐶) �� 𝑥 has type 𝐼

}
.(8.4.4)

Then Eqs. (8.4.1) and (8.4.2) become the following ones:

SV(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
∑︁

𝑥∈𝐵(𝑟,𝑣𝐶,𝐼)

[
𝑃 𝑓 ∗𝑜 : 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥

]
,

SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
∑︁

𝑥∈𝜕(𝑟,𝑣𝐶,𝐼)

[
𝑃 𝑓 ∗𝑜 : 𝑃 𝑓 ∗𝑜 ∩ 𝑃𝑜,𝑥

]
.

Applying Eq. (8.3.2) to the above, we have

SV(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
∑︁

𝑥∈𝐵(𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

exp𝑞
( ⌈𝑎(𝑥)⌉ − ⌈0+⌉

val(𝜛)

)
,

SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
∑︁

𝑥∈𝜕(𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

exp𝑞
( ⌈𝑎(𝑥)⌉ − ⌈0+⌉

val(𝜛)

)
.

Note that, the ceiling function ⌈ · ⌉ used here follows Definition 4.3.1. If we use the

usual ceiling function instead and note that deg
(
𝒫Φ;𝐼𝑜,𝑥

)
=

��Φ \ Ψ𝐼𝑜,𝑥

�� equals the number
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of roots 𝑎 ∈ Φ such that 𝑎(𝑥) > 0, then we obtain the following formulas:

SV(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
𝑞deg(𝒫Φ;𝐼)

∑︁
𝑥∈𝐵(𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

𝑞⌈𝑎(𝑥)⌉ ,(8.4.5)

SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
𝑞deg(𝒫Φ;𝐼)

∑︁
𝑥∈𝜕(𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

𝑞⌈𝑎(𝑥)⌉ .(8.4.6)

This proves Theorem 8.1.

Remark. If the valuation val( · ) is normalized, namely val(𝜛) = 1 and hence Γ equals

the additive group of integers ℤ, then the two versions of ceiling functions ⌈ · ⌉ coincide

and the formulas Eqs. (8.4.5) and (8.4.6) can be understood in either way.

Convention 8.4.2. From now on, we assume the valuation val( · ) is normalized.

§ 8.5. Variants of the simplicial volume

Let 𝜏 : V → ℑ be a function factoring through the type function 𝑥 ↦→ 𝐼𝑥,𝑜. Then we

can define the 𝜏-variants of the simplicial volume SV( · ) and the simplicial surface

area SSA( · ) as follows. For any † ∈ ℑ, the quantities SV†(𝑟) and SSA†(𝑟) count the

following sets respectively:

𝐵†(𝑟) := {𝑥 ∈ 𝐵(𝑟) | 𝜏(𝑥) = †},

𝜕†(𝑟) := {𝑥 ∈ 𝜕(𝑟) | 𝜏(𝑥) = †}.

Following Eqs. (8.4.3) and (8.4.4), we can introduce the following subsets:

𝐵†(𝑟, 𝑣𝐶, 𝐼) :=
{
𝑥 ∈ 𝐵†(𝑟) ∩𝒟

(𝑣𝐶) �� 𝑥 has type 𝐼
}
,

𝜕†(𝑟, 𝑣𝐶, 𝐼) :=
{
𝑥 ∈ 𝜕†(𝑟) ∩𝒟

(𝑣𝐶) �� 𝑥 has type 𝐼
}
.
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Chapter 8. Formula of the Simplicial Volume

Then the same argument for Theorem 8.1 works and gives us the following formulas:

SV†(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
𝑞deg(𝒫Φ;𝐼)

∑︁
𝑥∈𝐵† (𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

𝑞⌈𝑎(𝑥)⌉ ,(8.5.1)

SSA†(𝑟) =
∑︁
𝐼⊆Δ

𝒫Φ;𝐼 (𝑞)
𝑞deg(𝒫Φ;𝐼)

∑︁
𝑥∈𝜕† (𝑟,𝑣𝐶,𝐼)

∏
𝑎(𝑥)>0

𝑞⌈𝑎(𝑥)⌉ .(8.5.2)

Such variants may be interesting when we need to focus on certain types of vertices (for

instance, when not all vertices are special). In this dissertation, we will consider † =
“being special”, although other variants are also worth considering.
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The Index Sets

The purpose of this chapter is to deduce explicit descriptions of the index sets 𝐵(𝑟, 𝑣𝐶, 𝐼)
and 𝜕(𝑟, 𝑣𝐶, 𝐼) in Theorem 8.1 from a careful study of the vertices in the affine apartments

of split type 𝐴𝑛, 𝐶𝑛, 𝐵𝑛, and 𝐷𝑛 respectively.

The following example may give the reader some intuition.

𝑎1

𝑎2

𝐵(2,■, 𝑎1) = {•, •}, 𝐵(2,■, 𝑎2) = {•, •},
𝐵(2,■, Δ) = {•}, 𝐵(2,■, ∅) = {•}.

Figure 9.1. Examples of index sets 𝐵(𝑟, 𝑣𝐶, 𝐼) in 𝒜(𝐴2).
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§ 9.1. Generalities

We will keep notations and conventions in § 6.2. Then we can describe the index set

𝐵(𝑟, 𝑣𝐶, 𝐼) and 𝜕(𝑟, 𝑣𝐶, 𝐼) as follows.

First, by Theorem 6.1, we see that

𝐵(𝑟) ∩ D (𝑣𝐶)
= D (𝑣𝐶) ∩V ∩𝛼−𝑎0+𝑟,

𝜕(𝑟) ∩ D (𝑣𝐶)
= D (𝑣𝐶) ∩V ∩(𝛼−𝑎0+𝑟 \ 𝛼−𝑎0+𝑟−1).

For a type 𝐼, let 𝑣𝐶 𝐼 denote the face of 𝑣𝐶 having type 𝐼:

𝑣𝐶 𝐼 := {v ∈ 𝕍 | ∀𝑎 ∈ 𝐼, 𝑎(v) = 0;∀𝑎 ∈ Δ \ 𝐼, 𝑎(v) > 0}.

Recall that for any point 𝑥, its type is 𝐼𝑜,𝑥 = {𝑎 ∈ Δ | 𝑎(𝑥) = 0}. Hence, a point 𝑥 ∈ D (
𝑣𝐶

)
has type 𝐼 if and only if 𝑥 ∈ 𝑜 + 𝑣𝐶 𝐼 . Then we have

𝐵(𝑟, 𝑣𝐶, 𝐼) = (𝑜 + 𝑣𝐶 𝐼) ∩ V ∩𝛼−𝑎0+𝑟(9.1.1)

and

𝜕(𝑟, 𝑣𝐶, 𝐼) = (𝑜 + 𝑣𝐶 𝐼) ∩ V ∩(𝛼−𝑎0+𝑟 \ 𝛼−𝑎0+𝑟−1).(9.1.2)

Similar descriptions for the †-variants can be obtained similarly.

By Convention 2.4.5, a point 𝑥 has type 𝐼 if and only if it is of the form

𝑥 = 𝑜 + 𝑐1𝜔ℓ1 + · · · + 𝑐𝑡𝜔ℓ𝑡 .

Then the condition 𝑥 ∈ 𝑜+ 𝑣𝐶 𝐼 can be interpreted as “𝑐1, · · · , 𝑐𝑡 > 0”. Next, 𝑥 is a special

vertex if and only if 𝑐1, · · · , 𝑐𝑡 ∈ ℤ. Let † = “being special”. Then, by Eqs. (9.1.1)
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and (9.1.2), we have the following explicit descriptions:

𝐵†(𝑟, 𝑣𝐶, 𝐼) =


𝑥 = 𝑜 + 𝑐1𝜔ℓ1 + · · · + 𝑐𝑡𝜔ℓ𝑡

�������
𝑐1, · · · , 𝑐𝑡 ∈ ℤ>0,

ℎℓ1𝑐1 + · · · + ℎℓ𝑡 𝑐𝑡 ⩽ 𝑟



,(9.1.3)

𝜕†(𝑟, 𝑣𝐶, 𝐼) =


𝑥 = 𝑜 + 𝑐1𝜔ℓ1 + · · · + 𝑐𝑡𝜔ℓ𝑡

�������
𝑐1, · · · , 𝑐𝑡 ∈ ℤ>0,

ℎℓ1𝑐1 + · · · + ℎℓ𝑡 𝑐𝑡 = 𝑟



,(9.1.4)

where ℤ>0 denotes the set of positive integers.

§ 9.2. Index sets in ℬ(𝐴𝑛)

Let 𝐼 be a type and follow Convention 2.4.5. Since all vertices are special, by Eqs. (9.1.3)

and (9.1.4), we have the following explicit descriptions:

𝐵(𝑟, 𝑣𝐶, 𝐼) =


𝑥 = 𝑜 + 𝑐1𝜔ℓ1 + · · · + 𝑐𝑡𝜔ℓ𝑡

�������
𝑐1, · · · , 𝑐𝑡 ∈ ℤ>0,

𝑐1 + · · · + 𝑐𝑡 ⩽ 𝑟



,(9.2.1)

𝜕(𝑟, 𝑣𝐶, 𝐼) =


𝑥 = 𝑜 + 𝑐1𝜔ℓ1 + · · · + 𝑐𝑡𝜔ℓ𝑡

�������
𝑐1, · · · , 𝑐𝑡 ∈ ℤ>0,

𝑐1 + · · · + 𝑐𝑡 = 𝑟



.(9.2.2)

§ 9.3. Index sets in 𝒜(𝐶𝑛) (𝑛 ⩾ 2)

Let 𝐼 be a type and follow Convention 2.4.5. By introducing 𝜔′𝑖 = ℎ−1
𝑖 𝜔𝑖, we can write

a point 𝑥 having type 𝐼 as follows:

𝑥 = 𝑜 + 𝑐1𝜔′ℓ1
+ · · · + 𝑐𝑡𝜔′ℓ𝑡 .
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By Eq. (6.4.12), such an 𝑥 is a vertex if and only if 𝑐1, · · · , 𝑐𝑡 ∈ ℤ. Therefore, by

Eqs. (9.1.1) and (9.1.2), we have the following explicit description:

𝐵(𝑟, 𝑣𝐶, 𝐼) =


𝑥 = 𝑜 + 𝑐1𝜔′ℓ1

+ · · · + 𝑐𝑡𝜔′ℓ𝑡

�������
𝑐1, · · · , 𝑐𝑡 ∈ ℤ>0,

𝑐1 + · · · + 𝑐𝑡 ⩽ 𝑟



,(9.3.1)

𝜕(𝑟, 𝑣𝐶, 𝐼) =


𝑥 = 𝑜 + 𝑐1𝜔′ℓ1

+ · · · + 𝑐𝑡𝜔′ℓ𝑡

�������
𝑐1, · · · , 𝑐𝑡 ∈ ℤ>0,

𝑐1 + · · · + 𝑐𝑡 = 𝑟



.(9.3.2)

§ 9.4. Index sets in 𝒜(𝐵𝑛) (𝑛 ⩾ 3)

Let 𝐼 be a type and follow Convention 2.4.5. For any set X of points, we introduce the

following subsets:

(9.4.1)
X(𝐼) := (𝑜 + 𝑣𝐶 𝐼) ∩ X,

X(𝐼, 𝑟) := (𝑜 + 𝑣𝐶 𝐼) ∩ X ∩(𝛼−𝑎0+𝑟 \ 𝛼−𝑎0+𝑟−1).

Then we haveV(𝐼, 𝑟) = 𝜕(𝑟, 𝑣𝐶, 𝐼) by Eqs. (9.1.1) and (9.1.2).

9.4.1. By introducing 𝜔′𝑖 = ℎ−1
𝑖 𝜔𝑖, we can write a point 𝑥 having type 𝐼 as follows:

𝑥 = 𝑜 + 𝑐1𝜔′ℓ1
+ · · · + 𝑐𝑡𝜔′ℓ𝑡 .

Then 𝑎0(𝑥) ⩽ 𝑟 if and only if 𝑐1 + · · · + 𝑐𝑡 ⩽ 𝑟.

9.4.2. Consider the set 𝑜 + 1
2 P∨ and recall that ℎ1 = 1 while ℎ2 = · · · = ℎ𝑛 = 2. Let X0

be the set 𝑜 + ℤ𝜔′1 + · · · + ℤ𝜔′𝑛 and X1 = X0 −1
2𝜔1. Then we have

𝑜 + 1
2 P∨ = X0 ∪X1 .

This gives a superset of theV.
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By Lemma 6.5.1, the complement of V in 𝑜 + 1
2 P∨ is the restriction of Ξ. Inspired

by this and Definition 6.4.1, we can consider the following sets for each 𝐽 ⊆ {1, · · · , 𝑛}:

Ξ𝐽 := {𝑥 ∈ 𝔸 | 𝐽𝑥 = 𝐽} and X𝐽 := Ξ𝐽 ∩ 𝑜 + 1
2 P∨ .

Then we have

𝑜 + 1
2 P∨ \V = X{1} ∪X{1,2} ∪ · · · ∪ X{𝑛−1,𝑛} .

Note that, for any 𝐽, we have

(9.4.2) X𝐽 = X∅ −
∑︁
𝑗∈𝐽

1
2𝜔 𝑗.

Moreover, it is clear that X∅ is precisely 𝑜 + P∨, the set of special vertices.

9.4.3. Next, we consider X(𝐼) for above sets. First, if ℓ1 > 1, then V(𝐼) ⊆ X0(𝐼).
Otherwise, V(𝐼) ∩ X1(𝐼) ≠ ∅. For any 𝐽, it is clear that X𝐽 (𝐼) ≠ ∅ if and only if

𝐼 ∩ 𝐽 = ∅. If this is the case, we have the following refinement of Eq. (9.4.2):

(9.4.3) X𝐽 (𝐼) = X∅ (𝐼) −
∑︁
𝑗∈𝐽

1
2𝜔 𝑗.

9.4.4. Finally, we consider X(𝐼, 𝑟). First, it is clear that

(9.4.4) X0(𝐼, 𝑟) =



𝑥 = 𝑜 + 𝑐1𝜔′ℓ1

+ · · · + 𝑐𝑡𝜔′ℓ𝑡

����������

𝑐1, · · · , 𝑐𝑡 > 0,

𝑐1, · · · , 𝑐𝑡 ∈ ℤ>0,

𝑐1 + · · · + 𝑐𝑡 = 𝑟



.

Also note that

(9.4.5) X1(𝐼, 𝑟) = X0(𝐼, 𝑟) − 1
2𝜔1.

Then we need to work out X𝐽 (𝐼, 𝑟). For X∅ (𝐼, 𝑟), an explicit description is given in
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Eqs. (9.1.3) and (9.1.4). For general 𝐽, we have the following refinement of Eq. (9.4.3):

Lemma 9.4.5. Suppose 𝐼 ∩ 𝐽 = ∅. Then we have

X𝐽 (𝐼, 𝑟) = X∅ (𝐼, 𝑟 + |𝐽 | − 𝛿(𝐽)) −
∑︁
𝑗∈𝐽

1
2𝜔 𝑗,

where 𝛿(𝐽) is defined as follows:

𝛿(𝐽) =



1 if 1 ∈ 𝐽,

0 otherwise.

Proof. By Eq. (9.4.3), it suffices to show that for any 𝑥 ∈ X∅ (𝐼, 𝑟),

(∗)
⌈
𝑎0

(
𝑥 −

∑︁
𝑗∈𝐽

1
2𝜔 𝑗

)⌉
= 𝑎0(𝑥) − |𝐽 | + 𝛿(𝐽).

Note that 𝑎0(𝑥) ∈ ℤ and that

𝑎0

(∑︁
𝑗∈𝐽

1
2𝜔 𝑗

)
=



|𝐽 | − 1

2 if 1 ∈ 𝐽,

|𝐽 | otherwise.

Then Eq. (∗) follows. □

We illustrate above discussions by the following diagrams.

208



§9.4. Index sets in 𝒜(𝐵𝑛) (𝑛 ⩾ 3)

X0(𝐼, 𝑟)

V(𝐼, 𝑟)
⋃

𝐽={2,3},··· ,{𝑛−1,𝑛}
X𝐽 (𝐼, 𝑟)

⋃
𝐽={2,3},··· ,{𝑛−1,𝑛}

Ξ𝐽

V†(𝐼, 𝑟) = X∅ (𝐼, 𝑟)

Figure 9.2. Vertices of type 𝐼 in 𝒜(𝐵𝑛) (ℓ1 > 1)

⋃
□=0,1
X□(𝐼, 𝑟)

V(𝐼, 𝑟)
⋃

𝐽={1},{1,2},··· ,{𝑛−1,𝑛}
X𝐽 (𝐼, 𝑟)

⋃
𝐽={1},{1,2},··· ,{𝑛−1,𝑛}

Ξ𝐽

V†(𝐼, 𝑟) = X∅ (𝐼, 𝑟)

Figure 9.3. Vertices of type 𝐼 in 𝒜(𝐵𝑛) (ℓ1 = 1)
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§ 9.5. Index sets in 𝒜(𝐷𝑛) (𝑛 ⩾ 4)

Let 𝐼 be a type and follow Convention 2.4.5. Using the notations introduced in

Eq. (9.4.1), we haveV(𝐼, 𝑟) = 𝜕(𝑟, 𝑣𝐶, 𝐼).

9.5.1. We also have introduced the sets

X00,X10,X01,X11,X (0) , and X (1)

in Eq. (6.6.18). Inspired Lemmas 6.6.1 to 6.6.3 and Definition 6.4.1, we consider the

following sets for each 𝐽 ⊆ {1, · · · , 𝑛}:

Ξ𝐽 := {𝑥 ∈ 𝔸 | 𝐽𝑥 = 𝐽} and X𝐽 := Ξ𝐽 ∩ 𝑜 + 1
2ℤ

𝑛.

Note that 𝑜 + 1
2ℤ

𝑛 = X (0) ∪X (1) . Then we have

𝑜 + 1
2ℤ

𝑛 \ V

= X{1} ∪X{1,2} ∪ · · · ∪ X{𝑛−3,𝑛−2}

∪ X{𝑛−1,𝑛} ∪X{𝑛−2,𝑛−1,𝑛} .

Note that, for any 𝐽, we have

(9.5.1) X𝐽 = X∅ −
∑︁
𝑗∈𝐽

1
2𝜔 𝑗.

Moreover, it is clear that X∅ is precisely 𝑜 + P∨, the set of special vertices.

9.5.2. Next, we consider X(𝐼) for above sets.

First, if {𝑛 − 1, 𝑛} ∩ 𝐼 ≠ ∅ thenV(𝐼) ⊆ X (0) (𝐼). Otherwise,V(𝐼) ∩ X (1) (𝐼) ≠ ∅. In
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each case, we have

V(𝐼) ∩ (X10(𝐼) ∪ X11(𝐼)) = ∅ ⇐⇒ ℓ1 > 1.

For any 𝐽, it is clear that

X𝐽 (𝐼) ≠ ∅ ⇐⇒ 𝐼 ∩ 𝐽 = ∅.

If this is the case, we have the following refinement of Eq. (9.5.1):

(9.5.2) X𝐽 (𝐼) = X∅ (𝐼) −
∑︁
𝑗∈𝐽

1
2𝜔 𝑗.

9.5.3. Finally, we consider X(𝐼, 𝑟).
First, it is clear that

(9.5.3) X00(𝐼, 𝑟) =



𝑥 = 𝑜 + 𝑐1𝜔′ℓ1

+ · · · + 𝑐𝑡𝜔′ℓ𝑡

����������

𝑐1, · · · , 𝑐𝑡 > 0,

𝑐1, · · · , 𝑐𝑡 ∈ ℤ>0,

𝑐1 + · · · + 𝑐𝑡 = 𝑟



.

Then the followings follow from Eq. (6.6.18):

X01(𝐼, 𝑟) = X00(𝐼, 𝑟 + 1) − 1
2 (𝜔𝑛−1 + 𝜔𝑛),(9.5.4)

X10(𝐼, 𝑟) = X00(𝐼, 𝑟) − 1
2𝜔1,(9.5.5)

X11(𝐼, 𝑟) = X00(𝐼, 𝑟 + 1) − 1
2 (𝜔1 + 𝜔𝑛−1 + 𝜔𝑛).(9.5.6)

Then we need to work out X𝐽 (𝐼, 𝑟):

• For X∅ (𝐼, 𝑟), an explicit description is given in Eqs. (9.1.3) and (9.1.4).

• For general 𝐽, we have the following refinement of Eq. (9.5.2).
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Lemma 9.5.4. Suppose 𝐼 ∩ 𝐽 = ∅. Then we have

X𝐽 (𝐼, 𝑟) = X∅ (𝐼, 𝑟 + |𝐽 | − 𝛿(𝐽)) −
∑︁
𝑗∈𝐽

1
2𝜔 𝑗,

where 𝛿(𝐽) is defined as follows:

𝛿(𝐽) =




2 if {1, 𝑛 − 1, 𝑛} ⊆ 𝐽,

0 if {1, 𝑛 − 1, 𝑛} ∩ 𝐽 = ∅,

1 otherwise.

Proof. By Eq. (9.4.3), it suffices to show that for any 𝑥 ∈ X∅ (𝐼, 𝑟),

(∗)
⌈
𝑎0

(
𝑥 −

∑︁
𝑗∈𝐽

1
2𝜔 𝑗

)⌉
= 𝑎0(𝑥) − |𝐽 | + 𝛿(𝐽).

Note that 𝑎0(𝑥) ∈ ℤ and that

𝑎0

(∑︁
𝑗∈𝐽

1
2𝜔 𝑗

)
=




|𝐽 | − 3
2 if {1, 𝑛 − 1, 𝑛} ⊆ 𝐽,

|𝐽 | − 1 if 1 ∉ 𝐽 but {𝑛 − 1, 𝑛} ⊆ 𝐽,

|𝐽 | − 1
2 if 1 ∈ 𝐽 but {𝑛 − 1, 𝑛} ∩ 𝐽 = ∅,

|𝐽 | if {1, 𝑛 − 1, 𝑛} ∩ 𝐽 = ∅.

Then Eq. (∗) follows. □

We illustrate above discussions by the following diagrams.
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X00(𝐼, 𝑟)

V(𝐼, 𝑟)
⋃

𝐽={2,3},··· ,{𝑛−3,𝑛−2}
X𝐽 (𝐼, 𝑟)

⋃
𝐽={2,3},··· ,{𝑛−3,𝑛−2}

Ξ𝐽

V†(𝐼, 𝑟) = X∅ (𝐼, 𝑟)

Figure 9.4. Vertices of type 𝐼 in 𝒜(𝐷𝑛) (1 ∈ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 ≠ ∅)

⋃
□=0,1X□0(𝐼, 𝑟)

V(𝐼, 𝑟)
⋃

𝐽={1},{1,2},··· ,{𝑛−3,𝑛−2}
X𝐽 (𝐼, 𝑟)

⋃
𝐽={1},{1,2},··· ,{𝑛−3,𝑛−2}

Ξ𝐽

V†(𝐼, 𝑟) = X∅ (𝐼, 𝑟)

Figure 9.5. Vertices of type 𝐼 in 𝒜(𝐵𝑛) (1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 ≠ ∅)
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⋃
♥=0,1X0♥(𝐼, 𝑟)

V(𝐼, 𝑟)
⋃

𝐽={2,3},··· ,{𝑛−3,𝑛−2},
{𝑛−1,𝑛},{𝑛−2,𝑛−1,𝑛}

X𝐽 (𝐼, 𝑟)

⋃
𝐽={2,3},··· ,{𝑛−3,𝑛−2},
{𝑛−1,𝑛},{𝑛−2,𝑛−1,𝑛}

Ξ𝐽

V†(𝐼, 𝑟) = X∅ (𝐼, 𝑟)

Figure 9.6. Vertices of type 𝐼 in 𝒜(𝐷𝑛) (1 ∈ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅)

⋃
♥=0,1X (♥) (𝐼, 𝑟)

V(𝐼, 𝑟)
⋃

𝐽={1},{1,2},··· ,{𝑛−3,𝑛−2},
{𝑛−1,𝑛},{𝑛−2,𝑛−1,𝑛}

X𝐽 (𝐼, 𝑟)

⋃
𝐽={1},{1,2},··· ,{𝑛−3,𝑛−2},
{𝑛−1,𝑛},{𝑛−2,𝑛−1,𝑛}

Ξ𝐽

V†(𝐼, 𝑟) = X∅ (𝐼, 𝑟)

Figure 9.7. Vertices of type 𝐼 in 𝒜(𝐵𝑛) (1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅)
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Asymptotic study of the simplicial

volume
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Chapter 10.

Asymptotic analysis

This chapter aims to provide tools to analyze the asymptotic behavior of the simplicial

volume and the simplicial surface area.

We have already seen that SV(𝑟) ≍ SSA(𝑟) in Chapter 1, the introduction. Hence, in

order to prove Theorem 1.3, it suffices to prove the simplicial surface area part. Likewise,

the simplicial volume part of Theorem 1.5 can be deduced from the simplicial surface

area part, either by Lemma 10.1.9 or direct computation. Therefore, it suffices to

consider the asymptotic analysis of the simplicial surface area SSA( · ) only.

In the formulas Eqs. (8.4.5) and (8.4.6), there are only finitely many types 𝐼 ⊆ Δ and

each 𝒫Φ;𝐼 (𝑞) is an integral polynomial. Hence, the asymptotic study of SSA( · ) can be

reduced to summations of the following form:

(10.1) SX(𝐼) (𝑟) :=
∑︁

𝑥∈X(𝐼,𝑟)

∏
𝑎∈Φ+

𝑞⌈𝑎(𝑥)⌉ ,

where X is a set of points, and the notations X(𝐼) and X(𝐼, 𝑟) follow Eq. (9.4.1).

The growth of SX(𝐼) (𝑟) varies for different types 𝐼. For the purpose of asymptotic

analysis, only the dominant ones are relevant. To better analyze their growth, we
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introduce the following auxiliary functions:

(10.2) S≍X(𝐼) (𝑟) :=
∑︁

𝑥∈X(𝐼,𝑟)
𝑞2𝜌(𝑥) ,

where 2𝜌 is the sum of positive roots. Note that

2𝜌(𝑥) =
∑︁
𝑎∈Φ+

𝑎(𝑥) ⩽
∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ ⩽

∑︁
𝑎∈Φ+
(𝑎(𝑥) + 1) = 2𝜌(𝑥) + deg

(
𝒫Φ;𝐼

)
.

Hence, we have SX(𝐼) (𝑟) ≍ S≍X(𝐼) (𝑟). But the later one is easier to study.

This chapter is structured as follows. In § 10.1, we will introduce 𝑞-numbers and

𝑞-functions and discuss the discrete calculus on them. We will then only focus on the

𝑞-functions defined by (super) 𝑞-exponential polynomials. To study them algebraically,

we will review gradings and filtrations in § 10.2. Then in § 10.3 and 10.4, we will

introduce (super) 𝑞-exponential polynomials and study the asymptotic properties of the

𝑞-functions defined by them. Finally, with those notions in hand, we will study the

asymptotic growth of multi-summations in § 10.5 and 10.6.

§ 10.1. Discrete calculus of 𝑞-functions

It is often more convenient to treat 𝑞 as a formal variable when we apply algebraic

operations to SX(𝐼) (𝑟) and S≍X(𝐼) (𝑟). But to carry out the asymptotic analysis, we need

to view 𝑞 as a real number. Inspired by this, we have the following definition.

Definition 10.1.1. Let 𝑞 be a formal variable and ℎ a positive integer. Then a 𝑞-number

(of level ℎ) is a rational function of 𝑞1/ℎ over ℚ having no poles on the half real line

ℝ>1 := {𝑟 ∈ ℝ | 𝑟 > 1}. Let ℚ(𝑞; ℎ) denote the ring of 𝑞-numbers of level ℎ. Then a

𝑞-function (of level ℎ) is a function defined for sufficiently large integers and valued in
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ℚ(𝑞; ℎ).

Example 10.1.2. Let ℎ be a positive integer larger than 1. Then (𝑞1/ℎ − 1)−1 is a

𝑞-number of level ℎ, while (𝑞 − ℎ)−1 is not a 𝑞-number.

Remark. A rational function of 𝑞1/ℎ is in particular an algebraic function of 𝑞 and hence

we can talk about its poles. On the half real line ℝ>1, the function 𝑞1/ℎ has a unique real-

valued branch. This allows us to treat 𝑞-numbers as real-valued continuous functions

on ℝ>1.

Each ℚ(𝑞; ℎ) is a principal ideal domain. When the level ℎ varies, they form an

inductive system. Let ℚ(𝑞;−) denote the inductive limit. We will view it as the ring of

all 𝑞-numbers. On this principal ideal domain, we will consider the pointwise topology

inheriting from the algebra 𝒞(ℝ>1) of real-valued continuous functions on ℝ>1. In

particular, if 𝑓 is a 𝑞-function, then the limit of 𝑓 (𝑧) as 𝑧 →∞ is defined pointwise:

lim
𝑧→∞ 𝑓 (𝑧) =

(
lim
𝑧→∞ 𝑓 (𝑧) (𝑞)

)
𝑞>1

.

Then we can view each 𝑞-function 𝑓 as a family of discrete functions ( 𝑓𝑞)𝑞>1 indexed

by the half real line ℝ>1, where 𝑓𝑞(𝑧) := 𝑓 (𝑧) (𝑞).

Definition 10.1.3. Let 𝑓 and 𝑔 be two 𝑞-functions. We say that they are asymptotically

equal and that 𝑓 has asymptotic growth 𝑔, denoted by 𝑓 (𝑧)∼𝑔(𝑧), if

lim
𝑧→∞

𝑓 (𝑧)
𝑔(𝑧) = 1.

We also need asymptotic dominant relations of 𝑞-functions. Like the topology, these

notions are defined pointwise.
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Definition 10.1.4. A 𝑞-number 𝐶 is said to be positive (resp. non-negative) if for all

𝑞 > 1, 𝐶(𝑞) is a positive (resp. non-negative) real number. A 𝑞-function 𝑓 is said to be

eventually positive (resp. eventually non-negative) if for all 𝑞 > 1, 𝑓𝑞 is an eventually

positive (resp. eventually non-negative) function, namely: 𝑓𝑞(𝑧) > 0 (resp. 𝑓𝑞(𝑧) ⩾ 0)

for sufficiently large 𝑧.

Definition 10.1.5. Let 𝑓 and 𝑔 be two 𝑞-functions. We say that 𝑓 dominates 𝑔, denoted by

𝑓 (𝑧)≫𝑔(𝑧), if there exists a positive 𝑞-number𝐶 such that | 𝑓 |−𝐶 · |𝑔 | is an eventually non-

negative 𝑞-function. We will denote 𝑓 (𝑧)≍𝑔(𝑧) if both 𝑓 (𝑧) ≫ 𝑔(𝑧) and 𝑔(𝑧) ≫ 𝑓 (𝑧).

Then we can consider the discrete calculus on 𝑞-numbers.

Definition 10.1.6. Let 𝑓 be a 𝑞-function. Its difference Δ 𝑓 is the following 𝑞-function:

Δ 𝑓 (𝑧) := 𝑓 (𝑧 + 1) − 𝑓 (𝑧).

The difference operator Δ is ℚ(𝑞;−)-linear and satisfies the Leibniz rule:

(10.1.1) Δ( 𝑓 𝑔) = 𝑓 · Δ 𝑔 + 𝑔 · Δ 𝑓 + Δ 𝑓 · Δ 𝑔.

Definition 10.1.7. A 𝑞-function 𝑓 is said to be eventually strictly increasing if for all

𝑞 > 1, 𝑓𝑞 is an eventually strictly increasing function.

Clearly, 𝑓 is eventually strictly increasing if and only if Δ 𝑓 is eventually positive.

Definition 10.1.8. A 𝑞-function 𝑓 is said to be unbounded if for all 𝑞-number 𝐶, the

𝑞-function | 𝑓 | − 𝐶 is eventually positive.

Lemma 10.1.9. Let 𝑓 and 𝑔 be two eventually strictly increasing unbounded 𝑞-functions.

Then we have 𝑓 (𝑧) ∼ 𝑔(𝑧) if and only if Δ 𝑓 (𝑧) ∼ Δ 𝑔(𝑧).
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Proof. Apply Stolz-Cesàro theorem (see e.g. [CN14, theorem 2.7.2]) to 𝑓𝑞 and 𝑔𝑞 for

all 𝑞 > 1. Then the statement follows. □

We also need the discrete version of integrals.

Definition 10.1.10. Let 𝑓 be a 𝑞-function. Then an anti-difference of 𝑓 is a 𝑞-function

𝑔 such that Δ 𝑔 = 𝑓 . Since Ker(Δ) consists of constant 𝑞-functions, we see that the

anti-difference is not unique but unique up to a constant 𝑞-function. By an abuse of

notation, we will use Σ 𝑓 to denote an anti-difference of 𝑓 . Let 𝑎 be an integer in the

domain of 𝑓 . Then the anti-difference of 𝑓 with anchor 𝑎, denoted by Σ𝑎 𝑓 , is defined

as follows:

Σ𝑎 𝑓 (𝑧) := (Σ 𝑓 ) (𝑧) − (Σ 𝑓 ) (𝑎).

Note that Σ𝑎 𝑓 is well-defined although Σ 𝑓 is not.

Note that, if 𝑎, 𝑏 are two integers, then we have the following summation formula:

(10.1.2)
𝑏−1∑︁
𝑧=𝑎

𝑓 (𝑧) = (Σ 𝑓 ) (𝑏) − (Σ 𝑓 ) (𝑎) = (Σ𝑎 𝑓 ) (𝑏).

We will consider the following notions of 𝑞-numbers and 𝑞-functions.

Definition 10.1.11. A 𝑞-number is said to be primary if it is of level one. Then a

𝑞-function is said to be primary if its values are primary 𝑞-numbers.

§ 10.2. Weakly graded algebras

Before moving on, let’s review gradings and then the filtrations induced by them. In

the study of (super) 𝑞-exponential polynomials, it is the filtration induced by a grading,

rather than the grading itself, will play an essential role.
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Throughout this section, 𝑅 is a commutative ring and Γ is an additive monoid. In the

applications later, Γ could be ℕ, ℚ, 𝔽2, or products of them.

Definition 10.2.1. A Γ-grading on an 𝑅-module 𝑀 is a decomposition into a direct sum

𝑀 =
⊕
𝑔∈Γ

𝑀𝑔,

where each 𝑀𝑔 is an 𝑅-submodule, called the homogeneous component of grade 𝑔.

Elements of 𝑀𝑔 are said to be homogeneous of grade 𝑔. A general element 𝑚 of 𝑀 is

decomposed into homogeneous elements 𝑚𝑔 (𝑔 ∈ Γ), each 𝑚𝑔 is called its homogeneous

component of grade 𝑔. An 𝑅-module equipped with a Γ-grading is called a Γ-graded

module over 𝑅.

Definition 10.2.2. Let 𝑀 be a Γ-graded module over 𝑅 and ℎ ∈ Γ. Then an operator 𝑇

on 𝑀 is said to respect the grading if 𝑇 (𝑀𝑔) ⊆ 𝑀𝑔 for all 𝑔 ∈ Γ and shift the grading

homogeneously by ℎ if 𝑇 (𝑀𝑔) ⊆ 𝑀𝑔+ℎ for all 𝑔 ∈ Γ.

Lemma 10.2.3. Suppose Γ is a group and ℎ ∈ Γ. Let 𝑀 be a Γ-graded projective module

over 𝑅 and 𝑇 a surjective 𝑅-linear operator 𝑇 on 𝑀 shifting the grading homogeneously

by ℎ. Then there is a section of 𝑇 shifts the grading homogeneously by −ℎ.

Proof. The conditions on 𝑇 imply that its restriction to each 𝑀𝑔 is surjective onto 𝑀𝑔+ℎ.

Since 𝑀𝑔+ℎ is projective, 𝑇 |𝑀𝑔 admits a section 𝑆𝑔 : 𝑀𝑔+ℎ → 𝑀𝑔. Then the desired

section of 𝑇 is the direct sum of the sections 𝑆𝑔. □

Remark. The Grothendieck group G(Γ) of Γ is the universal Abelian group under Γ.

If 𝑀 is a Γ-graded module, then we will treat it as a G(Γ)-graded module by defining

𝑀𝑔 = {0} if 𝑔 ∈ G(Γ) \ Γ. With this convention, Lemma 10.2.3 holds even without

assuming that Γ is a group.
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Corollary 10.2.4. Let 𝑀 be a Γ-graded projective module over 𝑅 and 𝑇 a surjective

𝑅-linear operator 𝑇 on 𝑀 respecting the grading. Then there is a section of 𝑇 respects

the grading.

Definition 10.2.5. A Γ-graded algebra over 𝑅 is an 𝑅-algebra 𝐴 equipped with a Γ-

grading such that

𝐴𝑔𝐴ℎ ⊆ 𝐴𝑔+ℎ, for all 𝑔, ℎ ∈ Γ.

Note that 𝐴0 is a subalgebra and each 𝐴𝑔 (𝑔 ∈ Γ) is an 𝐴0-bimodule. The subalgebra 𝐴0

is called the subalgebra of grade 0.

If 𝐴 is a Γ-graded algebra over 𝑅, then a Γ-graded (left) 𝐴-module is a Γ-graded

module 𝑀 over 𝑅 equipped with a (left) 𝐴-action such that

𝐴𝑔𝑀ℎ ⊆ 𝑀𝑔+ℎ, for all 𝑔, ℎ ∈ Γ.

Definition 10.2.6. Let 𝐴 be an 𝑅-algebra 𝐴 equipped with a Γ-grading. Suppose that

𝐴0 is a subalgebra of 𝐴 and that each homogeneous component 𝐴𝑔 (𝑔 ∈ Γ) is a free

𝐴0-module of rank one. Then the grading can be written as follows:

𝐴 =
⊕
𝑔∈Γ

𝐴0𝑒𝑔,

where each 𝑒𝑔 ∈ 𝐴𝑔 is a generator of the 𝐴0-module 𝐴𝑔 and 𝑒0 = 1 ∈ 𝐴0. The family

(𝑒𝑔)𝑔∈Γ is called a homogeneous basis of 𝐴 over 𝐴0. Note that a homogeneous basis

of 𝐴 determines the Γ-grading on it. Let 𝑎 ∈ 𝐴. Then its homogeneous component of

grade 𝑔 is of the form 𝑎𝑔 = 𝑐𝑔𝑒𝑔 with 𝑐𝑔 ∈ 𝐴0. The element 𝑐𝑔 is called the coefficient of

𝑎𝑔 and is said to be a coefficient of 𝑎 attached to 𝑒𝑔.

Remark. The assumption in Definition 10.2.6 does not require 𝐴 to be a Γ-graded
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algebra.

In the rest of this section, Γ is a totally ordered additive monoid (for instance, Γ is a

submonoid of (ℝ, +)).

Definition 10.2.7. A Γ-filtration on an 𝑅-module 𝑀 is a family of 𝑅-submodules

(𝑀⩽𝑔)𝑔∈Γ of 𝑀 such that 𝑀⩽𝑔 ⊆ 𝑀⩽ℎ whenever 𝑔 ⩽ ℎ and that
⋃

𝑔∈Γ 𝑀⩽𝑔 = 𝑀.

We will use 𝑀≈𝑔 to denote the set of elements in 𝑀⩽𝑔 but not in any 𝑀⩽ℎ with ℎ < 𝑔.

A Γ-grading on an 𝑅-module 𝑀 induces a Γ-filtration as follows:

𝑀⩽𝑔 :=
⊕
ℎ⩽𝑔

𝑀ℎ. (𝑔 ∈ Γ)

Then we say an element 𝑚 ∈ 𝑀 is of grade 𝑔 if 𝑚 ∈ 𝑀≈𝑔. If an element is of grade 𝑔,

then its homogeneous component of grade 𝑔 will be called its leading term.

Note that a nonzero homogeneous element of grade 𝑔 is of grade 𝑔. For a general

nonzero element𝑚 ∈ 𝑀, its grade is the largest 𝑔 such that the homogeneous component

of grade 𝑔 of 𝑚 is nonzero.

Convention 10.2.8. If 𝑀 is ℕ-graded, we will say that 0 ∈ 𝑀 has grade −1. If 𝑀 is

ℚ-graded, we will say that 0 ∈ 𝑀 has grade −∞.

Definition 10.2.9. Let 𝑀 be a Γ-graded module over 𝑅 and ℎ ∈ Γ. Then an operator 𝑇

on 𝑀 is said to respect the filtration strictly if 𝑇 (𝑀≈𝑔) ⊆ 𝑀≈𝑔 for all 𝑔 ∈ Γ and shift the

grading by ℎ if 𝑇 (𝑀≈𝑔) ⊆ 𝑀≈𝑔+ℎ for all 𝑔 ∈ Γ.

Lemma 10.2.10. Suppose Γ is a totally ordered group and ℎ ∈ Γ. Let 𝑀 be a Γ-graded

module over 𝑅 and 𝑇 a surjective 𝑅-linear operator 𝑇 on 𝑀 shifting the grading by ℎ.

Then any section of 𝑇 shifts the grading by −ℎ.
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Proof. Since 𝑀≈𝑔 ∩ 𝑀≈𝑔′ = ∅ whenever 𝑔 ≠ 𝑔′, the conditions on 𝑇 imply that the

preimage of 𝑀≈𝑔+ℎ under 𝑇 is precisely 𝑀≈𝑔. Hence, if 𝑆 is a section of 𝑇 , we have

𝑆(𝑀≈𝑔+ℎ) ⊆ 𝑀≈𝑔 as expected. □

Remark. The total order on Γ can be canonically extended to its Grothendieck group

G(Γ). Then Lemma 10.2.10 holds without assuming that Γ is a group.

Corollary 10.2.11. Let 𝑀 be a Γ-graded module over 𝑅 and 𝑇 a surjective 𝑅-linear

operator 𝑇 on 𝑀 respecting the filtration strictly. Then any section of 𝑇 respects the

filtration strictly.

Definition 10.2.12. A weakly Γ-graded algebra over 𝑅 is an 𝑅-algebra 𝐴 equipped with

a Γ-grading such that

𝐴≈𝑔𝐴≈ℎ ⊆ 𝐴≈𝑔+ℎ for all 𝑔, ℎ ∈ Γ.

If 𝐴 is a weakly Γ-graded algebra over 𝑅, then a weakly Γ-graded (left) 𝐴-module is a

Γ-graded module 𝑀 over 𝑅 equipped with a (left) 𝐴-action such that

𝐴≈𝑔𝑀≈ℎ ⊆ 𝑀≈𝑔+ℎ for all 𝑔, ℎ ∈ Γ.

Remark. If 𝐴 is a weakly Γ-graded algebra over 𝑅. Then a free (left) module over 𝐴 is

naturally a weakly Γ-graded (left) 𝐴-module.

Example 10.2.13. The ring of polynomials 𝑅[𝑧] over 𝑅 is naturally a ℕ-graded algebra,

where the monomials (𝑧𝑛)𝑛∈ℕ forms a homogeneous basis of it. However, if the char-

acteristic of 𝑅 is 0, then the induced ℕ-filtration on 𝑅[𝑧], namely the degree filtration,
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can also be induced from the following alternative grading:

𝑅[𝑧] =
⊕
𝑛∈ℕ

𝑅

(
𝑧

𝑛

)
,

where (
𝑧

𝑛

)
:=

1
𝑛!
𝑧(𝑧 − 1) · · · (𝑧 − 𝑛 + 1).

In this dissertation, this grading will be called the degree. Note that this convention

is different from the usual one. In particular, this grading does not make 𝑅[𝑧] into a

ℕ-graded algebra over 𝑅, only a weakly ℕ-graded algebra.

§ 10.3. 𝑞-exponential polynomials

In this section and the next, we will introduce (super) 𝑞-exponential polynomials and

study their interaction with anti-difference operators.

Definition 10.3.1. A 𝑞-polynomial is a polynomial with 𝑞-number coefficients. Follow-

ing the usual notation, we will denote the ring of 𝑞-polynomials by ℚ(𝑞;−)[𝑧].

Definition 10.3.2. A 𝑞-exponential polynomial is a finite formal sum

(10.3.1) 𝑓 (𝑧) =
∑︁
𝜈

𝑓𝜈(𝑧)𝑞𝜈𝑧,

where 𝜈 ∈ ℚ and each 𝑓𝜈(𝑧) is a 𝑞-polynomial. The ring of 𝑞-exponential polynomials

will be denoted by ℚ(𝑞;−)[𝑧]𝑞ℚ𝑧.

Definition 10.3.3. Following Example 10.2.13, we will consider the following grading

on ℚ(𝑞;−)[𝑧] and call it the degree:

ℚ(𝑞;−)[𝑧] =
⊕
𝑛∈ℕ

ℚ(𝑞;−)
(
𝑧

𝑛

)
.
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That is to say, an element of grade 𝑛 in the sense of Definition 10.2.7 will be said to be

of degree 𝑛. However, note that this grading only makes ℚ(𝑞;−)[𝑧] a weakly ℕ-graded

algebra over ℚ(𝑞;−). Let 𝑓 be a 𝑞-polynomial. We will use deg( 𝑓 ) to denote its degree.

The leading coefficient lead( 𝑓 ) of 𝑓 is defined to be the coefficient of its leading term,

namely the 𝑞-number attached to
( 𝑧
deg( 𝑓 )

)
in 𝑓 .

Definition 10.3.4. The following grading on ℚ(𝑞;−)[𝑧]𝑞ℚ𝑧 will be called the order:

ℚ(𝑞;−)[𝑧]𝑞ℚ𝑧 =
⊕
𝜈∈ℚ

ℚ(𝑞;−)[𝑧]𝑞𝜈𝑧 .

That is to say, an element of grade 𝜈 in the sense of Definition 10.2.7 will be said to

be of order 𝜈. Note that this grading makes ℚ(𝑞;−)[𝑧]𝑞ℚ𝑧 a ℚ-graded algebra over

ℚ(𝑞;−)[𝑧]. We will use ord( 𝑓 ) to denote the order of a 𝑞-exponential polynomial 𝑓 .

Each homogeneous component ℚ(𝑞;−)[𝑧]𝑞𝜈𝑧 is a free module of rank one over the

weakly ℕ-graded algebra ℚ(𝑞;−)[𝑧] and thus naturally a weakly ℕ-graded module.

The degree deg( 𝑓 ) and the leading coefficient lead( 𝑓 ) of a 𝑞-exponential polynomial 𝑓

are defined to be the degree and the leading coefficient of its leading term in the order

grading.

Example 10.3.5. Let 𝑓 be a 𝑞-exponential polynomial as in Eq. (10.3.1). Then its order

is the largest 𝜈 ∈ ℚ such that 𝑓𝜈 ≠ 0, its degree and leading coefficient is the degree and

the leading coefficient of the 𝑞-polynomial 𝑓ord( 𝑓 ) .

Remark. Every 𝑞-polynomial will be viewed as a 𝑞-exponential polynomial which is

homogeneous of order 0.

It is clear that a 𝑞-exponential polynomial 𝑓 defines a 𝑞-function. We will use the
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same notion to denote this 𝑞-function. Then it has the following asymptotic growth:

(10.3.2) 𝑓 (𝑧) ∼ lead( 𝑓 )
(

𝑧

deg( 𝑓 )

)
𝑞ord( 𝑓 )𝑧 .

We thus introduce the following convention.

Convention 10.3.6. Let S be a 𝑞-function and 𝑓 a 𝑞-exponential polynomial. If S can

be expressed as a 𝑞-exponential polynomial whose leading term is the same as 𝑓 (𝑧),
then we will say that S(𝑧) has asymptotic growth 𝑓 (𝑧) and write

S(𝑧) ∼ 𝑓 (𝑧)

by an abuse of language. Note that this implies that S is asymptotically equal to the

𝑞-function defined by 𝑓 .

Now, we turn to the discrete calculus.

Definition 10.3.7. The difference operator Δ on 𝑞-polynomials is the ℚ(𝑞;−)-linear

operator vanishing on constant 𝑞-polynomials and satisfying the following:

Δ

(
𝑧

𝑛

)
=

(
𝑧

𝑛 − 1

)
. (𝑛 ⩾ 1)(10.3.3)

This operator extends to 𝑞-exponential polynomials as follows:

Δ

((
𝑧

𝑛

)
𝑞𝜈𝑧

)
:=

(
(𝑞𝜈 − 1)

(
𝑧

𝑛

)
+ 𝑞𝜈

(
𝑧

𝑛 − 1

))
𝑞𝜈𝑧 . (𝑛 ⩾ 1, 𝜈 ≠ 0)(10.3.4)

It is straightforward to verify that the difference operator Δ satisfies the Leibniz rule

Eq. (10.1.1). For a 𝑞-exponential polynomial 𝑓 , the 𝑞-function defined byΔ 𝑓 is precisely

the difference of the 𝑞-function defined by 𝑓 .

The following lemma follows from the definition.
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Lemma 10.3.8. The linear operator Δ respects the order grading on ℚ(𝑞;−)[𝑧]𝑞ℚ𝑧.
On each homogeneous component ℚ(𝑞;−)[𝑧]𝑞𝜈𝑧 (𝜈 ≠ 0), the operator Δ respects the

degree filtration strictly. On the subalgebra ℚ(𝑞;−)[𝑧], the operator Δ shifts the degree

homogeneously by −1.

Next, we will introduce the anti-difference operators.

Lemma 10.3.9. The linear operators Δ admits a section Σ such that

(i). it respects the order;

(ii). on each homogeneous component of order 𝜈 ≠ 0, it respects the degree filtration

strictly;

(iii). on the subalgebra of order 0, it shifts the degree homogeneously by 1.

Moreover, if 𝑓 is a 𝑞-exponential polynomial, then we have the following formula:

(10.3.5) lead(Σ 𝑓 ) =



(
𝑞ord( 𝑓 ) − 1

)−1
lead( 𝑓 ) if ord( 𝑓 ) ≠ 0,

lead( 𝑓 ) if ord( 𝑓 ) = 0.

Proof. First note that the restriction of the linear operator Δ to each homogeneous

component ℚ(𝑞;−)[𝑧]𝑞𝜈𝑧 (𝜈 ≠ 0) is bĳective, while its restriction to the subalgebra

ℚ(𝑞;−)[𝑧] is surjective. In particular, the linear operator Δ itself is surjective. Since

ℚ(𝑞;−)[𝑧]𝑞ℚ𝑧 is a free module over ℚ(𝑞;−), the statements on orders and degrees fol-

lows from Lemma 10.3.8 by applying Corollaries 10.2.4 and 10.2.11 and Lemma 10.2.3

to the operator Δ. As for the leading coefficients, ord( 𝑓 ) = 0 case follows from

Eq. (10.3.3). If ord( 𝑓 ) > 0, by Eq. (10.3.4), we have

lead(Δ 𝑓 ) =
(
𝑞ord( 𝑓 ) − 1

)
lead( 𝑓 ).
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Replacing 𝑓 by Σ 𝑓 , Eq. (10.3.5) follows. □

Definition 10.3.10. The linear operator Σ in Lemma 10.3.9 is called the free anti-

difference operator. Let 𝑎 be an integer. The anti-difference operator with anchor 𝑎,

denoted by Σ𝑎, is the linear operator Σ− ev𝑎 ◦Σ, where ev𝑎 evaluates a 𝑞-exponential

polynomial 𝑓 (𝑧) at 𝑧 = 𝑎.

For a 𝑞-exponential polynomial 𝑓 , the 𝑞-function defined by Σ𝑎 𝑓 is the anti-difference

with anchor 𝑎 of the 𝑞-function defined by 𝑓 .

We end this section with discussions of primarity.

Definition 10.3.11. Let 𝑓 be a 𝑞-exponential polynomial as in Eq. (10.3.1). Then 𝑓 is

said to be primary if its coefficients are primary 𝑞-numbers and 𝑓𝜈 = 0 for all 𝜈 ∉ ℤ.

Clearly, primary 𝑞-exponential polynomials define primary 𝑞-functions.

Lemma 10.3.12. Let 𝑓 be a 𝑞-exponential polynomial. If ord( 𝑓 ) ⩾ 0, then the 𝑞-

functions defined by Σ 𝑓 for all 𝑎 ∈ ℤ are asymptotically equal to the 𝑞-function defined

by Σ 𝑓 . If 𝑓 is a primary, then so are Δ 𝑓 , Σ 𝑓 , and Σ𝑎 𝑓 (𝑎 ∈ ℤ).

Proof. We have Σ𝑎 𝑓 − Σ 𝑓 ∈ ℚ(𝑞;−). Note that elements of ℚ(𝑞;−) have order 0 and

degree 0, while Σ 𝑓 has nonzero order or degree by Lemma 10.3.9. Hence, we have

Σ𝑎 𝑓 ∼ Σ 𝑓 . The last statement is evident. □

§ 10.4. Super 𝑞-exponential polynomials

Definition 10.4.1. A parity function is a function which is defined on integers and

factors through the projection ℤ→ 𝔽2. A parity function valued in 𝑞-numbers is called

a parity 𝑞-function.
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Definition 10.4.2. A super 𝑞-polynomial is a polynomial with coefficients in parity

𝑞-functions. A super 𝑞-exponential polynomial is a finite formal sum

(10.4.1) 𝑓 (𝑧) =
∑︁
𝜈

𝑓𝜈(𝑧)𝑞𝜈𝑧,

where 𝜈 ∈ ℚ and each 𝑓𝜈(𝑧) is a super 𝑞-polynomial.

To better understand the structure of the ring of super 𝑞-exponential polynomials, we

recall the following notions.

Definition 10.4.3. A superalgebra over a commutative ring 𝑅 is a 𝔽2-graded algebra 𝐴

over 𝑅. The 𝔽2-grading 𝐴 = 𝐴0 ⊕ 𝐴1 is called the parity. In particular, the subalgebra

𝐴0 is called the even part and the 𝐴0-module 𝐴1 is called the odd part. For any element

𝑎 ∈ 𝐴, its homogeneous component of parity 0 (resp. 1) is called its even part (resp.

odd part). If 𝐴 is a superalgebra, then an 𝐴-supermodule is a 𝔽2-graded 𝐴-module.

Convention 10.4.4. We will use (−1)𝑧 to denote the parity function mapping even

numbers to 1 and odd numbers to −1.

Then the following lemma is easy to verify.

Lemma 10.4.5. Let 𝑒(𝑧) be a parity function. Then we have

𝑒(𝑧) = 1
2
(𝑒(0) + 𝑒(1)) + 1

2
(𝑒(0) − 𝑒(1)) (−1)𝑧 .

By this lemma, we have the following.

Corollary 10.4.6. The ring of parity 𝑞-functions with formal variable 𝑧 is precisely the

ℚ(𝑞;−)-algebra generated by (−1)𝑧 and is a superalgebra decomposed into even and
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odd parts as follows:

ℚ(𝑞;−)[(−1)𝑧] = ℚ(𝑞;−) ⊕ ℚ(𝑞;−)(−1)𝑧 .

Then the ring of super 𝑞-polynomials can be denoted by ℚ(𝑞;−)[(−1)𝑧, 𝑧].

Corollary 10.4.7. The ring of super 𝑞-polynomials is a superalgebra decomposed into

even and odd parts as follows:

ℚ(𝑞;−)[(−1)𝑧, 𝑧] = ℚ(𝑞;−)[𝑧] ⊕ ℚ(𝑞;−)[𝑧] (−1)𝑧 .

Definition 10.4.8. The degree grading on ℚ(𝑞;−)[(−1)𝑧, 𝑧] is defined similarly to

that on ℚ(𝑞;−)[𝑧] in Definition 10.3.3 and makes it a weakly ℕ-graded algebra over

ℚ(𝑞;−)[(−1)𝑧]. Since this weakly graded algebra is also a superalgebra, the degree

grading induces a grading on its even part and one on its odd parts. They are called

the even degree and the odd degree. Note that the even degree is precisely the degree

grading on ℚ(𝑞;−)[𝑧] defined in Definition 10.3.3, and the odd degree is precisely the

natural grading on a free module of rank one over ℚ(𝑞;−)[𝑧].
Let 𝑓 be a super 𝑞-polynomial. We will use deg( 𝑓 ) to denote its degree. Its even

degree deg0( 𝑓 ) (resp. odd degree deg1( 𝑓 )) is the even degree (resp. odd degree) of

its even part (resp. odd part). The leading coefficient lead( 𝑓 ) of 𝑓 is defined to be the

coefficient of its leading term, namely the parity 𝑞-function attached to
( 𝑧
deg( 𝑓 )

)
in 𝑓 . Its

even leading coefficient lead0( 𝑓 ) (resp. odd leading coefficient lead1( 𝑓 )) is the leading

coefficient of its even part (resp. odd part).

Example 10.4.9. Let 𝑓 be a super 𝑞-polynomial as follows:

𝑓 (𝑧) = 𝑓0(𝑧) + 𝑓1(𝑧) (−1)𝑧,
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where 𝑓0 and 𝑓1 are 𝑞-polynomials. Then the even degree of 𝑓 is deg( 𝑓0), the odd degree

of 𝑓 is 𝑓 is deg( 𝑓1), and the degree of 𝑓 is the larger one of them. If deg( 𝑓0) > deg( 𝑓1),
then the leading coefficient of 𝑓 is precisely its even leading coefficient, which is

lead( 𝑓0). If deg( 𝑓0) < deg( 𝑓1), then the leading coefficient of 𝑓 is precisely its odd

leading coefficient multiplied by (−1)𝑧, which is lead( 𝑓1) (−1)𝑧. If deg( 𝑓0) = deg( 𝑓1),
then the leading coefficient of 𝑓 is the parity 𝑞-function lead( 𝑓0) + lead( 𝑓1) (−1)𝑧.

Similarly to Definition 10.3.2, the ring of super 𝑞-exponential polynomials will be

denoted by ℚ(𝑞;−)[(−1)𝑧, 𝑧]𝑞ℚ𝑧.

Definition 10.4.10. The order grading on ℚ(𝑞;−)[(−1)𝑧, 𝑧]𝑞ℚ𝑧 is defined similarly to

that on ℚ(𝑞;−)[𝑧]𝑞ℚ𝑧 in Definition 10.3.4 and makes it a ℚ-graded algebra over the

superalgebra ℚ(𝑞;−)[(−1)𝑧, 𝑧]. We will use ord( 𝑓 ) to denote the order of a super

𝑞-exponential polynomial 𝑓 .

Each homogeneous component ℚ(𝑞;−)[(−1)𝑧, 𝑧]𝑞𝜈𝑧 is a free supermodule of rank

one over the weakly ℕ-graded superalgebra ℚ(𝑞;−)[(−1)𝑧, 𝑧] and thus naturally a

weakly ℕ-graded supermodule. The degree deg( 𝑓 ), the even degree deg0( 𝑓 ), the odd

degree deg1( 𝑓 ), the leading coefficient lead( 𝑓 ), the even leading coefficient lead0( 𝑓 ),
and the odd leading coefficient lead1( 𝑓 ) of a super 𝑞-exponential polynomial 𝑓 are

defined to be the degree, the even degree, the odd degree, the leading coefficient, the

even leading coefficient, and the odd leading coefficient of its leading term in the order

grading.

Example 10.4.11. Let 𝑓 be a 𝑞-exponential polynomial as in Eq. (10.4.1). Then the

order of 𝑓 is the largest 𝜈 ∈ ℚ such that 𝑓𝜈 ≠ 0 and its leading term is the product of the

super 𝑞-polynomial 𝑓ord( 𝑓 ) and 𝑞ord( 𝑓 )𝑧.
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Remark. Every super 𝑞-polynomial will be viewed as a super 𝑞-exponential polynomial

which is homogeneous of order 0.

It is clear that a super 𝑞-exponential polynomial 𝑓 defines a 𝑞-function. We will

use the same notion to denote this 𝑞-function. Then we have the following asymptotic

equalities:

(10.4.2)
𝑓 (𝑧) ∼

(
lead0( 𝑓 )

(
𝑧

deg0( 𝑓 )

)
+ lead1( 𝑓 )

(
𝑧

deg1( 𝑓 )

)
(−1)𝑧

)
𝑞ord( 𝑓 )𝑧

∼ lead( 𝑓 )
(

𝑧

deg( 𝑓 )

)
𝑞ord( 𝑓 )𝑧 .

Note that the leading coefficient lead( 𝑓 ) is a parity 𝑞-function rather than a 𝑞-number.

In particular, the asymptotic behaviors of 𝑓 (𝑧) along even integers and odd integers are

different if deg0( 𝑓 ) = deg1( 𝑓 ).

Convention 10.4.12. Let S be a 𝑞-function and 𝑓 a super 𝑞-exponential polynomial. If

S can be expressed as a super 𝑞-exponential polynomial whose leading term is the same

as 𝑓 (𝑧), then we will say that S has asymptotic growth 𝑓 and write

S(𝑧) ∼ 𝑓 (𝑧)

by an abuse of language. Note that this implies that S is asymptotically equal to the

𝑞-function defined by 𝑓 .

Now, we turn to the discrete calculus.

Definition 10.4.13. The difference operatorΔ on super 𝑞-exponential polynomials is the

extension of the difference operator defined in Definition 10.3.7 satisfying the Leibniz

rule Eq. (10.1.1) and acts on parity 𝑞-functions as in Definition 10.1.6.
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Remark. By Lemma 10.4.5, the action of Δ on parity 𝑞-functions is determined by

its action on (−1)𝑧. Note that Δ (−1)𝑧 = −2(−1)𝑧. Hence, the action of Δ on the

superalgebra of super 𝑞-exponential polynomials respects the parity.

For a super 𝑞-exponential polynomial 𝑓 , the 𝑞-function defined by Δ 𝑓 is precisely the

difference of the 𝑞-function defined by 𝑓 .

The following lemma follows from the definition.

Lemma 10.4.14. The linear operator Δ respects the parity and the order grading on

ℚ(𝑞;−)[(−1)𝑧, 𝑧]𝑞ℚ𝑧. On each homogeneous component ℚ(𝑞;−)[(−1)𝑧, 𝑧]𝑞𝜈𝑧 (𝜈 ≠ 0),

the operator Δ respects the degree filtration, the even degree filtration on its even

part, and the odd degree filtration on its odd parts strictly. On the subalgebra

ℚ(𝑞;−)[(−1)𝑧, 𝑧], the operator Δ shifts the even degree homogeneously by −1 and

respects the odd degree filtration strictly.

Next, we will introduce the anti-difference operators.

Lemma 10.4.15. The linear operators Δ admits a section Σ such that

(i). it respects the parity and the order;

(ii). on each homogeneous component of order 𝜈 ≠ 0, it respects the degree filtration,

the even degree filtration on its even part, and odd degree filtration on its odd

part strictly;

(iii). on the subalgebra of order 0, it shifts the even degree homogeneously by 1 and

respects the odd degree filtration strictly.
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Moreover, if 𝑓 is a 𝑞-exponential polynomial, then we have the following formulas:

(10.4.3)
lead0(Σ 𝑓 ) =




(
𝑞ord( 𝑓 ) − 1

)−1
lead0( 𝑓 ) if ord( 𝑓 ) ≠ 0,

lead0( 𝑓 ) if ord( 𝑓 ) = 0,

lead1(Σ 𝑓 ) = −
(
𝑞ord( 𝑓 ) + 1

)−1
lead1( 𝑓 ).

Proof. First note that the restriction of the linear operator Δ to each homogeneous com-

ponent ℚ(𝑞;−)[(−1)𝑧, 𝑧]𝑞𝜈𝑧 (𝜈 ≠ 0) is bĳective, while its restriction to the subalgebra

ℚ(𝑞;−)[(−1)𝑧, 𝑧] is surjective. In particular, the linear operator Δ itself is surjective.

Since ℚ(𝑞;−)[(−1)𝑧, 𝑧]𝑞ℚ𝑧 is a free module over ℚ(𝑞;−), the statements on orders

and degrees follows from Lemma 10.4.14 by applying Corollaries 10.2.4 and 10.2.11

and Lemma 10.2.3 to the operator Δ. The statements on even leading coefficients fol-

lows from Lemma 10.3.9. As for the odd leading coefficients, first note that for each

𝜈 ∈ ℚ, we have

Δ

(
(−1)𝑧

(
𝑧

𝑛

)
𝑞𝜈𝑧

)
= − (𝑞𝜈 + 1) (−1)𝑧

(
𝑧

𝑛

)
𝑞𝜈𝑧 − 𝑞𝜈(−1)𝑧

(
𝑧

𝑛 − 1

)
𝑞𝜈𝑧 .

Therefore, we have

lead1(Δ 𝑓 ) = −
(
𝑞ord( 𝑓 ) + 1

)
lead1( 𝑓 ).

Replacing 𝑓 by Σ 𝑓 , Eq. (10.3.5) follows. □

Definition 10.4.16. The linear operator Σ in Lemma 10.4.15 is called the free anti-

difference operator. Let 𝑎 be an integer. The anti-difference operator with anchor

𝑎, denoted by Σ𝑎, is the linear operator Σ− ev𝑎 ◦Σ, where ev𝑎 evaluates a super 𝑞-

exponential polynomial 𝑓 (𝑧) at 𝑧 = 𝑎.

For a super 𝑞-exponential polynomial 𝑓 , the 𝑞-function defined by Σ𝑎 𝑓 is the anti-
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difference with anchor 𝑎 of the 𝑞-function defined by 𝑓 .

We end this section with discussions of primarity.

Definition 10.4.17. Let 𝑓 be a super 𝑞-exponential polynomial as in Eq. (10.4.1). Then

𝑓 is said to be primary if its coefficients are primary 𝑞-numbers and 𝑓𝜈 = 0 for all 𝜈 ∉ ℤ.

Clearly, primary super 𝑞-exponential polynomials define primary 𝑞-functions.

Lemma 10.4.18. Let 𝑓 be a 𝑞-exponential polynomial. If ord( 𝑓 ) > 0 or ord( 𝑓 ) = 0 with

either deg0( 𝑓 ) ⩾ 0 or deg1( 𝑓 ) > 0, then the 𝑞-functions defined by Σ 𝑓 for all 𝑎 ∈ ℤ are

asymptotically equal to the 𝑞-function defined by Σ 𝑓 . If 𝑓 is primary, then so are Δ 𝑓 ,

Σ 𝑓 , and Σ𝑎 𝑓 (𝑎 ∈ ℤ).

Proof. We have Σ𝑎 𝑓 − Σ 𝑓 ∈ ℚ(𝑞;−). Elements of ℚ(𝑞;−) have order 0 and even

degree 0, while the assumption on 𝑓 implies that Σ 𝑓 has nonzero order or degree by

Lemma 10.4.15. Hence, we have Σ𝑎 𝑓 ∼ Σ 𝑓 . The last statement is evident. □

§ 10.5. Asymptotic growth of multi-summations

To analyze the growth of the 𝑞-functions SX(𝐼) (𝑟) and S≍X(𝐼) (𝑟), we need to write them

as 𝑞-exponential polynomials. This can be done by considering multi-summations of

homogeneous (super) 𝑞-exponential polynomials. In this section, we give some general

results.

The strategy is: we will inductively construct a sequence of (super) 𝑞-exponential

polynomials where the final one defines the desired 𝑞-function, and then we will compare

the orders, the degrees, and the leading coefficients of them.

To better describe the results, let’s introduce some conventions.
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Convention 10.5.1. Let 𝔦 be an index set. The set of functions from 𝔦 to another set

𝑋 will be denoted by 𝑋 𝔦. Such a function c will be identified with a sequence (𝑐𝑖)𝑖∈𝔦
indexed by 𝔦, where 𝑐𝑖 = c(𝑖). The constant sequence mapping all 𝑖 ∈ 𝔦 to 1 will be

denoted by 1. If 𝝁 and c are two sequences of real numbers indexed by 𝔦, then 𝝁 · c
denotes their dot product, namely

∑
𝑖∈𝔦 𝜇𝑖𝑐𝑖.

Lemma 10.5.2. Let S be the 𝑞-function defined by the following multi-summation

S(𝑧) =
∑︁

c∈ℤ𝔦
>0 : 1·c=𝑧

𝑞𝝁·c,

where 𝝁 is a sequence of non-negative rational numbers. Define the following notations:

• 𝜇max is the maximum of 𝝁;

• 𝔦max is the set of indices 𝑖 ∈ 𝔦 such that 𝜇𝑖 = 𝜇max.

Then S can be expressed as a 𝑞-exponential polynomial so that

S(𝑧) ∼
∏
𝑖∉𝔦max

(𝑞𝜇max−𝜇𝑖 − 1)−1 ·
(

𝑧

|𝔦max | − 1

)
𝑞𝜇max𝑧 .

Moreover, if 𝝁 takes integral values, then the 𝑞-exponential polynomial is primary.

Remark. Note that the 𝑞-function S is eventually positive since the leading coefficient

of the 𝑞-exponential polynomial defining it is positive.

Proof. First note that the condition on the sequence c of variables is stable under

reindexing. Hence, we may assume 𝔦 = {1, · · · , 𝑡} and 𝔦max = {1, · · · , 𝑖0} by reindexing

the sequence 𝝁 if necessary. We change the variables from c to b as follows:

𝑏𝑖 := 𝑐1 + · · · + 𝑐𝑖. (1 ⩽ 𝑖 ⩽ 𝑡)
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Then we can write S(𝑧) as follows:

S(𝑧) = 𝑞𝜈𝑡𝑧
𝑧−1∑︁

𝑏𝑡−1=𝑡−1
𝑞𝜈𝑡−1𝑏𝑡−1 · · ·

𝑏2−1∑︁
𝑏1=1

𝑞𝜈1𝑏1 ,

where 𝜈𝑖 = 𝜇𝑖 − 𝜇𝑖+1 for 1 ⩽ 𝑖 ⩽ 𝑡 − 1 and 𝜈𝑡 = 𝜇𝑡.

To analyze the growth of S(𝑧), we define 𝑓1, · · · , 𝑓𝑡 inductively as follows:

𝑓1(𝑧) = 𝑞𝜈1𝑧,

𝑓𝑖(𝑧) = 𝑞𝜈𝑖𝑧 Σ𝑖−1 𝑓𝑖−1(𝑧). (1 < 𝑖 ⩽ 𝑡)

Then each 𝑓𝑖 is a 𝑞-exponential polynomial, and we can analyze them by induction.

In particular, 𝑓𝑡 defines the 𝑞-function S by Eq. (10.1.2). Moreover, if 𝜇1, · · · , 𝜇𝑡 are

integers, then every 𝑓𝑖 is primary by Lemma 10.3.12.

For 1 < 𝑖 ⩽ 𝑖0, repeatedly applying Lemma 10.3.9.(i), we have

ord( 𝑓𝑖) = 𝜈𝑖 + ord( 𝑓𝑖−1) = 𝜈𝑖 =




0 if 𝑖 < 𝑖0,

𝜇𝑖0 − 𝜇𝑖0+1 if 𝑖 = 𝑖0.

By Lemma 10.3.9.(iii), we have the following recurrence relations:

deg( 𝑓𝑖) = deg( 𝑓𝑖−1) + 1, lead( 𝑓𝑖) = lead( 𝑓𝑖−1).

In particular, we have ord
(
𝑓𝑖0

)
= 𝜇𝑖0 − 𝜇𝑖0+1, deg

(
𝑓𝑖0

)
= 𝑖0 − 1, and lead

(
𝑓𝑖0

)
= 1.

For 𝑖0 < 𝑖 ⩽ 𝑡, repeatedly applying Lemma 10.3.9.(i), we have

ord( 𝑓𝑖) = 𝜈𝑖 + ord( 𝑓𝑖−1) = 𝜈𝑖 + 𝜇𝑖0 − 𝜇𝑖 =


𝜇𝑖0 − 𝜇𝑖+1 if 𝑖 < 𝑡,

𝜇𝑖0 if 𝑖 = 𝑡.

In particular, they are positive. Then by Lemma 10.3.9.(ii), we have the following
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recurrence relations:

deg( 𝑓𝑖) = deg( 𝑓𝑖−1), lead( 𝑓𝑖) = (𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 lead( 𝑓𝑖−1).

In particular, we have ord( 𝑓𝑡) = 𝜇𝑖0 , deg( 𝑓𝑡) = 𝑖0 − 1, and lead( 𝑓𝑡) equals the product of

(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 for 𝑖0 + 1 ⩽ 𝑖 ⩽ 𝑡.

Therefore, we have the following:

S(𝑧) ∼
𝑡∏

𝑖=𝑖0+1
(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·

(
𝑧

𝑖0 − 1

)
𝑞𝜇𝑖0 𝑧 .

This proves the lemma. □

In the rest of this section, we will consider multi-summations involving parity func-

tions. We first extend Definition 10.4.1 to the following definition.

Definition 10.5.3. A multivariable parity function (indexed by 𝔦) is a function defined

on ℤ𝔦 factoring through the projection ℤ𝔦 → 𝔽 𝔦
2.

Convention 10.5.4. By an abuse of notation, we will use the same notation to denote

a multivariable parity function indexed by 𝔦 and a function on defined on 𝔽 𝔦
2. In other

words, we will treat any sequence in 𝔽2 as a sequence in ℤ by viewing 0 ∈ 𝔽2 and 1 ∈ 𝔽2

as their standard representatives 0 ∈ ℤ and 1 ∈ ℤ.

Lemma 10.5.5. Let S be the 𝑞-function defined by the following multi-summation

S(𝑧) =
∑︁

c∈ℤ𝔦
>0 : 1·c=𝑧

𝑞𝝁·c+𝑒(c) ,

where 𝝁 is a sequence of non-negative rational numbers and 𝑒 is a multivariable parity

function. Define the following notations:
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• 𝜇max is the maximum of 𝝁;

• 𝔦max is the set of indices 𝑖 ∈ 𝔦 such that 𝜇𝑖 = 𝜇max.

Then S can be expressed as a super 𝑞-exponential polynomial so that

S(𝑧) ∼ (
𝐶𝝁,𝑒,0 + 𝐶𝝁,𝑒,1(−1)𝑧) · ( 𝑧

|𝔦max | − 1

)
𝑞𝜇max𝑧,

where the constants 𝐶𝝁,𝑒,0 and 𝐶𝝁,𝑒,1 are defined as follows:

𝐶𝝁,𝑒,0 := 𝐶𝝁 ·
∑︁
s∈𝔽 𝔦

2

𝑞𝑒(s)+(𝜇max−𝝁)·s, 𝐶𝝁,𝑒,1 := 𝐶𝝁 ·
∑︁
s∈𝔽 𝔦

2

(−1)1·s𝑞𝑒(s)+(𝜇max−𝝁)·s,

where 𝜇max − 𝝁 denotes the sequence (𝜇max − 𝜇𝑖)𝑖∈𝔦 and 𝐶𝝁 the following the constant:

𝐶𝝁 :=
1

2|𝔦max |
∏
𝑖∉𝔦max

(
𝑞2(𝜇max−𝜇𝑖) − 1

)−1
.

Moreover, if 𝝁 and 𝑒 take integral values, then the super 𝑞-exponential polynomial is

primary.

Remark. Note that the even leading coefficient 𝐶𝝁,𝑒,0 is positive and the odd leading

coefficient 𝐶𝝁,𝑒,1 satisfies
��𝐶𝝁,𝑒,1

�� < 𝐶𝝁,𝑒,0. Hence, the 𝑞-function S is eventually positive.

Note that 𝐶𝝁,𝑒,1 could be 0, in which case the asymptotic growth of S(𝑧) along even

integers and odd integers coincide.

To prove Lemma 10.5.5, we begin with some special cases.

Lemma 10.5.6. Let S be the 𝑞-function defined by the following multi-summation

S(𝑧) =
∑︁

c∈ℤ𝔦
>0 : 1·c=𝑧

(−1)s·c,

where s is a sequence of integers. Define the following notations:
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• 𝔦0 (resp. 𝔦1) is the set of indices 𝑖 ∈ 𝔦 such that 𝑠𝑖 is even (resp. odd).

Then S can be expressed as a primary super 𝑞-polynomial so that

S(𝑧) ∼
(
−1

2

) |𝔦1 | ( 𝑧��𝔦0�� − 1

)
+

(
−1

2

) |𝔦0 | ( 𝑧��𝔦1�� − 1

)
(−1)𝑧 .

Proof. First, if either s contains no even numbers or no odd numbers, then the statement

follows from Lemma 10.5.2. We may assume that the sequence s contains at least one

even number and one odd number. Since the condition on the sequence c of variables

is stable under reindexing, we may assume 𝔦 = {1, · · · , 𝑡} and 𝔦◦ = {2, · · · , 𝑖0 + 1} by

reindexing the sequence s if necessary. We change the variables from c to b as follows:

𝑏𝑖 := 𝑐1 + · · · + 𝑐𝑖. (1 ⩽ 𝑖 ⩽ 𝑡)

Then we can write S(𝑧) as follows:

S(𝑧) = (−1)𝑟𝑡𝑧
𝑧−1∑︁

𝑏𝑡−1=𝑡−1
(−1)𝑟𝑡−1𝑏𝑡−1 · · ·

𝑏2−1∑︁
𝑏1=1
(−1)𝑟1𝑏1 ,

where 𝑟𝑖 = 𝑠𝑖 − 𝑠𝑖+1 for 1 ⩽ 𝑖 ⩽ 𝑡 − 1 and 𝑟𝑡 = 𝑠𝑡. Then our assumption implies that 𝑟𝑖 is

even whenever 𝑖 ∉ {1, 𝑖0 + 1, 𝑡}.
To analyze the growth of S(𝑧), we can define 𝑓1, · · · , 𝑓𝑡 inductively as follows:

𝑓1(𝑧) = (−1)𝑟1𝑧,

𝑓𝑖(𝑧) = (−1)𝑟𝑖𝑧 Σ𝑖−1 𝑓𝑖−1(𝑧). (1 < 𝑖 ⩽ 𝑡)

Note that 𝑓1 fails the condition of Lemma 10.4.18. But we can compute Σ1 𝑓1 directly:

Σ1 𝑓1(𝑧) = −1
2 − 1

2 (−1)𝑧 .

Then each 𝑓𝑖 is a primary super 𝑞-polynomial by Lemma 10.4.18. Moreover, 𝑓𝑡 defines
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the 𝑞-function S by Eq. (10.1.2).

For 𝑖 ∉ {1, 𝑖0 + 1, 𝑡}, since 𝑟𝑖 is even, by Lemma 10.4.15.(iii), we have the following

recurrence relations:

deg0( 𝑓𝑖) = deg0( 𝑓𝑖−1) + 1, deg1( 𝑓𝑖) = deg1( 𝑓𝑖−1),

lead0( 𝑓𝑖) = lead0( 𝑓𝑖−1), lead1( 𝑓𝑖) = −1
2 lead1( 𝑓𝑖−1).

On the other hand, when 𝑟𝑖 is odd, we have

deg0( 𝑓𝑖) = deg1( 𝑓𝑖−1), deg1( 𝑓𝑖) = deg0( 𝑓𝑖−1) + 1,

lead0( 𝑓𝑖) = −1
2 lead1( 𝑓𝑖−1), lead1( 𝑓𝑖) = lead0( 𝑓𝑖−1).

If 𝑖0 = 𝑡 − 1, then 𝑟𝑡 = 𝑟𝑖0+1 = 𝑠𝑡 is also even, and we have

deg0( 𝑓𝑡) = deg0( 𝑓𝑡−1) + 1 = · · · = deg0( 𝑓2) + 𝑡 − 2 = 𝑡 − 2,

deg1( 𝑓𝑡) = deg1( 𝑓𝑡−1) = · · · = deg1( 𝑓2) = 0,

lead0( 𝑓𝑡) = lead0( 𝑓𝑡−1) = · · · = lead0( 𝑓2) = −1
2 ,

lead1( 𝑓𝑡) = −1
2 lead1( 𝑓𝑡−1) = · · · =

(
−1

2

) 𝑡−2
lead1( 𝑓2) =

(
−1

2

) 𝑡−1
.
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Otherwise, both 𝑟𝑡 and 𝑟𝑖0+1 are odd, and we have

deg0( 𝑓𝑡) = deg1( 𝑓𝑡−1) = · · · = deg1
(
𝑓𝑖0+1

)
= deg0

(
𝑓𝑖0

) + 1 = · · · = deg0( 𝑓2) + 𝑖0 − 2 + 1 = 𝑖0 − 1,

deg1( 𝑓𝑡) = deg0( 𝑓𝑡−1) + 1 = · · · = deg0
(
𝑓𝑖0+1

) + 𝑡 − 𝑖0 − 2 + 1

= deg1
(
𝑓𝑖0

) + 𝑡 − 𝑖0 − 1 = · · · = deg1( 𝑓2) + 𝑡 − 𝑖0 − 1 = 𝑡 − 𝑖0 − 1,

lead0( 𝑓𝑡) = −1
2 lead1( 𝑓𝑡−1) = · · · = −1

2

(
−1

2

) 𝑡−𝑖0−2
lead1

(
𝑓𝑖0+1

)
=

(
−1

2

) 𝑡−𝑖0−1
lead0

(
𝑓𝑖0

)
= · · · =

(
−1

2

) 𝑡−𝑖0−1
lead0( 𝑓2) =

(
−1

2

) 𝑡−𝑖0
,

lead1( 𝑓𝑡) = lead0( 𝑓𝑡−1) = · · · = lead0
(
𝑓𝑖0+1

)
= −1

2 lead1
(
𝑓𝑖0

)
= · · · = −1

2

(
−1

2

) 𝑖0−2
lead1( 𝑓2) =

(
−1

2

) 𝑖0
.

Then the lemma follows. □

Next, we consider the following situation.

Lemma 10.5.7. Let S be the 𝑞-function defined by the following multi-summation

S(𝑧) =
∑︁

c∈ℤ𝔦
>0 : 1·c=𝑧

(−1)s·c𝑞𝝁·c,

where s is a sequence of integers and 𝝁 is a sequence of non-negative rational numbers.

Define the following notations:

• 𝜇max is the maximum of 𝝁;

• 𝔦max is the set of indices 𝑖 ∈ 𝔦 such that 𝜇𝑖 = 𝜇max;

• 𝔦0max (resp. 𝔦1max) is the set of indices 𝑖 ∈ 𝔦max such that 𝑠𝑖 is even (resp. odd);

• 𝔦0 (resp. 𝔦1) is the set of indices 𝑖 ∈ 𝔦 \ 𝔦max such that 𝑠𝑖 is even (resp. odd).
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Then S can be expressed as a super 𝑞-exponential polynomial so that

S(𝑧) ∼ (
𝑓s,𝝁,0(𝑧) + 𝑓s,𝝁,1(𝑧) (−1)𝑧) 𝑞𝜇max𝑧,

where 𝑓s,𝝁,□(𝑧) (□ = 0, 1) is the following 𝑞-polynomial:

𝑓s,𝝁,□(𝑧) :=
∏
𝑖∉𝔦max

((−1)□+𝑠𝑖𝑞𝜇max−𝜇𝑖 − 1
)−1 ·

(
−1

2

) |𝔦1−□max | ( 𝑧��𝔦□max
�� − 1

)
.

Moreover, if 𝝁 takes integral values, then the super 𝑞-exponential polynomial is primary.

Remark. Note that the leading coefficient may be negative. However, if s contains no

even numbers (resp. odd numbers), then the even (resp. odd) leading coefficient is zero

and the odd (resp. even) leading coefficient is positive.

Proof. First note that the condition on the sequence c of variables is stable under

reindexing. Hence, we may assume 𝔦 = {1, · · · , 𝑡}, 𝔦max = {1, · · · , 𝑖0}, and 𝔦0 =

{𝑖0 + 1, · · · , 𝑖1} by reindexing the sequences 𝝁 and s if necessary. We change the

variables from c to b as follows:

𝑏𝑖 := 𝑐1 + · · · + 𝑐𝑖. (𝑖0 ⩽ 𝑖 ⩽ 𝑡)

Then we can write S(𝑧) as follows:

S(𝑧) = (−1)𝑟𝑡𝑧𝑞𝜈𝑡𝑧
𝑧−1∑︁

𝑏𝑡−1=𝑡−1
(−1)𝑟𝑡−1𝑏𝑡−1𝑞𝜈𝑡−1𝑏𝑡−1 · · ·

𝑏𝑖0+1−1∑︁
𝑏𝑖0=𝑖0

(−1)−𝑠𝑖0+1𝑏𝑖0𝑞𝜈𝑖0𝑏𝑖0 Ss|𝔦max

(
𝑏𝑖0

)
,

where

• 𝑟𝑖 = 𝑠𝑖 − 𝑠𝑖+1 for 𝑖0 + 1 ⩽ 𝑖 ⩽ 𝑡 − 1 and 𝑟𝑡 = 𝑠𝑡;

• 𝜈𝑖 = 𝜇𝑖 − 𝜇𝑖+1 for 𝑖0 ⩽ 𝑖 ⩽ 𝑡 − 1 and 𝜈𝑡 = 𝜇𝑡;
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• s|𝔦max is the subsequence of s indexed by 𝔦max and the 𝑞-function Ss|𝔦max
is defined

as follows:

Ss|𝔦max
(𝑧) :=

∑︁
c∈ℤ𝔦max

>0 : 1·c=𝑧
(−1)s|𝔦max ·c.

By Lemma 10.5.6, the 𝑞-function Ss|𝔦max
can be expressed as a primary super 𝑞-

polynomial 𝑓 , for which we have

deg0( 𝑓 ) =
��𝔦0max

�� − 1, deg1( 𝑓 ) =
��𝔦1max

�� − 1,

lead0( 𝑓 ) =
(
−1

2

) |𝔦1max |
, lead1( 𝑓 ) =

(
−1

2

) |𝔦0max |
.

To analyze the growth of S(𝑧), we can define 𝑓𝑖0 , · · · , 𝑓𝑡 inductively as follows:

𝑓𝑖0 (𝑧) = (−1)−𝑠𝑖0+1𝑧𝑞𝜈𝑖0 𝑧 𝑓 (𝑧),

𝑓𝑖(𝑧) = (−1)𝑟𝑖𝑧𝑞𝜈𝑖𝑧 Σ𝑖−1 𝑓𝑖−1(𝑧). (𝑖0 < 𝑖 ⩽ 𝑡)

Then each 𝑓𝑖 is a super 𝑞-exponential polynomial, and we can analyze them by induction.

In particular, 𝑓𝑡 defines the 𝑞-function S by Eq. (10.1.2). Moreover, if 𝜇1, · · · , 𝜇𝑡 are

integers, then every 𝑓𝑖 is primary by Lemma 10.4.18.

For each 𝑖0 < 𝑖 ⩽ 𝑡, repeatedly applying Lemma 10.4.15.(i), we have

ord( 𝑓𝑖) = 𝜈𝑖 + ord( 𝑓𝑖−1) = 𝜈𝑖 + 𝜇𝑖0 − 𝜇𝑖 =


𝜇𝑖0 − 𝜇𝑖+1 if 𝑖 < 𝑡,

𝜇𝑖0 if 𝑖 = 𝑡.

When 𝑖 ∉ {𝑖1, 𝑡}, since 𝑟𝑖 is even, by Lemma 10.4.15.(ii), we have the following

recurrence relations:

deg0( 𝑓𝑖) = deg0( 𝑓𝑖−1), deg1( 𝑓𝑖) = deg1( 𝑓𝑖−1),

lead0( 𝑓𝑖) = (𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 lead0( 𝑓𝑖−1), lead1( 𝑓𝑖) = (−𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 lead1( 𝑓𝑖−1).

245



Chapter 10. Asymptotic analysis

On the other hand, when 𝑟𝑖 is odd, we have

deg0( 𝑓𝑖) = deg1( 𝑓𝑖−1), deg1( 𝑓𝑖) = deg0( 𝑓𝑖−1),

lead0( 𝑓𝑖) = (−𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 lead1( 𝑓𝑖−1), lead1( 𝑓𝑖) = (𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 lead0( 𝑓𝑖−1).

If 𝑖1 = 𝑡, namely 𝔦1 = ∅, then both 𝑠𝑖0+1 and 𝑟𝑡 = 𝑠𝑡 are even, and we have

deg0( 𝑓𝑡) = deg0( 𝑓𝑡−1) = · · · = deg0
(
𝑓𝑖0

)
=

��𝔦0max
�� − 1 = 𝑡 − 1,

deg1( 𝑓𝑡) = deg1( 𝑓𝑡−1) = · · · = deg1
(
𝑓𝑖0

)
=

��𝔦1max
�� − 1 = −1,

lead0( 𝑓𝑡) = (𝑞𝜇𝑖0−𝜇𝑡 − 1)−1 · lead0( 𝑓𝑡−1) = · · ·

=
𝑡∏

𝑖=𝑖0+1
(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 · lead0

(
𝑓𝑖0

)
=

𝑡∏
𝑖=𝑖0+1

(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·
(
−1

2

) |𝔦1max |
.

If 𝑖1 = 𝑖0, namely 𝔦0 = ∅, then both 𝑠𝑖0+1 and 𝑟𝑡 = 𝑠𝑡 are odd, and we have

deg0( 𝑓𝑡) = deg1( 𝑓𝑡−1) = · · · = deg1
(
𝑓𝑖0

)
=

��𝔦0max
�� − 1 = −1,

deg1( 𝑓𝑡) = deg0( 𝑓𝑡−1) = · · · = deg0
(
𝑓𝑖0

)
=

��𝔦1max
�� − 1 = 𝑡 − 1,

lead1( 𝑓𝑡) = (𝑞𝜇𝑖0−𝜇𝑡 − 1)−1 · lead0( 𝑓𝑡−1) = · · ·

=
𝑡∏

𝑖=𝑖0+1
(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 · lead0

(
𝑓𝑖0

)
=

𝑡∏
𝑖=𝑖0+1

(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·
(
−1

2

) |𝔦0max |
.
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If 𝑖0 < 𝑖1 < 𝑡, then 𝑠𝑖0+1 is even while 𝑟𝑖1 and 𝑟𝑡 = 𝑠𝑡 are odd. We thus have

deg0( 𝑓𝑡) = deg1( 𝑓𝑡−1) = · · · = deg1
(
𝑓𝑖1

)
= deg0

(
𝑓𝑖1−1

)
= · · · = deg0

(
𝑓𝑖0

)
=

��𝔦0max
�� − 1 ⩾ 0,

deg1( 𝑓𝑡) = deg0( 𝑓𝑡−1) = · · · = deg0
(
𝑓𝑖1

)
= deg0

(
𝑓𝑖1−1

)
= · · · = deg0

(
𝑓𝑖0

)
=

��𝔦1max
�� − 1 ⩾ 0,

lead0( 𝑓𝑡) = (−𝑞𝜇𝑖0−𝜇𝑡 − 1)−1 · lead1( 𝑓𝑡−1) = · · · =
𝑡∏

𝑖=𝑖1+1
(−𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 · lead1

(
𝑓𝑖1

)

=
𝑡∏

𝑖=𝑖1+1
(−𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 · (𝑞𝜇𝑖0−𝜇𝑖1 − 1)−1 · lead0

(
𝑓𝑖1−1

)
= · · ·

=
𝑡∏

𝑖=𝑖1+1
(−𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·

𝑖1∏
𝑖=𝑖0+1

(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 · lead0
(
𝑓𝑖0

)

=
𝑡∏

𝑖=𝑖1+1
(−𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·

𝑖1∏
𝑖=𝑖0+1

(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·
(
−1

2

) |𝔦1max |
,

lead1( 𝑓𝑡) = (𝑞𝜇𝑖0−𝜇𝑡 − 1)−1 · lead0( 𝑓𝑡−1) = · · · =
𝑡∏

𝑖=𝑖1+1
(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 · lead0

(
𝑓𝑖1

)

=
𝑡∏

𝑖=𝑖1+1
(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 · (−𝑞𝜇𝑖0−𝜇𝑖1 − 1)−1 · lead1

(
𝑓𝑖1−1

)
= · · ·

=
𝑡∏

𝑖=𝑖1+1
(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·

𝑖1∏
𝑖=𝑖0+1

(−𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 · lead1
(
𝑓𝑖0

)

=
𝑡∏

𝑖=𝑖1+1
(𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·

𝑖1∏
𝑖=𝑖0+1

(−𝑞𝜇𝑖0−𝜇𝑖 − 1)−1 ·
(
−1

2

) |𝔦0max |
.

Then the lemma follows. □

To deduce Lemma 10.5.5 from Lemma 10.5.7, we need the following notions.

Definition 10.5.8. Let 𝑒 be a multivariable parity function indexed by 𝔦. Then its Fourier
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transform 𝑒 is the following:

𝑒(−) :=
∑︁
s∈𝔽 𝔦

2

𝑒(s) (−1)s·−.

Convention 10.5.9. It is often the case that the index set 𝔦 admits a partition 𝔦 = 𝔦1 ⊔ 𝔦2.

For any sequence c indexed by 𝔦, we will use c1 and c2 to denote the subsequences of

c indexed by 𝔦1 and 𝔦2 respectively. Conversely, if c1 and c2 are two sequences indexed

by 𝔦1 and 𝔦2 respectively, then we will use c1 ⊔ c2 to denote the sequence indexed by 𝔦

obtained from them.

We have the following multivariable version of Lemma 10.4.5.

Lemma 10.5.10. Let 𝑒 be a multivariable parity function indexed by 𝔦. Then we have

𝑒(c) = 1
2|𝔦 |

∑︁
s∈𝔽 𝔦

2

𝑒(s) (−1)s·c.

Moreover, if 𝔦 admits a partition 𝔦 = 𝔦1 ⊔ 𝔦2, then we have

∑︁
s1∈𝔽 𝔦1

2

𝑒(s1 ⊔ c2) (−1)s1·c1 =
1

2|𝔦2 |
∑︁

s2∈𝔽 𝔦2
2

𝑒(c1 ⊔ s2) (−1)s2·c2 .

Proof. This follows from the general theory of Fourier transforms on finite Abelian

groups (see e.g. [Lang, chap. XVIII, §5 and §6]). To verify the lemma directly, note

that for any index set 𝔦 and any sequence c indexed by 𝔦, we have

∑︁
s∈𝔽 𝔦

2

(−1)s·c =



2|𝔦 | if c = 0,

0 otherwise.

Then the statement follows by straightforward computations. □

We are now able to prove Lemma 10.5.5.
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Proof of Lemma 10.5.5. By Lemma 10.5.10, we can write S as follows:

S(𝑧) = 1
2|𝔦 |

∑︁
s∈𝔽 𝔦

2

𝑞𝑒(−) (s) Ss(𝑧),

where each Ss is defined as follows:

Ss(𝑧) =
∑︁

c∈ℤ𝔦
>0 : 1·c=𝑧

(−1)s·c𝑞𝝁·c.

By Lemma 10.5.7, each Ss can be expressed as a super 𝑞-exponential polynomial of

order 𝜇max, even degree
��𝔦0max

��−1, and odd degree
��𝔦1max

��−1 (see there for the notations).

Moreover, if 𝝁 takes integral values, then these super 𝑞-exponential polynomials are

primary.

Note that the degree of Ss achieves its maximum |𝔦max | − 1 if and only if s contains

no odd numbers or no even numbers. Furthermore, in that case, both the even and odd

leading coefficients of Ss are non-negative (indeed, one is zero and another is positive).

Therefore, S can be expressed as a super 𝑞-exponential polynomial of order 𝜇max

and degree |𝔦max | − 1, and if 𝝁 and 𝑒 take integral values, then this super 𝑞-exponential

polynomial is primary. Moreover, we have

(∗) S(𝑧) ∼ 1
2|𝔦 |

E(𝑧)
(

𝑧

|𝔦max | − 1

)
𝑞𝜇max𝑧,

where the parity 𝑞-function E is given as follows:

E(𝑧) :=
∑︁

s∈𝔽 𝔦 \ 𝔦max
2

𝑞𝑒(−) (0 ⊔ s)
∏
𝑖∉𝔦max

((−1)𝑠𝑖𝑞𝜇max−𝜇𝑖 − 1)−1

+
∑︁

s∈𝔽 𝔦 \ 𝔦max
2

𝑞𝑒(−) (1 ⊔ s)
∏
𝑖∉𝔦max

(
(−1)1+𝑠𝑖𝑞𝜇max−𝜇𝑖 − 1

)−1
· (−1)𝑧 .
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To deduce the formula in Lemma 10.5.5 from above one, note that

∏
𝑖∉𝔦max

(
𝑞2(𝜇max−𝜇𝑖) − 1

) ∏
𝑖∉𝔦max

((−1)𝑠𝑖𝑞𝜇max−𝜇𝑖 − 1)−1

=
∏
𝑖∉𝔦max

((−1)𝑠𝑖𝑞𝜇max−𝜇𝑖 + 1) =
∑︁

s′∈𝔽 𝔦 \ 𝔦max
2

(−1)s·s′𝑞(𝜇max−𝝁)·s′ ,

and similarly

∏
𝑖∉𝔦max

(
𝑞2(𝜇max−𝜇𝑖) − 1

) ∏
𝑖∉𝔦max

(
(−1)1+𝑠𝑖𝑞𝜇max−𝜇𝑖 − 1

)−1
=

∑︁
s′∈𝔽 𝔦 \ 𝔦max

2

(−1) (1+s)·s′𝑞(𝜇max−𝝁)·s′ .

Therefore, we have

∏
𝑖∉𝔦max

(
𝑞2(𝜇max−𝜇𝑖) − 1

)
· E(𝑧)

=
∑︁

s∈𝔽 𝔦 \ 𝔦max
2

𝑞𝑒(−) (0 ⊔ s)
∑︁

s′∈𝔽 𝔦 \ 𝔦max
2

(−1)s·s′𝑞(𝜇max−𝝁)·s′

+
∑︁

s∈𝔽 𝔦 \ 𝔦max
2

𝑞𝑒(−) (1 ⊔ s)
∑︁

s′∈𝔽 𝔦 \ 𝔦max
2

(−1) (1+s)·s′𝑞(𝜇max−𝝁)·s′ · (−1)𝑧

=
∑︁

s′∈𝔽 𝔦 \ 𝔦max
2

©­­«
∑︁

s∈𝔽 𝔦 \ 𝔦max
2

𝑞𝑒(−) (0 ⊔ s) (−1)s·s′
ª®®¬
𝑞(𝜇max−𝝁)·s′

+
∑︁

s′∈𝔽 𝔦 \ 𝔦max
2

©­­«
∑︁

s∈𝔽 𝔦 \ 𝔦max
2

𝑞𝑒(−) (1 ⊔ s) (−1)s·s′
ª®®¬
𝑞(𝜇max−𝝁)·s′ · (−1)𝑧+1·s′ .
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By Lemma 10.5.10, we have

1
2|𝔦 \ 𝔦max | ·

∏
𝑖∉𝔦max

(
𝑞2(𝜇max−𝜇𝑖) − 1

)
· E(𝑧)

=
∑︁

s′∈𝔽 𝔦 \ 𝔦max
2

©­­«
∑︁

s∈𝔽 𝔦max
2

𝑞𝑒(s⊔s′) (−1)s·0
ª®®¬
𝑞(𝜇max−𝝁)·s′

+
∑︁

s′∈𝔽 𝔦 \ 𝔦max
2

©­­«
∑︁

s∈𝔽 𝔦 \ 𝔦max
2

𝑞𝑒(s⊔s′) (−1)s·1
ª®®¬
𝑞(𝜇max−𝝁)·s′ · (−1)𝑧+1·s′

=
∑︁
s∈𝔽 𝔦

2

𝑞𝑒(s)+(𝜇max−𝝁)·s
(
1 + (−1)𝑧+1·s

)
.

Apply this to Eq. (∗), then Lemma 10.5.5 follows. □

§ 10.6. Asymptotic growth of non-balanced

multi-summations

This section aims to apply the results in § 10.5 to get asymptotic growth of multi-

summations which are non-balanced in the sense that the summation condition of

variables is no longer 1 · c = 𝑧. In our applications, the coefficients in the summation

condition can only be either 1 or 2, see § 9.2 to 9.5. Hence, we will assume that the

index set 𝔦 admits a partition 𝔦 = 𝔦1 ⊔ 𝔦2 and then follow Convention 10.5.9.

Lemma 10.6.1. Let S be the 𝑞-function defined by the following multi-summation

S(𝑧) =
∑︁

c∈ℤ𝔦
>0 : 1·c1+2(1·c2)=𝑧

𝑞𝝁·c,

where 𝝁 is a sequence of non-negative rational numbers. For □ = 1, 2, define the
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following notations:

• 𝜇□max is the maximum of 𝝁□;

• 𝔦□max is the set of indices 𝑖 ∈ 𝔦□ such that 𝜇𝑖 = 𝜇□max.

Then S can be expressed as a super 𝑞-exponential polynomial.

(i). If 2𝜇1 max > 𝜇2 max, then we have

S(𝑧) ∼ 𝐶𝝁 ·
∑︁

s∈𝔽 𝔦1 \ 𝔦1 max
2

𝑞(𝜇1 max−𝝁|𝔦1 \ 𝔦1 max )·s ·
(

𝑧

|𝔦1 max | − 1

)
𝑞𝜇1 max𝑧,

where 𝜇1 max − 𝝁|𝔦1 \ 𝔦1 max denotes the sequence (𝜇1 max − 𝜇𝑖)𝑖∈𝔦1 \ 𝔦1 max and the

constant 𝐶𝝁 is defined as follows:

𝐶𝝁 :=
∏

𝑖∈𝔦1 \ 𝔦1 max

(
𝑞2𝜇1 max−2𝜇𝑖 − 1

)−1 ∏
𝑖∈𝔦2

(
𝑞2𝜇1 max−𝜇𝑖 − 1

)−1
.

(ii). If 2𝜇1 max < 𝜇2 max, then we have

S(𝑧) ∼ (
𝐶𝝁,0 + 𝐶𝝁,1(−1)𝑧) · ( 𝑧

|𝔦2 max | − 1

)
𝑞

1
2 𝜇2 max𝑧,

where the constants 𝐶𝝁,0 and 𝐶𝝁,1 are defined as follows:

𝐶𝝁,0 = 𝐶𝝁 ·
∑︁
s∈𝔽 𝔦1

2

𝑞(
1
2 𝜇2 max−𝝁1)·s, 𝐶𝝁,1 = 𝐶𝝁 ·

∑︁
s∈𝔽 𝔦1

2

(−1)1·s𝑞(
1
2 𝜇2 max−𝝁1)·s,

where 1
2𝜇2 max − 𝝁1 denotes the sequence ( 12𝜇2 max − 𝜇𝑖)𝑖∈𝔦1 and the constant 𝐶𝝁 is

defined as follows:

𝐶𝝁 :=
1

2|𝔦2 max |
∏
𝑖∈𝔦1

(
𝑞𝜇2 max−2𝜇𝑖 − 1

)−1 ∏
𝑖∈𝔦2 \ 𝔦2 max

(𝑞𝜇2 max−𝜇𝑖 − 1)−1 .
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(iii). If 2𝜇1 max = 𝜇2 max, then we have

S(𝑧) ∼ 𝐶𝝁 ·
∑︁

s∈𝔽 𝔦1 \ 𝔦1 max
2

𝑞(𝜇1 max−𝝁|𝔦1 \ 𝔦1 max )·s ·
(

𝑧

|𝔦1 max | + |𝔦2 max | − 1

)
𝑞𝜇1 max𝑧,

where 𝜇1 max − 𝝁|𝔦1 \ 𝔦1 max denotes the sequence (𝜇1 max − 𝜇𝑖)𝑖∈𝔦1 \ 𝔦1 max and the

constant 𝐶𝝁 is defined as follows:

𝐶𝝁 :=
1

2|𝔦2 max |
∏

𝑖∈𝔦1 \ 𝔦1 max

(
𝑞2𝜇1 max−2𝜇𝑖 − 1

)−1 ∏
𝑖∈𝔦2 \ 𝔦2 max

(
𝑞2𝜇1 max−𝜇𝑖 − 1

)−1
.

Moreover, if both 𝝁1 and 1
2𝝁2 take integral values, then the super 𝑞-exponential polyno-

mial is primary.

Remark. Note that the even leading coefficient 𝐶𝝁,0 is positive and the odd leading

coefficient 𝐶𝝁,1 satisfies
��𝐶𝝁,1

�� < 𝐶𝝁,0. Hence, the 𝑞-function S is eventually positive.

Note that 𝐶𝝁,1 could be 0, in which case the asymptotic growth of S(𝑧) along even

integers and odd integers coincide.

In the proof of above lemma and its many applications, a fundamental trick is to

extend the domain of a 𝑞-function to include non-integers. If this 𝑞-function is defined

by a (super) 𝑞-exponential polynomial, then it is clear how to do this: simply evaluate

this (super) 𝑞-exponential polynomial. On the other hand, when the 𝑞-function is given

by a (multi-)summation, it is natural to define its value at non-integer points being

zero. However, keep these two conventions may cause confusions especially when

an asymptotic equality connecting a (multi-)summation and a (super) 𝑞-exponential

polynomial is provided. Hence, we will abandon the second convention and use the

following one instead.

Convention 10.6.2. Suppose S is a 𝑞-function such that it can be expressed as a (super)
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𝑞-exponential polynomial 𝑓 . When we write S
(

1
2𝑛

)
, where 𝑛 ∈ ℤ, we actually mean

the evaluation of 𝑓 (𝑧) at 𝑧 = 1
2𝑛. Note that this may cause S having nonzero value at a

half-integer even though S may be given by a (multi-)summation.

Then by Lemma 10.4.5, the 𝑞-function that gives S
(

1
2 𝑧

)
when 𝑧 is even and 0 when

𝑧 is odd is the following one:

1
2 (1 + (−1)𝑧) S

(
1
2 𝑧

)
.

Proof of Lemma 10.6.1. By introducing new variables s ∈ 𝔽 𝔦
2 and replacing c1 by 2c1−s,

we can write the 𝑞-function S as follows:

S(𝑧) =
∑︁

c∈ℤ𝔦
>0,s∈𝔽

𝔦1
2

2(1·c)=𝑧+1·s

𝑞−𝝁1·s+(2𝝁1⊔𝝁2)·c.

Consider the following 𝑞-function:

S′(𝑧) :=
∑︁

c∈ℤ𝔦
>0 : 1·c=𝑧

𝑞𝝁
′·c,

where 𝝁′ is the sequence 2𝝁1 ⊔ 𝝁2. Then we have

S(𝑧) =
∑︁

s∈𝔽 𝔦1
2 : 𝑧+1·s∈2ℤ

𝑞−𝝁1·s S′
(

1
2 (𝑧 + 1 · s)

)
.

Note that the summation only takes over those sequence s ∈ 𝔽 𝔦1
2 satisfying 𝑧+1 · s ∈ 2ℤ.

Hence, following Convention 10.6.2, we have

(∗) S(𝑧) =
∑︁
s∈𝔽 𝔦1

2

1
2

(
1 + (−1)𝑧+1·s

)
𝑞−𝝁1·s S′

(
1
2 (𝑧 + 1 · s)

)
.

By Lemma 10.5.2, the 𝑞-function S′ can be expressed as a 𝑞-exponential polynomial
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𝑓 which is primary when 𝝁′ only contains integers. Moreover, we have

S′(𝑧) ∼
∏
𝑖∉𝔦′max

(
𝑞𝜇
′
max−𝜇′𝑖 − 1

)−1
·
(

𝑧

|𝔦′max | − 1

)
𝑞𝜇
′
max𝑧,

where 𝜇′max is the maximum of the sequence 𝝁′ and 𝔦′max is the set of indices 𝑖 ∈ 𝔦 such

that 𝜇′𝑖 achieves this maximum. Applying this to Eq. (∗) and noticing that
( 1

2 (𝑧 + 1 · s)
|𝔦′max | − 1

)
𝑞𝜇
′
max

1
2 (𝑧+1·s) ∼

(
1
2

) |𝔦′max |−1
𝑞

1
2 𝜇
′
max1·s

(
𝑧

|𝔦′max | − 1

)
𝑞

1
2 𝜇
′
max𝑧,

we obtain the following asymptotic equality:

S(𝑧) ∼ 1
2 |𝔦′max |

∏
𝑖∉𝔦′max

(
𝑞𝜇
′
max−𝜇′𝑖 − 1

)−1

·
∑︁
s∈𝔽 𝔦1

2

(
1 + (−1)𝑧+1·s

)
𝑞(

1
2 𝜇
′
max−𝝁1)·s ·

(
𝑧

|𝔦′max | − 1

)
𝑞

1
2 𝜇
′
max𝑧 .

In the sequence 𝝁′, the maximum 𝜇′max is max{2𝜇1 max, 𝜇2 max}, and we have

𝔦′max =




𝔦1 max if 2𝜇1 max > 𝜇2 max,

𝔦2 max if 2𝜇1 max < 𝜇2 max,

𝔦1 max ⊔ 𝔦2 max if 2𝜇1 max = 𝜇2 max.

In the first and the third case, the sequence 1
2𝜇
′
max − 𝝁1 contains a zero. Hence, we have

∑︁
s∈𝔽 𝔦1

2

(−1)𝑧+1·s𝑞(
1
2 𝜇
′
max−𝝁1)·s = 0.

Then the asymptotic relations in the lemma follows. Note that the proof of Lemma 10.5.2

also shows that 𝑓 ( 12 𝑧) is a primary 𝑞-exponential polynomial if 𝝁′ only contains even

integers. Then the last statement follows. □

255



Chapter 10. Asymptotic analysis

The following lemma will not be used in this dissertation. It can be deduced from

Lemma 10.5.5 similarly to Lemma 10.6.1

Lemma 10.6.3. Let S be the 𝑞-function defined by the following multi-summation

S(𝑧) =
∑︁

c∈ℤ𝔦
>0 : 1·c1+2(1·c2)=𝑧

𝑞𝝁·c+𝑒(c) ,

where 𝝁 is a sequence of non-negative rational numbers and 𝑒 is a multivariable parity

function. For □ = 1, 2, define the following notations:

• 𝜇□max is the maximum of 𝝁□;

• 𝔦□max is the set of indices 𝑖 ∈ 𝔦□ such that 𝜇𝑖 = 𝜇□max.

Then S can be expressed as a super 𝑞-exponential polynomial.

(i). If 2𝜇1 max > 𝜇2 max, then we have

S(𝑧) ∼ (
𝐶𝝁,𝑒,0 + 𝐶𝝁,𝑒,1(−1)𝑧) · ( 𝑧

|𝔦1 max | − 1

)
𝑞𝜇1 max𝑧,

where the constants 𝐶𝝁,𝑒,0 and 𝐶𝝁,𝑒,1 are defined as follows:

𝐶𝝁,𝑒,0 = 𝐶𝝁 ·
∑︁

s1∈𝔽 𝔦1 \ 𝔦1 max
2

𝑞2(𝜇1 max−𝝁|𝔦1 \ 𝔦1 max )·s1

·
∑︁

s0∈𝔽 𝔦1
2 ,s2∈𝔽 𝔦2

2

𝑞𝑒(s0⊔s2)+(𝜇1 max−𝝁1)·s0+(2𝜇1 max−𝝁2)·s2 ,

𝐶𝝁,𝑒,1 = 𝐶𝝁 ·
∑︁

s1∈𝔽 𝔦1 \ 𝔦1 max
2

𝑞2(𝜇1 max−𝝁|𝔦1 \ 𝔦1 max )·s1

·
∑︁

s0∈𝔽 𝔦1
2 ,s2∈𝔽 𝔦2

2

(−1)1·s0𝑞𝑒(s0⊔s2)+(𝜇1 max−𝝁1)·s0+(2𝜇1 max−𝝁2)·s2 ,

256



§10.6. Asymptotic growth of non-balanced multi-summations

where 𝜇1 max − 𝝁|𝔦1 \ 𝔦1 max denotes the sequence (𝜇1 max − 𝜇𝑖)𝑖∈𝔦1 \ 𝔦1 max , 𝜇1 max − 𝝁1

the sequence (𝜇1 max − 𝜇𝑖)𝑖∈𝔦1 , 2𝜇1 max − 𝝁2 the sequence (2𝜇1 max − 𝜇𝑖)𝑖∈𝔦2 , and

𝐶𝝁 the following constant:

𝐶𝝁 :=
1

2|𝔦1 max |
∏

𝑖∈𝔦1 \ 𝔦1 max

(
𝑞4𝜇1 max−4𝜇𝑖 − 1

)−1 ∏
𝑖∈𝔦2

(
𝑞4𝜇1 max−2𝜇𝑖 − 1

)−1
.

(ii). If 2𝜇1 max < 𝜇2 max, then we have

S(𝑧) ∼ (
𝐶𝝁,𝑒,0 + 𝐶𝝁,𝑒,1(−1)𝑧) · ( 𝑧

|𝔦2 max | − 1

)
𝑞

1
2 𝜇2 max𝑧,

where the constants 𝐶𝝁,𝑒,0 and 𝐶𝝁,𝑒,1 are defined as follows:

𝐶𝝁,𝑒,0 = 𝐶𝝁 ·
∑︁

s0,s1∈𝔽 𝔦1
2 ,s2∈𝔽 𝔦2

2

(
1 + (−1)1·s0+1·s1+1·s2

) (

𝑞𝑒(s0⊔s2)+( 12 𝜇2 max−𝝁1)·s0+2( 12 𝜇2 max−𝝁1)·s1+(𝜇2 max−𝝁2)·s2
)
,

𝐶𝝁,𝑒,1 = 𝐶𝝁 ·
∑︁

s0,s1∈𝔽 𝔦1
2 ,s2∈𝔽 𝔦2

2

(
(−1)1·s0 + (−1)1·s1+1·s2

) (

𝑞𝑒(s0⊔s2)+( 12 𝜇2 max−𝝁1)·s0+2( 12 𝜇2 max−𝝁1)·s1+(𝜇2 max−𝝁2)·s2
)
,

where 1
2𝜇2 max − 𝝁1 denotes the sequence ( 12𝜇2 max − 𝜇𝑖)𝑖∈𝔦1 , 𝜇2 max − 𝝁2 the se-

quence (𝜇2 max − 𝜇𝑖)𝑖∈𝔦2 , and 𝐶𝝁 the following the constant:

𝐶𝝁 :=
1

22|𝔦2 max |
∏
𝑖∈𝔦1

(
𝑞2𝜇2 max−4𝜇𝑖 − 1

)−1 ∏
𝑖∈𝔦2 \ 𝔦2 max

(
𝑞2𝜇2 max−2𝜇𝑖 − 1

)−1
.

(iii). If 2𝜇1 max = 𝜇2 max, then we have

S(𝑧) ∼ (
𝐶𝝁,𝑒,0 + 𝐶𝝁,𝑒,1(−1)𝑧) · ( 𝑧

|𝔦1 max | + |𝔦2 max | − 1

)
𝑞𝜇1 max𝑧,
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Chapter 10. Asymptotic analysis

where the constants 𝐶𝝁,𝑒,0 and 𝐶𝝁,𝑒,1 are defined as follows:

𝐶𝝁,𝑒,0 = 𝐶𝝁 ·
∑︁

s1∈𝔽 𝔦1 \ 𝔦1 max
2

𝑞2(𝜇1 max−𝝁|𝔦1 \ 𝔦1 max )·s1

·
∑︁

s0∈𝔽 𝔦1
2 ,s2∈𝔽 𝔦2

2

𝑞𝑒(s0⊔s2)+(𝜇1 max−𝝁1)·s0+(𝜇2 max−𝝁2)·s2 ,

𝐶𝝁,𝑒,1 = 𝐶𝝁 ·
∑︁

s1∈𝔽 𝔦1 \ 𝔦1 max
2

𝑞2(𝜇1 max−𝝁|𝔦1 \ 𝔦1 max )·s1

·
∑︁

s0∈𝔽 𝔦1
2 ,s2∈𝔽 𝔦2

2

(−1)1·s0𝑞𝑒(s0⊔s2)+(𝜇1 max−𝝁1)·s0+(2𝜇1 max−𝝁2)·s2 ,

where 𝜇1 max − 𝝁|𝔦1 \ 𝔦1 max denotes the sequence (𝜇1 max − 𝜇𝑖)𝑖∈𝔦1 \ 𝔦1 max , 𝜇1 max − 𝝁1

the sequence (𝜇1 max − 𝜇𝑖)𝑖∈𝔦1 , 𝜇2 max − 𝝁2 the sequence (𝜇2 max − 𝜇𝑖)𝑖∈𝔦2 , and 𝐶𝝁

the following constant:

𝐶𝝁 :=
1

2|𝔦1 max |+2|𝔦2 max |
∏

𝑖∈𝔦1 \ 𝔦1 max

(
𝑞4𝜇1 max−4𝜇𝑖 − 1

)−1 ∏
𝑖∈𝔦2 \ 𝔦2 max

(
𝑞2𝜇2 max−2𝜇𝑖 − 1

)−1
.

Moreover, if both 𝝁1 and 1
2𝝁2 take integral values, then the super 𝑞-exponential polyno-

mial is primary.

Remark. Note that the even leading coefficient 𝐶𝝁,𝑒,0 is positive and the odd leading

coefficient 𝐶𝝁,𝑒,1 satisfies
��𝐶𝝁,𝑒,1

�� < 𝐶𝝁,𝑒,0. Hence, the 𝑞-function S is eventually positive.

Note that 𝐶𝝁,𝑒,1 could be 0, in which case the asymptotic growth of S(𝑧) along even

integers and odd integers coincide.
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Chapter 11.

Simplicial volume in buildings of 𝐴𝑛 type

In this chapter, we will prove the 𝐴𝑛 part of Theorems 1.3 and 1.5. More precisely, we

will prove the following stronger theorem.

Theorem 11.1. Let ℬ be a Bruhat-Tits building of split classical type 𝐴𝑛 over a local

field 𝐾 with residue cardinality 𝑞. Then the simplicial volume SV( · ) and the simplicial

surface area SSA( · ) in it can be defined by primary 𝑞-exponential polynomials whose

leading terms are of the form:

SV(𝑟) ∼ 𝐶(𝑛) · 𝑟𝜀(𝑛)𝑞𝜋(𝑛)𝑟, SSA(𝑟) ∼ 𝐶(𝑛) · 𝑟𝜀(𝑛)𝑞𝜋(𝑛)𝑟,

where 𝜀(𝑛) = 0 and 𝜋(𝑛) = ( 𝑛+12 )2 if 𝑛 is odd, while 𝜀(𝑛) = 1 and 𝜋(𝑛) = 𝑛
2 ( 𝑛2 + 1) if 𝑛

is even.

Moreover, we will obtain explicit formulas for the constants 𝐶(𝑛) and 𝐶(𝑛).
By the discussion at the beginning of Chapter 10, this can be done as follows. First,

we will compute the asymptotic growth of SV(𝐼) (𝑟) for each type 𝐼 ⊆ Δ. This allows us
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Chapter 11. Simplicial volume in buildings of 𝐴𝑛 type

to find the dominant ones. On the other hand, by Eq. (8.4.6), we have

(11.0.1) SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫𝐴𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐴𝑛;𝐼) SV(𝐼) (𝑟).

Then we can obtain the asymptotic growths of SSA(𝑟) and SV(𝑟).

§ 11.1. Asymptotic growth of SV(𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to compute the

asymptotic growth of SV(𝐼) (𝑟). Since all vertices are special, we have

SV(𝐼) (𝑟) = S≍V(𝐼) (𝑟) =
∑︁

𝑥∈V(𝐼,𝑟)
𝑞2𝜌(𝑥) .

Then by Eqs. (6.3.8) and (9.2.2), we have

SV(𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (𝑛+1−ℓ𝑖)𝑐𝑖
.

Now, we apply Lemma 10.5.2 to above summation, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(𝑛 + 1 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

Since all members of 𝝁 are integers, SV(𝐼) can be defined by a primary 𝑞-exponential

polynomial. Note that, by Eq. (11.0.1), this already implies that SV( · ) and SSA( · )
can be defined by primary 𝑞-exponential polynomials.

The knowledge of quadratic function shows that either 𝔦max is a singleton {𝑖0} or it

consists of two consecutive indices {𝑖0, 𝑖0 + 1}.
If 𝔦max = {𝑖0}. Then 𝜇max = ℓ𝑖0 (𝑛 + 1 − ℓ𝑖0), 𝜇max − 𝜇𝑖 = (ℓ𝑖0 − ℓ𝑖) (𝑛 + 1 − ℓ𝑖0 − ℓ𝑖),
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§11.2. Dominant types

and we have

(11.1.1) SV(𝐼) (𝑟) ∼
∏
𝑖≠𝑖0

(
𝑞(ℓ𝑖0−ℓ𝑖) (𝑛+1−ℓ𝑖0−ℓ𝑖) − 1

)−1
· 𝑞ℓ𝑖0 (𝑛+1−ℓ𝑖0 )𝑟 .

In particular, SV(𝐼) has order ℓ𝑖0 (𝑛 + 1 − ℓ𝑖0) and degree 0.

If 𝔦max = {𝑖0, 𝑖0 + 1}. Then 𝜇max = ℓ𝑖0 (𝑛+1−ℓ𝑖0), 𝜇max−𝜇𝑖 = (ℓ𝑖0−ℓ𝑖) (𝑛+1−ℓ𝑖0−ℓ𝑖),
and we have

(11.1.2) SV(𝐼) (𝑟) ∼
∏

𝑖≠𝑖0,𝑖0+1

(
𝑞(ℓ𝑖0−ℓ𝑖) (𝑛+1−ℓ𝑖0−ℓ𝑖) − 1

)−1
· 𝑟𝑞ℓ𝑖0 (𝑛+1−ℓ𝑖0 )𝑟 .

In particular, SV(𝐼) has order ℓ𝑖0 (𝑛 + 1 − ℓ𝑖0) and degree 1.

§ 11.2. Dominant types

Now, we are able to figure out for which type 𝐼, the 𝑞-function SV(𝐼) is dominant among

its siblings. We will say that such a type is a .

When 𝑛 is odd, we have

𝜇max = ℓ𝑖0 (𝑛 + 1 − ℓ𝑖0) ⩽ (
𝑛 + 1

2
)2.

The equality achieves exactly when ℓ𝑖0 = 𝑛+1
2 . Therefore, SV(𝐼) is dominant exactly

when 𝑛+1
2 ∉ 𝐼. In this case, we have 𝔦max = {𝑖0} and ℓ𝑖0 = 𝑛+1

2 .

When 𝑛 is even, we have

𝜇max = ℓ𝑖0 (𝑛 + 1 − ℓ𝑖0) ⩽
𝑛

2

(𝑛
2
+ 1

)
.

The equality achieves exactly when ℓ𝑖0 = 𝑛
2 or 𝑛

2 + 1. Therefore, SV(𝐼) is dominant

only if
{
𝑛
2 ,

𝑛
2 + 1

}
⊄ 𝐼. There are three cases: if

{
𝑛
2 ,

𝑛
2 + 1

} ∩ 𝐼 = {
𝑛
2 + 1

}
, we have
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Chapter 11. Simplicial volume in buildings of 𝐴𝑛 type

𝔦max = {𝑖0} and ℓ𝑖0 = 𝑛
2 ; if

{
𝑛
2 ,

𝑛
2 + 1

} ∩ 𝐼 = {
𝑛
2
}
, we have 𝔦max = {𝑖0} and ℓ𝑖0 = 𝑛

2 + 1; if{
𝑛
2 ,

𝑛
2 + 1

} ∩ 𝐼 = ∅, we have 𝔦max = {𝑖0, 𝑖0 + 1}, ℓ𝑖0 = 𝑛
2 , and ℓ𝑖0+1 = 𝑛

2 + 1. Among them,

the last one gives the dominant type since SV(𝐼) has degree 1 in that case while it has

degree 0 in the first two cases.

§ 11.3. Asymptotic growths of SSA(𝑟) and SV(𝑟)

We are now going to obtain the asymptotic growth of SSA(𝑟). By Eq. (11.0.1), we have

SSA(𝑟) ∼
∑︁

𝐼 is dominant

𝒫𝐴𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐴𝑛;𝐼) SV(𝐼) (𝑟).

When 𝑛 is odd, by § 11.2 and Eq. (11.1.1), we see that SSA( · ) can be defined by a

primary 𝑞-exponential polynomial so that

(11.3.1) SSA(𝑟) ∼ 𝐶(𝑛) · 𝑞( 𝑛+12 )2𝑟,

where the constant 𝐶(𝑛) is defined as follows:

(11.3.2) 𝐶(𝑛) :=
∑︁
𝐼⊆Δ
𝑛+1

2 ∉𝐼

𝒫𝐴𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐴𝑛;𝐼)

∏
1⩽𝑖⩽𝑡𝐼

ℓ𝑖 (𝐼)≠𝑛+12

(
𝑞

(
ℓ𝑖 (𝐼)−𝑛+12

)2

− 1

)−1

.

As a consequence, we see that SV( · ) can be defined by a primary 𝑞-exponential

polynomial so that

(11.3.3) SV(𝑟) =
𝑟∑︁
𝑧=0

SSA(𝑧) ∼ 𝑞(
𝑛+1

2 )2

𝑞(
𝑛+1

2 )2 − 1
𝐶(𝑛) · 𝑞( 𝑛+12 )2𝑟,

When 𝑛 is even, by § 11.2 and Eq. (11.1.2), we see that SSA( · ) can be defined by a

262



§11.3. Asymptotic growths of SSA(𝑟) and SV(𝑟)

primary 𝑞-exponential polynomial so that

(11.3.4) SSA(𝑟) ∼ 𝐶(𝑛) · 𝑟𝑞 𝑛
2 ( 𝑛2+1)𝑟,

where the constant 𝐶(𝑛) is defined as follows:

(11.3.5) 𝐶(𝑛) :=
∑︁
𝐼⊆Δ

𝑛
2 ,
𝑛
2+1∉𝐼

𝒫𝐴𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐴𝑛;𝐼)

∏
1⩽𝑖⩽𝑡𝐼

ℓ𝑖 (𝐼)≠𝑛2 ,
𝑛
2+1

(
𝑞(ℓ𝑖 (𝐼)−

𝑛
2 ) (ℓ𝑖 (𝐼)− 𝑛2−1) − 1

)−1
.

As a consequence, we see that SV( · ) can be defined by a primary 𝑞-exponential

polynomial so that

(11.3.6) SV(𝑟) =
𝑟∑︁
𝑧=0

SSA(𝑧) ∼ 𝑞
𝑛
2 ( 𝑛2+1)

𝑞
𝑛
2 ( 𝑛2+1) − 1

𝐶(𝑛) · 𝑞 𝑛
2 ( 𝑛2+1)𝑟,

Since all vertices are special, we have SSA†(𝑟) = SSA(𝑟) and SV†(𝑟) = SV(𝑟), where

† denotes “being special”.

By Eqs. (11.3.1) to (11.3.6), we have proved Theorem 11.1. Moreover, by Eq. (A.1.4),

we have the following explicit formulas for the first factor of 𝐶(𝑛):

𝒫𝐴𝑛;𝐼 (𝑞) =
[

𝑛 + 1
ℓ1(𝐼), ℓ2(𝐼) − ℓ1(𝐼), · · · , ℓ𝑡 (𝐼) − ℓ𝑡−1(𝐼), 𝑛 + 1 − ℓ𝑡 (𝐼)

]
(𝑞),

𝑞deg(𝒫𝐴𝑛;𝐼) = 𝑞(𝑛+12 )

𝑞(ℓ1 ( 𝐼)2 )𝑞(ℓ2 ( 𝐼)−ℓ1 ( 𝐼)2 ) · · · 𝑞(ℓ𝑡 ( 𝐼)−ℓ𝑡−1 ( 𝐼)
2 )𝑞(𝑛+1−ℓ𝑡 ( 𝐼)2 ) .

See Eq. (A.1.3) for the definition of the symbol
[ ·
· ,··· , ·

]
.
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In this chapter, we will prove the 𝐶𝑛 part of Theorems 1.3 and 1.5. More precisely, we

will prove the following stronger theorem.

Theorem 12.1. Let ℬ be a Bruhat-Tits building of split classical type 𝐶𝑛 over a local

field 𝐾 with residue cardinality 𝑞. Then the simplicial volume SV( · ) and the simplicial

surface area SSA( · ) in it can be defined by primary super 𝑞-exponential polynomials

whose leading terms are of the form:

SV(𝑟) ∼ 𝐶(𝑛) · 𝑞
𝑛(𝑛+1)

2 𝑟, SSA(𝑟) ∼ 𝐶(𝑛) · 𝑞
𝑛(𝑛+1)

2 𝑟,

where 𝐶(𝑛) and 𝐶(𝑛) are primary 𝑞-numbers, not just parity 𝑞-functions.

Moreover, we will obtain explicit formulas for the constants 𝐶(𝑛) and 𝐶(𝑛).
By the discussion at the beginning of Chapter 10, this can be done as follows. First,

we estimate the asymptotic growth of SV(𝐼) (𝑟) for each type 𝐼 ⊆ Δ using the auxiliary

function S≍V(𝐼) in § 12.1. This allows us to find the dominant ones in § 12.3. Then we

can compute the leading coefficient of SV(𝐼) (𝑟) for dominant ones in § 12.5. Finally, by
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Eq. (8.4.6), we have

(12.0.1) SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫𝐶𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐶𝑛;𝐼) SV(𝐼) (𝑟) ∼

∑︁
𝐼 is dominant

𝒫𝐶𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐶𝑛;𝐼) SV(𝐼) (𝑟).

Then we can obtain the asymptotic growths of SSA(𝑟) and SV(𝑟).
Along the discussion, we will also consider the asymptotic growths of SSA†(𝑟) and

SV†(𝑟), where † denotes “being special”. Namely, we will also prove the following

theorem (in § 12.2 and 12.4).

Theorem 12.2. Let ℬ be a Bruhat-Tits building of split classical type 𝐶𝑛 over a local

field 𝐾 with residue cardinality 𝑞. Then the special simplicial volume SV†( · ) and

the special simplicial surface area SSA†( · ) in it can be defined by primary super

𝑞-exponential polynomials whose leading terms are of the form:

SV†(𝑟) ∼ 𝐶†(𝑛) · 𝑞
𝑛(𝑛+1)

2 𝑟, SSA†(𝑟) ∼ 𝐶†(𝑛) · 𝑞
𝑛(𝑛+1)

2 𝑟,

where 𝐶†(𝑛) and 𝐶†(𝑛) are primary 𝑞-numbers, not just parity 𝑞-functions.

Moreover, we will obtain explicit formulas for the constants 𝐶†(𝑛) and 𝐶†(𝑛).

§ 12.1. Asymptotic growth of S≍V(𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to estimate the asymptotic

growth of SV(𝐼) (𝑟) up to the leading coefficient.

By Eqs. (6.4.7) and (9.3.2), we have

S≍V(𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

1
2 ℓ𝑖 (2𝑛+1−ℓ𝑖)𝑐𝑖 .
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Now, we apply Lemma 10.5.2 to above summation, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 + 1 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

Since all members of 𝝁 are integers, S≍V(𝐼) can be defined by a primary 𝑞-exponential

polynomial. The knowledge of quadratic function shows that 𝔦max = {𝑡} with 𝜇max =

1
2ℓ𝑡 (2𝑛 + 1 − ℓ𝑡). Then we have

S≍V(𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞

1
2 (ℓ𝑡−ℓ𝑖) (2𝑛+1−ℓ𝑡−ℓ𝑖) − 1

)−1
· 𝑞

1
2 ℓ𝑡 (2𝑛+1−ℓ𝑡)𝑟 .

Since SV(𝐼) (𝑟) ≍ S≍V(𝐼) (𝑟), we see that SV(𝐼) has order 1
2ℓ𝑡 (2𝑛 + 1 − ℓ𝑡) and degree 0.

§ 12.2. Asymptotic growth of SV†(𝐼) (𝑟)

Next, we are going to compute the asymptotic growth of SV† (𝐼) (𝑟).
If ℓ𝑡 < 𝑛, then by Eqs. (6.4.6), (6.4.7), and (9.1.4), we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

2𝑐1+···+2𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (2𝑛+1−ℓ𝑖)𝑐𝑖
.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = ∅ ⊔ {1, · · · , 𝑡}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 + 1 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

Since all members of 𝝁 are even integers, SV† (𝐼) can be defined by a primary super

𝑞-exponential polynomial. The knowledge of quadratic function shows that 𝔦max =
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𝔦2 max = {𝑡} with 𝜇max = 𝜇2 max = ℓ𝑡 (2𝑛 + 1 − ℓ𝑡). Then by Lemma 10.6.1.(ii), we have

SV† (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞(ℓ𝑡−ℓ𝑖) (2𝑛+1−ℓ𝑡−ℓ𝑖) − 1

)−1
· 1

2 (1 + (−1)𝑟) · 𝑞
1
2 ℓ𝑡 (2𝑛+1−ℓ𝑡)𝑟 .

In particular, it has order 1
2ℓ𝑡 (2𝑛 + 1 − ℓ𝑡) and degree 0.

If ℓ𝑡 = 𝑛, then by Eqs. (6.4.6), (6.4.7), and (9.1.4), we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

2𝑐1+···+2𝑐𝑡−1+𝑐𝑡=𝑟

𝑞

𝑡−1∑
𝑖=1

ℓ𝑖 (2𝑛+1−ℓ𝑖)𝑐𝑖+𝑛(𝑛+1)2 𝑐𝑡
.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = {𝑡} ⊔ {1, · · · , 𝑡 − 1}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 + 1 − ℓ𝑖), (1 ⩽ 𝑖 < 𝑡)

𝜇𝑡 =
𝑛(𝑛+1)

2 .

Since 𝜇𝑡 is an integer and all members of 𝝁2 are even integers, SV† (𝐼) can be defined

by a primary super 𝑞-exponential polynomial. The knowledge of quadratic function

shows that 𝔦2 max = {𝑡 − 1}, 𝜇2 max = ℓ𝑡−1(2𝑛 + 1 − ℓ𝑡−1), and 2𝜇1 max > 𝜇2 max. Then by

Lemma 10.6.1.(i), we have

(12.2.1) SV† (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛+1−ℓ𝑖) − 1

)−1
· 𝑞

𝑛(𝑛+1)
2 𝑟 .

In particular, it has order 𝑛(𝑛+1)
2 and degree 0.

§ 12.3. Dominant types

Now, we are able to figure out which type is dominant.
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We begin with SV(𝐼) , since ℓ𝑡 ⩽ 𝑛, we have

𝜇max = 1
2ℓ𝑡 (2𝑛 + 1 − ℓ𝑡) ⩽ 𝑛(𝑛+1)

2 .

The equality achieves exactly when ℓ𝑡 = 𝑛. Therefore, SV(𝐼) is dominant exactly when

𝑛 ∉ 𝐼. In this case, we have 𝔦max = {𝑡} and ℓ𝑡 = 𝑛.

Next, we consider SV† (𝐼) . Then similar argument shows that it is dominant exactly

when 𝑛 ∉ 𝐼.

§ 12.4. Asymptotic growths of SSA†(𝑟) and SV†(𝑟)

We are now able to obtain the asymptotic growths of SSA†(𝑟) and SV†(𝑟).
By Eq. (12.0.1), Eq. (12.2.1), and § 12.3, we see that SSA†( · ) can be defined by a

primary super 𝑞-exponential polynomial so that

(12.4.1) SSA†(𝑟) ∼ 𝐶†(𝑛) · 𝑞
𝑛(𝑛+1)

2 𝑟,

where the constant 𝐶†(𝑛) is defined as follows:

(12.4.2) 𝐶†(𝑛) :=
∑︁
𝑛∉𝐼

𝒫𝐶𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐶𝑛;𝐼)

𝑡𝐼−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼)) (𝑛+1−ℓ𝑖 (𝐼)) − 1

)−1
.

As a consequence, we see that SV†( · ) can be defined by a primary super 𝑞-exponential

polynomial so that

(12.4.3) SV†(𝑟) =
𝑟∑︁
𝑧=0

SSA†(𝑧) ∼ 𝑞
𝑛(𝑛+1)

2

𝑞
𝑛(𝑛+1)

2 − 1
𝐶†(𝑛) · 𝑞

𝑛(𝑛+1)
2 𝑟 .
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§ 12.5. Asymptotic growth of dominant SV(𝐼) (𝑟)

Let 𝐼 be a type and follow Convention 2.4.5. We are going to compute the asymptotic

growth of SV(𝐼) (𝑟) when 𝐼 is dominant.

First, we need to write SV(𝐼) (𝑟) into a multi-summation. To do this, we pick an

arbitrary 𝑥 ∈ V(𝐼) and investigate the difference between 2𝜌(𝑥) and the sum of ⌈𝑎(𝑥)⌉
for 𝑎(𝑥) > 0. To better describe this sum, we introduce the following conventions.

Convention 12.5.1. For any 𝑗 ∈ {1, · · · , 𝑛}, we will use ℓ−1( 𝑗) to denote the index

𝑖 ∈ {1, · · · , 𝑡 + 1} such that ℓ𝑖−1 < 𝑗 ⩽ ℓ𝑖, where ℓ𝑡+1 = 𝑛.

Convention 12.5.2. We will use 𝑧 to denote standard parity function mapping even

numbers to 0 and odd numbers to 1. Note that
⌈1

2 𝑧
⌉
= 1

2 (𝑧 + 𝑧).

Convention 12.5.3. The summation 𝑐𝑖 + · · · + 𝑐 𝑗 is read to be 0 when 𝑖 > 𝑗.

Now, suppose 𝑥 = 𝑜 + 𝑐1𝜔′ℓ1
+ · · · + 𝑐𝑡𝜔′ℓ𝑡 ∈ V(𝐼). By Eq. (6.4.5), we have

(𝜒 𝑗 − 𝜒 𝑗′) (𝑥) = 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
, (1 ⩽ 𝑗 < 𝑗′ ⩽ 𝑛)

(𝜒 𝑗 + 𝜒 𝑗′) (𝑥) = 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
+ 𝑐ℓ−1 ( 𝑗′) + · · · + 𝑐𝑡, (1 ⩽ 𝑗 < 𝑗′ ⩽ 𝑛)

2𝜒 𝑗(𝑥) = 𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡 . (1 ⩽ 𝑗 ⩽ 𝑛)

Therefore, we have

∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ =

∑︁
1⩽ 𝑗< 𝑗′⩽𝑛

(⌈(𝜒 𝑗 − 𝜒 𝑗′) (𝑥)⌉ + ⌈(𝜒 𝑗 + 𝜒 𝑗′) (𝑥)⌉) + 𝑛∑︁
𝑗=1
⌈2𝜒 𝑗(𝑥)⌉

= 2𝜌(𝑥) +
∑︁

1⩽ 𝑗< 𝑗′⩽𝑛
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1.
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From above analysis, we can define the parity function 𝑒𝐼 as follows:

(12.5.1) 𝑒𝐼 (𝑐1, · · · , 𝑐𝑡) :=
∑︁

1⩽𝑖<𝑖′⩽𝑡+1
(ℓ𝑖 − ℓ𝑖−1) (ℓ𝑖′ − ℓ𝑖′−1)𝑐𝑖 + · · · + 𝑐𝑖′−1.

Then we have ∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ = 2𝜌(𝑥) + 𝑒𝐼 (𝑐1, · · · , 𝑐𝑡).

Now, we apply Lemma 10.5.5 to the following summation.

SV(𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

1
2 ℓ𝑖 (2𝑛+1−ℓ𝑖)𝑐𝑖+𝑒𝐼 (𝑐1,··· ,𝑐𝑡) .

Note that the index set 𝔦 is {1, · · · , 𝑡} and the sequence 𝝁 is

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 + 1 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

Since all members of 𝝁 are integers and 𝑒𝐼 is valued in integers, SV(𝐼) can be defined by a

primary super 𝑞-exponential polynomial. Note that, by Eq. (12.0.1), this already implies

that SV( · ) and SSA( · ) can be defined by primary super 𝑞-exponential polynomials.

Now, let 𝐼 be a dominant type, namely 𝑛 ∉ 𝐼. Then we have 𝔦max = {𝑡}, ℓ𝑡 = 𝑛, and

𝜇max = 𝑛(𝑛+1)
2 . Therefore,

SV(𝐼) (𝑟) ∼
(
𝐶𝐼,0 + 𝐶𝐼,1(−1)𝑟) · 𝑞𝑛(𝑛+1)2 𝑟,

where the constants 𝐶𝐼,0 and 𝐶𝐼,1 are defined as follows:

𝐶𝐼,0 := 𝐶𝐼 ·
∑︁
s∈𝔽 𝑡2

E𝐼 (s), 𝐶𝐼,1 := 𝐶𝐼 ·
∑︁
s∈𝔽 𝑡2
(−1)1·s E𝐼 (s),
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where the constant 𝐶𝐼 and the function E𝐼 : 𝔽 𝑡2 → ℚ(𝑞;−) are defined as follows:

𝐶𝐼 :=
1
2

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛+1−ℓ𝑖) − 1

)−1
, E𝐼 (s) := 𝑞

𝑒𝐼 (s)+
𝑡−1∑
𝑖=1

1
2 (𝑛−ℓ𝑖) (𝑛+1−ℓ𝑖)𝑠𝑖 .(12.5.2)

From the definition Eq. (12.5.1) of 𝑒𝐼 , it is clear that

E𝐼 (𝑠1, · · · , 𝑠𝑡−1, 0) = E𝐼 (𝑠1, · · · , 𝑠𝑡−1, 1).

Therefore, 𝐶𝐼,1 = 0 and we thus have

(12.5.3) SV(𝐼) (𝑟) ∼ 𝐶𝐼 ·
∑︁

s∈𝔽 𝑡−1
2

2 E𝐼 (s ⊔ 0) · 𝑞
𝑛(𝑛+1)

2 𝑟,

where s ⊔ 0 is the sequence 𝑠1, · · · , 𝑠𝑡−1, 0.

§ 12.6. Asymptotic growths of SSA(𝑟) and SV(𝑟)

We are now going to obtain the asymptotic growth of SSA(𝑟).
By Eq. (12.0.1), § 12.3, and Eqs. (12.5.1) to (12.5.3), we see that SSA( · ) can be

defined by a primary super 𝑞-exponential polynomial so that

(12.6.1) SSA(𝑟) ∼ 𝐶(𝑛) · 𝑞
𝑛(𝑛+1)

2 𝑟,

where the constant 𝐶(𝑛) is defined as follows:

(12.6.2) 𝐶(𝑛) :=
∑︁
𝑛∉𝐼

©­­«
𝒫𝐶𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐶𝑛;𝐼)

𝑡𝐼−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼)) (𝑛+1−ℓ𝑖 (𝐼)) − 1

)−1 ∑︁
s∈𝔽 𝑡𝐼−1

2

E𝐶𝑛;𝐼 (s)
ª®®¬
,
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where the function E𝐶𝑛;𝐼 : 𝔽 𝑡𝐼−1
2 → ℚ(𝑞;−) is defined as follows:

E𝐶𝑛;𝐼 := 𝑞

∑
1⩽𝑖<𝑖′⩽𝑡𝐼

(ℓ𝑖 (𝐼)−ℓ𝑖−1 (𝐼)) (ℓ𝑖′ (𝐼)−ℓ𝑖′−1 (𝐼))𝑠𝑖+···+𝑠𝑖′−1
(12.6.3)

· 𝑞
𝑡𝐼−1∑
𝑖=1

1
2 (𝑛−ℓ𝑖 (𝐼)) (𝑛+1−ℓ𝑖 (𝐼))𝑠𝑖 .

As a consequence, we see that SV( · ) can be defined by a primary super 𝑞-exponential

polynomial so that

(12.6.4) SV(𝑟) =
𝑟∑︁
𝑧=0

SSA(𝑧) ∼ 𝑞
𝑛(𝑛+1)

2

𝑞
𝑛(𝑛+1)

2 − 1
𝐶(𝑛) · 𝑞

𝑛(𝑛+1)
2 𝑟 .

By Eqs. (12.6.1) to (12.6.4), we have proved Theorem 12.1. Moreover, by Eq. (A.2.2),

we have the following explicit formulas for the first factor of 𝐶(𝑛):

𝒫𝐶𝑛;𝐼 (𝑞) = [2𝑛]!!(𝑞)
𝑡∏
𝑖=1
[ℓ𝑖(𝐼) − ℓ𝑖−1(𝐼)]!(𝑞)

, 𝑞deg(𝒫𝐶𝑛;𝐼) = 𝑞𝑛
2

𝑡∏
𝑖=1

𝑞(ℓ𝑖 ( 𝐼)−ℓ𝑖−1 ( 𝐼)
2 )

.

See Eqs. (A.1.2) and (A.2.1) for the definitions of the symbols [ · ]! and [2 · ]!!.
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In this chapter, we will prove the 𝐵𝑛 part of Theorems 1.3 and 1.5. More precisely, we

will prove the following stronger theorem.

Theorem 13.1. Let ℬ be a Bruhat-Tits building of split classical type 𝐵𝑛 over a local

field 𝐾 with residue cardinality 𝑞. Then the simplicial volume SV( · ) and the simplicial

surface area SSA( · ) in it can be defined by super 𝑞-exponential polynomials whose

leading terms are of the form:∗

SV(𝑟) ∼ 𝐶(𝑛) · 𝑞𝜋(𝑛)𝑟, SSA(𝑟) ∼ 𝐶(𝑛) · 𝑞𝜋(𝑛)𝑟,

where 𝜋(𝑛) = 𝑛2

2 when 𝑛 ⩾ 4 and 𝜋(3) = 5. The leading coefficients 𝐶(3) and 𝐶(3) are

primary 𝑞-numbers, not just parity 𝑞-functions. Moreover, the four 𝑞-functions SV(2 · ),
SV(2 · +1), SSA(2 · ), and SSA(2 · +1) can be defined by primary 𝑞-exponential

∗The leading terms may give an impression that these 𝑞-functions can be defined by primary
𝑞-exponential polynomials when 𝑛 = 3. However, we will see this is false in § 13.1.
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polynomials whose leading terms are of the form:

SV(2𝑟) ∼ 𝐶0(𝑛) · 𝑞2𝜋(𝑛)𝑟, SSA(2𝑟) ∼ 𝐶0(𝑛) · 𝑞2𝜋(𝑛)𝑟,

SV(2𝑟 + 1) ∼ 𝐶1(𝑛) · 𝑞2𝜋(𝑛)𝑟, SSA(2𝑟 + 1) ∼ 𝐶1(𝑛) · 𝑞2𝜋(𝑛)𝑟 .

We will obtain explicit formulas for the parity functions 𝐶(𝑛) and 𝐶(𝑛), and the

constants 𝐶0(𝑛), 𝐶0(𝑛), 𝐶1(𝑛), and 𝐶1(𝑛).
But before proving Theorem 13.1, we will first analyze the asymptotic growths of

SSA†(𝑟) and SV†(𝑟), where † denotes “being special”. We will prove the following.

Theorem 13.2. Let ℬ be a Bruhat-Tits building of split classical type 𝐵𝑛 over a local

field 𝐾 with residue cardinality 𝑞. Then the special simplicial volume SV†( · ) and the

special simplicial surface area SSA†( · ) in it can be defined by super 𝑞-exponential

polynomials whose leading terms are of the form:∗

SV†(𝑟) ∼ 𝐶† (𝑛) · 𝑞𝜋(𝑛)𝑟, SSA†(𝑟) ∼ 𝐶† (𝑛) · 𝑞𝜋(𝑛)𝑟,

where 𝜋(𝑛) = 𝑛2

2 when 𝑛 ⩾ 4 and 𝜋(3) = 5. The leading coefficients 𝐶†(3) and 𝐶†(3)
are primary 𝑞-numbers, not just parity 𝑞-functions. Moreover, the four 𝑞-functions

SV†(2 · ), SV†(2 · +1), SSA†(2 · ), and SSA†(2 · +1) can be defined by primary 𝑞-

exponential polynomials whose leading terms are of the form:

SV†(2𝑟) ∼ 𝐶†0(𝑛) · 𝑞2𝜋(𝑛)𝑟, SSA†(2𝑟) ∼ 𝐶†0(𝑛) · 𝑞2𝜋(𝑛)𝑟,

SV†(2𝑟 + 1) ∼ 𝐶†1(𝑛) · 𝑞2𝜋(𝑛)𝑟, SSA†(2𝑟 + 1) ∼ 𝐶†1(𝑛) · 𝑞2𝜋(𝑛)𝑟 .

We will also give explicit formulas for the parity functions 𝐶†(𝑛) and 𝐶†(𝑛), and the

constants 𝐶†0(𝑛), 𝐶†0(𝑛), 𝐶†1(𝑛), and 𝐶†1(𝑛). The proof of Theorem 13.2 turns out to

play an essential role in the study of SSA(𝑟) and SV(𝑟).
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This chapter is structured as follows. In § 13.1, we will compute the asymptotic growth

of SV† (𝐼) (𝑟) for each type 𝐼 ⊆ Δ. This allows use to find the dominant ones of SV† (𝐼) (𝑟),
which will be done in § 13.2. Then in § 13.3, we will obtain the asymptotic growths of

SSA†(𝑟) and SV†(𝑟). In § 13.4, we will analyze SV† (𝐼) (2𝑟) and SV† (𝐼) (2𝑟 + 1). Combine

§ 13.3 and 13.4, we finish proving Theorem 13.2. After that, in § 13.5, we will estimate

the asymptotic growths of SX0 (𝐼) (𝑟) and SX1 (𝐼) (𝑟) using the auxiliary functions S≍X0 (𝐼)
and S≍X1 (𝐼) . Note thatV is betweenV† andX0 ∪X1. Therefore, we can combine § 13.1

and § 13.5 to estimate the asymptotic growth of each SV(𝐼) (𝑟) and find the dominant

ones, which will be done in § 13.6. Once we found the dominant types, we can proceed

to compute the asymptotic growth of dominant SV(𝐼) (𝑟). This will be done in three

steps: in § 13.7, we will compute the asymptotic growths of SX0 (𝐼) (𝑟) and SX1 (𝐼) (𝑟);
in § 13.8, we will deduce the asymptotic growth of SX𝐽 (𝐼) (𝑟) from that of SV† (𝐼) (𝑟);
finally in § 13.9, the asymptotic growth of SV(𝐼) (𝑟) will be deduced from them. Then

in § 13.10, we will obtain the asymptotic growths of SSA(𝑟) and SV(𝑟). In § 13.11,

we will analyze SX𝐽 (𝐼) (2𝑟) and SX𝐽 (𝐼) (2𝑟 + 1). Combine § 13.10 and 13.11, we finish

proving Theorem 13.1.

Throughout this chapter, we will heavily use the various index sets V, V†, X0, X1,

and X𝐽 . We refer to Figs. 9.2 and 9.3 for the structure of them.

§ 13.1. Asymptotic growth of SV†(𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to compute the

asymptotic growth of SV† (𝐼) (𝑟). We will separate the discussion into two cases: (i)

ℓ1 > 1 and (ii) ℓ1 = 1.
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(i). If ℓ1 > 1, then by Eqs. (6.5.7), (6.5.8), and (9.1.4), we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

2𝑐1+···+2𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖
.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = ∅ ⊔ {1, · · · , 𝑡}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

The knowledge of quadratic function shows that 𝔦max = 𝔦2 max = {𝑡}with 𝜇max = 𝜇2 max =

ℓ𝑡 (2𝑛 − ℓ𝑡). Then by Lemma 10.6.1.(ii), we have

(13.1.1) SV† (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞(ℓ𝑡−ℓ𝑖) (2𝑛−ℓ𝑡−ℓ𝑖) − 1

)−1
· 1

2 (1 + (−1)𝑟) · 𝑞
1
2 ℓ𝑡 (2𝑛−ℓ𝑡)𝑟 .

In particular, it has order 1
2ℓ𝑡 (2𝑛 − ℓ𝑡) and degree 0.

(ii). If ℓ1 = 1, then by Eqs. (6.5.7), (6.5.8), and (9.1.4), we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+2𝑐2+···+2𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖
.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = {1} ⊔ {2, · · · , 𝑡}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

The knowledge of quadratic function shows that 𝔦2 max = {𝑡} and 𝜇2 max = ℓ𝑡 (2𝑛 − ℓ𝑡).
Depending on 𝑛 and ℓ𝑡, there are two possibilities: 2(2𝑛 − 1) > ℓ𝑡 (2𝑛 − ℓ𝑡) and

2(2𝑛 − 1) < ℓ𝑡 (2𝑛 − ℓ𝑡). Note that 2(2𝑛 − 1) = ℓ𝑡 (2𝑛 − ℓ𝑡) is impossible since the

left-hand side has remainder 2 modulo 4 while the right-hand side is either odd or a

276



§13.2. Dominant types for SV† (𝐼) (𝑟)

multiple of 4.

If 2(2𝑛 − 1) > ℓ𝑡 (2𝑛 − ℓ𝑡), then by Lemma 10.6.1.(i), we have

(13.1.2) SV† (𝐼) (𝑟) ∼
𝑡∏
𝑖=2

(
𝑞2(2𝑛−1)−ℓ𝑖 (2𝑛−ℓ𝑖) − 1

)−1
· 𝑞(2𝑛−1)𝑟 .

In particular, it has order 2𝑛 − 1 and degree 0.

If 2(2𝑛 − 1) < ℓ𝑡 (2𝑛 − ℓ𝑡), then by Lemma 10.6.1.(ii), we have

SV† (𝐼) (𝑟) ∼
(
𝑞ℓ𝑡 (2𝑛−ℓ𝑡)−2(2𝑛−1) − 1

)−1 𝑡−1∏
𝑖=2

(
𝑞(ℓ𝑡−ℓ𝑖) (2𝑛−ℓ𝑡−ℓ𝑖) − 1

)−1
(13.1.3)

· 1
2

((
1 + 𝑞

1
2 ℓ𝑡 (2𝑛−ℓ𝑡)−(2𝑛−1)

)
+

(
1 − 𝑞

1
2 ℓ𝑡 (2𝑛−ℓ𝑡)−(2𝑛−1)

)
(−1)𝑟

)

· 𝑞
1
2 ℓ𝑡 (2𝑛−ℓ𝑡)𝑟 .

In particular, it has order 1
2ℓ𝑡 (2𝑛 − ℓ𝑡) and degree 0.

§ 13.2. Dominant types for SV†(𝐼) (𝑟)

Now, we are able to figure out for which type 𝐼, SV† (𝐼) (𝑟) is dominant.

When 𝑛 = 3, we have ℓ𝑡 (𝐼) ⩽ 3 for all 𝐼. Therefore, 2(2𝑛 − 1) > ℓ𝑡 (𝐼) (2𝑛 − ℓ𝑡 (𝐼)).
Hence, SV† (𝐼) (𝑟) is dominant exactly when 1 ∉ 𝐼. Note that, such a type 𝐼 must be

one of the following: {2, 3}, {2}, {3}, and ∅. Using Eq. (13.1.2), we can deduce the
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asymptotic growth of dominant SV† (𝐼) (𝑟) as follows.

SV† ({2,3}) (𝑟) = 𝑞(2𝑛−1)𝑟 = 𝑞5𝑟,(13.2.1)

SV† ({2}) (𝑟) ∼
(
𝑞2(2𝑛−1)−ℓ2 (2𝑛−ℓ2) − 1

)−1
· 𝑞(2𝑛−1)𝑟(13.2.2)

=
1

(𝑞 − 1) · 𝑞
5𝑟,

SV† ({3}) (𝑟) ∼
(
𝑞2(2𝑛−1)−ℓ2 (2𝑛−ℓ2) − 1

)−1
· 𝑞(2𝑛−1)𝑟(13.2.3)

=
1(

𝑞2 − 1
) · 𝑞5𝑟,

SV† (∅) (𝑟) ∼
3∏
𝑖=2

(
𝑞2(2𝑛−1)−ℓ𝑖 (2𝑛−ℓ𝑖) − 1

)−1
· 𝑞(2𝑛−1)𝑟(13.2.4)

=
1

(𝑞 − 1) (𝑞2 − 1
) · 𝑞5𝑟 .

If 𝑛 ⩾ 4, then we have 2(2𝑛 − 1) < ℓ𝑡 (𝐼) (2𝑛 − ℓ𝑡 (𝐼)) when ℓ𝑡 (𝐼) ⩾ 4. On the other

hand, since ℓ𝑡 (𝐼) ⩽ 𝑛, we have

𝜇2 max = ℓ𝑡 (𝐼) (2𝑛 − ℓ𝑡 (𝐼)) ⩽ 𝑛2.

The equality achieves when ℓ𝑡 (𝐼) = 𝑛. Hence, SV† (𝐼) (𝑟) is dominant exactly when 𝑛 ∉ 𝐼.

In that case, its asymptotic growth is given by Eq. (13.1.3).

§ 13.3. Asymptotic growths of SSA†(𝑟) and SV†(𝑟)

We are now able to obtain the asymptotic growth of SSA†(𝑟). By Eq. (8.5.2), we have

(13.3.1) SSA†(𝑟) =
∑︁
𝐼⊆Δ

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼) SV† (𝐼) (𝑟) ∼

∑︁
𝐼 is dominant

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼) SV† (𝐼) (𝑟).
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Then by the discussion in § 13.2, we see that

(13.3.2) SSA†(𝑟) ∼


𝐶†(3) · 𝑞5𝑟 if 𝑛 = 3,

𝐶†(𝑛) · 𝑞
𝑛2

2 𝑟 if 𝑛 ⩾ 4.

When 𝑛 = 3, by Eqs. (13.2.1) to (13.2.4), the constant 𝐶†(3) is defined as follows:

𝐶†(3) :=
𝒫𝐵3;{2,3} (𝑞)

𝑞
deg

(
𝒫𝐵3;{2,3}

) + 𝒫𝐵3;{2} (𝑞)

(𝑞 − 1) 𝑞deg
(
𝒫𝐵3;{2}

) + 𝒫𝐵3;{3} (𝑞)(
𝑞2 − 1

)
𝑞

deg
(
𝒫𝐵3;{3}

)

+ 𝒫𝐵3;∅ (𝑞)
(𝑞 − 1) (𝑞2 − 1

)
𝑞deg(𝒫𝐵3;∅) .

Moreover, by Eq. (A.2.2), we have

𝐶†(3) =
(
𝑞6 − 1

)
(𝑞 − 1) 𝑞5 +

(
𝑞6 − 1

) (
𝑞4 − 1

)
(
𝑞2 − 1

) (𝑞 − 1)2 𝑞7
+

(
𝑞6 − 1

) (
𝑞4 − 1

)
(𝑞 − 1)2 (

𝑞2 − 1
)
𝑞8

(13.3.3)

+
(
𝑞6 − 1

) (
𝑞4 − 1

) (
𝑞2 − 1

)
(𝑞 − 1)4 (

𝑞2 − 1
)
𝑞9

=

(
𝑞2 + 𝑞 + 1

) (
𝑞2 − 𝑞 + 1

) (𝑞 + 1)
(𝑞 − 1)2𝑞9

(
𝑞6 − 𝑞5 + 𝑞4 + 𝑞3 + 𝑞2 + 1

)
.

As a consequence, we have

(13.3.4) SV†(𝑟) =
𝑟∑︁
𝑧=0

SSA†(𝑧) ∼ 𝑞5

𝑞5 − 1
𝐶†(3) · 𝑞5𝑟 .

When 𝑛 ⩾ 4, by Eqs. (13.1.1) and (13.1.3), 𝐶†(𝑛) is a parity 𝑞-function defined as

279



Chapter 13. Simplicial volume in buildings of 𝐵𝑛 type

follows:

𝐶†(𝑛) (even) :=
∑︁
1,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1
· 1
𝑞𝑛2−2(2𝑛−1) − 1

(13.3.5)

+
∑︁

1∈𝐼,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1

,

𝐶†(𝑛) (odd) :=
∑︁
1,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1
· 𝑞

𝑛2

2 −(2𝑛−1)

𝑞𝑛2−2(2𝑛−1) − 1
.(13.3.6)

As a consequence, we have

(13.3.7) SV†(𝑟) =
𝑟∑︁
𝑧=0

SSA†(𝑧) ∼ 𝐶†(𝑛)𝑞
𝑛2

2 𝑟,

where the parity 𝑞-function 𝐶†(𝑛) is defined as follows:

𝐶†(𝑛) (even) :=
∑︁
1,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1
· 𝑞𝑛

2−(2𝑛−1) + 𝑞𝑛2(
𝑞𝑛2 − 1

) (
𝑞𝑛2−2(2𝑛−1) − 1

)
(13.3.8)

+
∑︁

1∈𝐼,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1
· 𝑞𝑛

2

𝑞𝑛2 − 1
,

𝐶†(𝑛) (odd) :=
∑︁
1,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1
· 𝑞

3𝑛2

2 −(2𝑛−1) + 𝑞
𝑛2

2(
𝑞𝑛2 − 1

) (
𝑞𝑛2−2(2𝑛−1) − 1

)
(13.3.9)

+
∑︁

1∈𝐼,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1
· 𝑞

𝑛2

2

𝑞𝑛2 − 1
.

By Eqs. (13.3.2) to (13.3.9), we have proved the asymptotic relations in Theorem 13.2,
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where

𝐶†0(𝑛) = 𝐶†(𝑛) (even), 𝐶†1(𝑛) = 𝐶†(𝑛) (odd) · 𝑞𝜋(𝑛) ,

𝐶†0(𝑛) = 𝐶†(𝑛) (even), 𝐶†1(𝑛) = 𝐶†(𝑛) (odd) · 𝑞𝜋(𝑛) .

Moreover, by Eq. (A.2.2), we have the following explicit formulas:

𝒫𝐵𝑛;𝐼 (𝑞) = [2𝑛]!!(𝑞)
𝑡∏
𝑖=1
[ℓ𝑖(𝐼) − ℓ𝑖−1(𝐼)]!(𝑞)

, 𝑞deg(𝒫𝐵𝑛;𝐼) = 𝑞𝑛
2

𝑡∏
𝑖=1

𝑞(ℓ𝑖 ( 𝐼)−ℓ𝑖−1 ( 𝐼)
2 )

.

See Eqs. (A.1.2) and (A.2.1) for the definitions of the symbols [ · ]! and [2 · ]!!.

§ 13.4. Analysis of SV†(𝐼) (2𝑟) and SV†(𝐼) (2𝑟 + 1)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to show that SV† (𝐼) (2 · )
and SV† (𝐼) (2 · +1) can be defined by primary 𝑞-exponential polynomials. We will

separate the discussion into two cases: (i) ℓ1 > 1 and (ii) ℓ1 = 1.

(i). If ℓ1 > 1, then by Eqs. (6.5.7), (6.5.8), and (9.1.4), we have

SV† (𝐼) (2𝑟) =
∑︁
𝑐𝑖∈ℤ>0

2𝑐1+···+2𝑐𝑡=2𝑟

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖
=

∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖
,

SV† (𝐼) (2𝑟 + 1) =
∑︁
𝑐𝑖∈ℤ>0

2𝑐1+···+2𝑐𝑡=2𝑟+1

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖
= 0.

Now, we apply Lemma 10.5.2 to SV† (𝐼) (2𝑟), where the index set 𝔦 is {1, · · · , 𝑡} and the

sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)
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Since all members of 𝝁 are integers, SV† (𝐼) (2 · ) can be defined by a primary super

𝑞-exponential polynomial.

(ii). If ℓ1 = 1, then by Eqs. (6.5.7), (6.5.8), and (9.1.4), we have (noticing the involved

change of variables)

SV† (𝐼) (2𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+𝑐2+···+𝑐𝑡=𝑟

𝑞
2(2𝑛−1)𝑐1+

𝑡∑
𝑖=2

ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖
,

SV† (𝐼) (2𝑟 + 1) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+𝑐2+···+𝑐𝑡=𝑟+1

𝑞
(2𝑛−1) (2𝑐1−1)+

𝑡∑
𝑖=2

ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖
.

Now, we apply Lemma 10.5.2 to these summations, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇1 = 2(2𝑛 − 1),

𝜇𝑖 = ℓ𝑖(2𝑛 − ℓ𝑖). (2 ⩽ 𝑖 ⩽ 𝑡)

Since all members of 𝝁 are integers, the 𝑞-functions SV† (𝐼) (2 · ) and SV† (𝐼) (2 · +1) can

be defined by primary super 𝑞-exponential polynomials.

By Eq. (13.3.1), the 𝑞-functions

SV†(2 · ), SV†(2 · +1), SSA†(2 · ), and SSA†(2 · +1)

are ℚ(𝑞; 1)-combinations of SV† (𝐼) (2 · ) and SV† (𝐼) (2 · +1). We thus finish proving

Theorem 13.2.
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§ 13.5. Asymptotic growths of S≍X0(𝐼) (𝑟) and S≍X1(𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to estimate the asymptotic

growths of SX0 (𝐼) (𝑟) and SX1 (𝐼) (𝑟) up to the leading coefficient. We will separate the

discussion into two cases: (i) ℓ1 > 1 and (ii) ℓ1 = 1.

(i). If ℓ1 > 1, then by Eqs. (6.5.8) and (9.4.4), we have

S≍X0 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

1
2 ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖 .

Now, we apply Lemma 10.5.2 to above summation, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

The knowledge of quadratic function shows that 𝔦max = {𝑡} with 𝜇max = 1
2ℓ𝑡 (2𝑛 − ℓ𝑡).

Then we have

S≍X0 (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞

1
2 (ℓ𝑡−ℓ𝑖) (2𝑛−ℓ𝑡−ℓ𝑖) − 1

)−1
· 𝑞

1
2 ℓ𝑡 (2𝑛−ℓ𝑡)𝑟 .

Since SX0 (𝐼) (𝑟) ≍ S≍X0 (𝐼) (𝑟), we see that SX0 (𝐼) has order 1
2ℓ𝑡 (2𝑛 − ℓ𝑡) and degree 0.

(ii). If ℓ1 = 1, then by Eqs. (6.5.8), (9.4.4), and (9.4.5), we have

S≍X0 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞
(2𝑛−1)𝑐1+

𝑡∑
𝑖=2

1
2 ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖 , S≍X1 (𝐼) (𝑟) = 𝑞−

1
2 (2𝑛−1) S≍X0 (𝐼) (𝑟).

Now, we apply Lemma 10.5.2 to above summation, where the index set 𝔦 is {1, · · · , 𝑡}
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and the sequence 𝝁 is

𝜇1 = 2𝑛 − 1,

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − ℓ𝑖). (1 < 𝑖 ⩽ 𝑡)

Depending on 𝑛 and ℓ𝑡, there are two possibilities: 2𝑛 − 1 > 1
2ℓ𝑡 (2𝑛 − ℓ𝑡) and 2𝑛 − 1 <

1
2ℓ𝑡 (2𝑛 − ℓ𝑡). If 2𝑛 − 1 > 1

2ℓ𝑡 (2𝑛 − ℓ𝑡), then we have 𝔦max = {1}, 𝜇max = 2𝑛 − 1, and

S≍X0 (𝐼) (𝑟) ∼
𝑡∏
𝑖=2

(
𝑞(2𝑛−1)−1

2 ℓ𝑖 (2𝑛−ℓ𝑖) − 1
)−1
· 𝑞(2𝑛−1)𝑟 .

If 2𝑛 − 1 < 1
2ℓ𝑡 (2𝑛 − ℓ𝑡), then we have 𝔦max = {𝑡}, 𝜇max = 1

2ℓ𝑡 (2𝑛 − ℓ𝑡), and

S≍X0 (𝐼) (𝑟) ∼
(
𝑞

1
2 ℓ𝑡 (2𝑛−ℓ𝑡)−(2𝑛−1) − 1

)−1 𝑡−1∏
𝑖=2

(
𝑞

1
2 (ℓ𝑡−ℓ𝑖) (2𝑛−ℓ𝑡−ℓ𝑖) − 1

)−1
· 𝑞

1
2 ℓ𝑡 (2𝑛−ℓ𝑡)𝑟 .

Since SX0 (𝐼) (𝑟) ≍ S≍X0 (𝐼) (𝑟), SX1 (𝐼) (𝑟) ≍ S≍X1 (𝐼) (𝑟), and S≍X1 (𝐼) (𝑟) = 𝑞−
1
2 (2𝑛−1) S≍X0 (𝐼) (𝑟),

we see that S(X0 ∪X1) (𝐼) has order max
{
2𝑛 − 1, 1

2ℓ𝑡 (2𝑛 − ℓ𝑡)
}

and degree 0.

§ 13.6. Dominant types for SV(𝐼) (𝑟)

We are going to estimate the asymptotic growth of each SV(𝐼) (𝑟) and figure out the

dominant types, namely the types for which SV(𝐼) (𝑟) is dominant.

Let 𝐼 be a type and follow Convention 2.4.5. If ℓ1 > 1, thenV(𝐼) is betweenV†(𝐼)
and X0(𝐼) by Fig. 9.2. Therefore,

SX0 (𝐼) (𝑟) ≫ SV(𝐼) (𝑟) ≫ SV† (𝐼) (𝑟).

From § 13.1 and 5.0.(i), we see that both SV† (𝐼) and SX0 (𝐼) have order 1
2ℓ𝑡 (2𝑛 − ℓ𝑡) and
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degree 0. Note that
1
2ℓ𝑡 (2𝑛 − ℓ𝑡) ⩽ 𝑛2

2 ,

where the equality holds exactly when ℓ𝑡 = 𝑛. We thus see that 𝐼 is dominant among

those satisfying ℓ1(𝐼) > 1 if and only if 𝑛 ∉ 𝐼. In that case, SV(𝐼) (𝑟) has order 𝑛2

2 and

degree 0.

If ℓ1 = 1, thenV(𝐼) is betweenV†(𝐼) and X0(𝐼) ∪ X1(𝐼) by Fig. 9.3. Therefore,

S(X0 ∪X1) (𝐼) (𝑟) ≫ SV(𝐼) (𝑟) ≫ SV† (𝐼) (𝑟).

Depending on 𝑛 and ℓ𝑡, there are two there are two possibilities: 2𝑛 − 1 > 1
2ℓ𝑡 (2𝑛 − ℓ𝑡)

and 2𝑛 − 1 < 1
2ℓ𝑡 (2𝑛 − ℓ𝑡). From § 13.1 and 5.0.(ii), we see that SV† (𝐼) , SX0 (𝐼) , and

SX1 (𝐼) have the same order and degree. Hence, SV(𝐼) (𝑟) has the same order and degree

with them. If 𝑛 = 3, then we must have ℓ𝑡 ⩽ 3 and hence 2𝑛 − 1 = 5 > 1
2ℓ𝑡 (2𝑛 − ℓ𝑡).

Then SV(𝐼) (𝑟) has order 5 and degree 0. In this case, all types 𝐼 satisfying ℓ1(𝐼) = 1 are

dominant. If 𝑛 ⩾ 4, then we may have 2𝑛 − 1 < 1
2ℓ𝑡 (2𝑛 − ℓ𝑡). Note that

1
2ℓ𝑡 (2𝑛 − ℓ𝑡) ⩽ 𝑛2

2 ,

where the equality holds exactly when ℓ𝑡 = 𝑛. We thus see that 𝐼 is dominant if and only

if 𝑛 ∉ 𝐼. In that case, SV(𝐼) (𝑟) has order 𝑛2

2 and degree 0.

To summarize, when 𝑛 = 3, a type 𝐼 is dominant if and only if 1 ∉ 𝐼; when 𝑛 ⩾ 4, a

type 𝐼 is dominant if and only if 𝑛 ∉ 𝐼.
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§ 13.7. Asymptotic growth of dominant SX0(𝐼) (𝑟) and

SX1(𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to compute the

asymptotic growths of SX0 (𝐼) (𝑟) and SX1 (𝐼) (𝑟) when 𝐼 is dominant.

To do this, we pick an arbitrary 𝑥 ∈ X0(𝐼) (or 𝑥 ∈ (X0 ∪X1) (𝐼) if ℓ1 = 1) and

investigate the difference between 2𝜌(𝑥) and the sum of ⌈𝑎(𝑥)⌉ for 𝑎(𝑥) > 0. To better

describe these sums, we follow Conventions 12.5.1 to 12.5.3. We will separate the

discussion into two cases: (i) ℓ1 > 1 and (ii) ℓ1 = 1.

(i). We begin with the ℓ1 > 1 case. Suppose 𝑥 = 𝑜 + 𝑐1 · 1
2𝜔ℓ1 + · · · + 𝑐𝑡 · 1

2𝜔ℓ𝑡 ∈ X0(𝐼).
By Eq. (6.5.6), we have

(𝜒 𝑗 − 𝜒 𝑗′) (𝑥) = 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
, (1 ⩽ 𝑗 < 𝑗′ ⩽ 𝑛)

(𝜒 𝑗 + 𝜒 𝑗′) (𝑥) = 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
(1 ⩽ 𝑗 < 𝑗′ ⩽ 𝑛)

+ 𝑐ℓ−1 ( 𝑗′) + · · · + 𝑐𝑡,

𝜒 𝑗(𝑥) = 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡

)
. (1 ⩽ 𝑗 ⩽ 𝑛)

Therefore, we have

∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ =

∑︁
1⩽ 𝑗< 𝑗′⩽𝑛

(⌈(𝜒 𝑗 − 𝜒 𝑗′) (𝑥)⌉ + ⌈(𝜒 𝑗 + 𝜒 𝑗′) (𝑥)⌉) + 𝑛∑︁
𝑗=1
⌈𝜒 𝑗(𝑥)⌉

= 2𝜌(𝑥) +
∑︁

1⩽ 𝑗< 𝑗′⩽𝑛
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1 +

𝑛∑︁
𝑗=1

1
2 𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡 .
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From above analysis, we can define the parity function 𝑒X0 (𝐼) as follows:

𝑒X0 (𝐼) (𝑐1, · · · , 𝑐𝑡) :=
∑︁

1⩽𝑖<𝑖′⩽𝑡+1
(ℓ𝑖 − ℓ𝑖−1) (ℓ𝑖′ − ℓ𝑖′−1)𝑐𝑖 + · · · + 𝑐𝑖′−1(13.7.1)

+
𝑡∑︁
𝑖=1

1
2 (ℓ𝑖 − ℓ𝑖−1)𝑐𝑖 + · · · + 𝑐𝑡 .

Then we have ∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ = 2𝜌(𝑥) + 𝑒X0 (𝐼) (𝑐1, · · · , 𝑐𝑡).

Now, we apply Lemma 10.5.5 to the following summation.

SX0 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

1
2 ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖+𝑒X0 ( 𝐼) (𝑐1,··· ,𝑐𝑡)

.

Note that the index set 𝔦 is {1, · · · , 𝑡} and the sequence 𝝁 is

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

Now, let 𝐼 be a dominant type, namely 𝑛 ∉ 𝐼. Then we have 𝔦max = {𝑡}, ℓ𝑡 = 𝑛, and

𝜇max = 𝑛2

2 . Therefore,

(13.7.2) SX0 (𝐼) (𝑟) ∼ 𝐶X0 (𝐼) ·
©­«
©­«
∑︁
s∈𝔽 𝑡2

EX0 (𝐼) (s)
ª®¬
+ ©­«

∑︁
s∈𝔽 𝑡2
(−1)1·s EX0 (𝐼) (s)

ª®¬
(−1)𝑟ª®¬

· 𝑞
𝑛2

2 𝑟,

where the constant 𝐶X0 (𝐼) and the function EX0 (𝐼) : 𝔽 𝑡2 → ℚ(𝑞;−) are defined as follows:

𝐶X0 (𝐼) :=
1
2

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖)

2 − 1
)−1

, EX0 (𝐼) (s) := 𝑞
𝑒X0 ( 𝐼) (s)+

𝑡−1∑
𝑖=1

1
2 (𝑛−ℓ𝑖)2𝑠𝑖 .(13.7.3)

(ii). Now, we turn to ℓ1 = 1 case. Let □ be either 0 or 1. Suppose

𝑥 = 𝑜 + (𝑐1 − 1
2 · □) · 𝜔1 + 𝑐2 · 1

2𝜔ℓ2 + · · · + 𝑐𝑡 · 1
2𝜔ℓ𝑡 ∈ X□(𝐼),
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By Eq. (6.5.6), we have

(𝜒1 − 𝜒 𝑗) (𝑥) = (𝑐1 − 1
2 · □) + 1

2

(
𝑐2 + · · · + 𝑐ℓ−1 ( 𝑗)−1

)
, (1 < 𝑗 ⩽ 𝑛)

(𝜒 𝑗 − 𝜒 𝑗′) (𝑥) = 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
, (1 < 𝑗 < 𝑗′ ⩽ 𝑛)

(𝜒1 + 𝜒 𝑗) (𝑥) (1 < 𝑗 ⩽ 𝑛)

= (𝑐1 − 1
2 · □) + 1

2

(
𝑐2 + · · · + 𝑐ℓ−1 ( 𝑗)−1

)
+ 𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡,

(𝜒 𝑗 + 𝜒 𝑗′) (𝑥) (1 < 𝑗 < 𝑗′ ⩽ 𝑛)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
+ 𝑐ℓ−1 ( 𝑗′) + · · · + 𝑐𝑡,

𝜒1(𝑥) = (𝑐1 − 1
2 · □) + 1

2 (𝑐2 + · · · + 𝑐𝑡) ,

𝜒 𝑗(𝑥) = 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡

)
. (1 < 𝑗 ⩽ 𝑛)

Therefore, we have

∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ = 2𝜌(𝑥) +

𝑛∑︁
𝑗=2

𝑐2 + · · · + 𝑐ℓ−1 ( 𝑗)−1 − □ +
∑︁

2⩽ 𝑗< 𝑗′⩽𝑛
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

+ 1
2 𝑐2 + · · · + 𝑐𝑡 − □ +

𝑛∑︁
𝑗=2

1
2 𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡 .

From above analysis, we can define the parity function 𝑒X□ (𝐼) (□ = 0, 1) as follows:

𝑒X□ (𝐼) (𝑐1, · · · , 𝑐𝑡) :=
𝑡∑︁
𝑖=1
(ℓ𝑖+1 − ℓ𝑖)𝑐2 + · · · + 𝑐𝑖 − □(13.7.4)

+
∑︁

2⩽𝑖<𝑖′⩽𝑡+1
(ℓ𝑖 − ℓ𝑖−1) (ℓ𝑖′ − ℓ𝑖′−1)𝑐𝑖 + · · · + 𝑐𝑖′−1

+ 1
2 𝑐2 + · · · + 𝑐𝑡 − □ +

𝑡∑︁
𝑖=2

1
2 (ℓ𝑖 − ℓ𝑖−1)𝑐𝑖 + · · · + 𝑐𝑡 .
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Then we have ∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ = 2𝜌(𝑥) + 𝑒X□ (𝐼) (𝑐1, · · · , 𝑐𝑡).

Now, we apply Lemma 10.5.5 to the following summation (□ = 0, 1).

SX□ (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞
(2𝑛−1) (𝑐1−1

2 ·□)+
𝑡∑
𝑖=2

1
2 ℓ𝑖 (2𝑛−ℓ𝑖)𝑐𝑖+𝑒X□ ( 𝐼) (𝑐1,··· ,𝑐𝑡) .

Note that the index set 𝔦 is {1, · · · , 𝑡} and the sequence 𝝁 is

𝜇1 = 2𝑛 − 1,

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − ℓ𝑖). (1 < 𝑖 ⩽ 𝑡)

Now, let 𝐼 be a dominant type. Depending on 𝑛, there are two cases: (ii-a) 𝑛 = 3 and

(ii-b) 𝑛 ⩾ 4.

(ii-a). When 𝑛 = 3, this means 1 ∉ 𝐼. Then we have 𝔦max = {1} and 𝜇max = 5. Therefore,

for □ = 0, 1, we have

SX□ (𝐼) (𝑟) ∼ 𝐶X□ (𝐼) · ©­«
©­«
∑︁
s∈𝔽 𝑡2

EX□ (𝐼) (s)ª®¬
+ ©­«

∑︁
s∈𝔽 𝑡2
(−1)1·s EX□ (𝐼) (s)ª®¬

(−1)𝑟ª®¬
· 𝑞5𝑟,

where the constant 𝐶X□ (𝐼) and the function EX□ (𝐼) : 𝔽 𝑡2 → ℚ(𝑞;−) are defined as follows:

𝐶X□ (𝐼) :=
1
2
𝑞−

5
2 ·□

𝑡∏
𝑖=2

(
𝑞(10−ℓ𝑖 (6−ℓ𝑖)) − 1

)−1
,(13.7.5)

EX□ (𝐼) (s) := 𝑞
𝑒X□ ( 𝐼) (s)+

𝑡∑
𝑖=2

(
5−1

2 ℓ𝑖 (6−ℓ𝑖)
)
𝑠𝑖
.(13.7.6)

From the definition Eq. (13.7.4) of 𝑒X□ (𝐼) , we have

EX□ (𝐼) (0, 𝑠2, · · · , 𝑠𝑡) = EX□ (𝐼) (1, 𝑠2, · · · , 𝑠𝑡).

289



Chapter 13. Simplicial volume in buildings of 𝐵𝑛 type

Therefore, we have

(13.7.7) SX□ (𝐼) (𝑟) ∼ 𝐶X□ (𝐼) · ©­«
∑︁
s∈𝔽 𝑡2

EX□ (𝐼) (s)ª®¬
· 𝑞5𝑟,

(ii-b). When 𝑛 ⩾ 4, 𝐼 is dominant means 𝑛 ∉ 𝐼. Then we have 𝔦max = {𝑡}, ℓ𝑡 = 𝑛, and

𝜇max = 𝑛2

2 . Therefore, for □ = 0, 1, we have

(13.7.8) SX□ (𝐼) (𝑟) ∼ 𝐶X□ (𝐼) · ©­«
©­
«
∑︁
s∈𝔽 𝑡2

EX□ (𝐼) (s)ª®¬
+ ©­

«
∑︁
s∈𝔽 𝑡2
(−1)1·s EX□ (𝐼) (s)ª®¬

(−1)𝑟ª®
¬
· 𝑞

𝑛2

2 𝑟,

where the constant 𝐶X□ (𝐼) and the function EX□ (𝐼) : 𝔽 𝑡2 → ℚ(𝑞;−) are defined as follows:

𝐶X□ (𝐼) :=
1
2
𝑞−

1
2 (2𝑛−1)·□

(
𝑞𝑛

2−2(2𝑛−1) − 1
)−1 𝑡−1∏

𝑖=2

(
𝑞(𝑛−ℓ𝑖)

2 − 1
)−1

,(13.7.9)

EX□ (𝐼) (s) := 𝑞
𝑒X□ ( 𝐼) (s)+

(
𝑛2

2 −(2𝑛−1)
)
𝑠1+

𝑡−1∑
𝑖=2

1
2 (𝑛−ℓ𝑖)2𝑠𝑖 .(13.7.10)

§ 13.8. Asymptotic growth of dominant SX𝐽 (𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to analyze SX𝐽 (𝐼) (𝑟).
Suppose 𝑥 ∈ X𝐽 (𝐼, 𝑟), where 𝐼 ∩ 𝐽 = ∅. Since X∅ = V†, by Lemma 9.4.5, we can

write 𝑥 as 𝑥0 −
∑
𝑗∈𝐽

1
2𝜔 𝑗, where 𝑥0 ∈ V†(𝐼, 𝑟 + |𝐽 | − 𝛿(𝐽)). Then we have

∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ = 2𝜌(𝑥0) +

∑︁
𝑎∈Φ+

⌈
−

∑︁
𝑗∈𝐽

𝑎( 12𝜔 𝑗)
⌉
.

Note that the last summation gives an integral constant. Then we have

(13.8.1) SX𝐽 (𝐼) (𝑟) = 𝑞

∑
𝑎∈Φ+

⌈
− ∑

𝑗∈𝐽
𝑎( 12𝜔 𝑗)

⌉
SV† (𝐼) (𝑟 + |𝐽 | − 𝛿(𝐽)).
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Now, we assume 𝐼 is dominant. We will separate the discussion into two cases: (i)

𝑛 = 3 and (ii) 𝑛 ⩾ 4.

(i). When 𝑛 = 3, this means ℓ1 = 1. Then the following 𝐽 appears in Fig. 9.3:

{1}, {1, 2}, {2, 3}. In those cases, by Eq. (6.5.6), we have

|{1}| − 𝛿({1}) = 0,
∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔1)
⌉
= 0,

|{1, 2}| − 𝛿({1, 2}) = 1,
∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔1 + 1
2𝜔2)

⌉
= −4,

|{2, 3}| − 𝛿({2, 3}) = 2,
∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔2 + 1
2𝜔3)

⌉
= −6.

Then by Eqs. (13.1.2) and (13.8.1), we have

SX{1} (𝐼) (𝑟) ∼
𝑡∏
𝑖=2

(
𝑞10−ℓ𝑖 (6−ℓ𝑖) − 1

)−1
· 𝑞5𝑟,(13.8.2)

SX{1,2} (𝐼) (𝑟) ∼ 𝑞 ·
𝑡∏
𝑖=2

(
𝑞10−ℓ𝑖 (6−ℓ𝑖) − 1

)−1
· 𝑞5𝑟,(13.8.3)

SX{2,3} (𝐼) (𝑟) ∼ 𝑞4 ·
𝑡∏
𝑖=2

(
𝑞10−ℓ𝑖 (6−ℓ𝑖) − 1

)−1
· 𝑞5𝑟 .(13.8.4)

(ii). Now, we assume 𝑛 ⩾ 4. Then 𝐼 is dominant means ℓ𝑡 = 𝑛. Depending on ℓ1, there

are two cases: (ii-a) ℓ1 > 1 and (ii-b) ℓ1 = 1.

(ii-a). If ℓ1 > 1, then the following 𝐽 appears in Fig. 9.2: {2, 3}, · · · , {𝑛 − 1, 𝑛}. In

those cases, we have |𝐽 | − 𝛿(𝐽) = 2 and by Eq. (6.5.6),

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔 𝑗 + 1
2𝜔 𝑗+1)

⌉
= − 𝑗(2𝑛 − 1 − 𝑗). (1 < 𝑗 < 𝑛)(13.8.5)
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Then by Eqs. (13.1.1) and (13.8.1), we have (1 < 𝑗 < 𝑛)

(13.8.6) SX{ 𝑗, 𝑗+1} (𝐼) (𝑟) ∼ 𝑞𝑛
2− 𝑗(2𝑛−1− 𝑗) ·

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖)

2 − 1
)−1
· 1

2 (1 + (−1)𝑟) · 𝑞
𝑛2

2 𝑟 .

(ii-b). If ℓ1 = 1, then the following 𝐽 appears in Fig. 9.3: {1}, {1, 2}, · · · , {𝑛 − 1, 𝑛}.
When 𝐽 = {1}, we have |{1}| − 𝛿({1}) = 0 and

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔1)
⌉
= 0.

Then by Eqs. (13.1.3) and (13.8.1), we have

SX{1} (𝐼) (𝑟) ∼
(
𝑞𝑛

2−2(2𝑛−1) − 1
)−1 𝑡−1∏

𝑖=2

(
𝑞(𝑛−ℓ𝑖)

2 − 1
)−1

(13.8.7)

· 1
2

((
1 + 𝑞

𝑛2

2 −(2𝑛−1)
)
+

(
1 − 𝑞

𝑛2

2 −(2𝑛−1)
)
(−1)𝑟

)
· 𝑞

𝑛2

2 𝑟 .

When 𝐽 = {1, 2}, we have |{1, 2}| − 𝛿({1, 2}) = 1 and

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔1 + 1
2𝜔2)

⌉
= −(2𝑛 − 2).

Then by Eqs. (13.1.3) and (13.8.1), we have

SX{1,2} (𝐼) (𝑟) ∼ 𝑞
𝑛2

2 −(2𝑛−2) ·
(
𝑞𝑛

2−2(2𝑛−1) − 1
)−1 𝑡−1∏

𝑖=2

(
𝑞(𝑛−ℓ𝑖)

2 − 1
)−1

(13.8.8)

· 1
2

((
1 + 𝑞

𝑛2

2 −(2𝑛−1)
)
+

(
1 − 𝑞

𝑛2

2 −(2𝑛−1)
)
(−1)𝑟

)
· 𝑞

𝑛2

2 𝑟 .

When 𝐽 = { 𝑗, 𝑗 + 1} (1 < 𝑗 < 𝑛), we have |𝐽 | − 𝛿(𝐽) = 2 and Eq. (13.8.5). Then by
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Eqs. (13.1.3) and (13.8.1), we have

SX{ 𝑗, 𝑗+1} (𝐼) (𝑟) ∼ 𝑞𝑛
2− 𝑗(2𝑛−1− 𝑗) ·

(
𝑞𝑛

2−2(2𝑛−1) − 1
)−1 𝑡−1∏

𝑖=2

(
𝑞(𝑛−ℓ𝑖)

2 − 1
)−1

(13.8.9)

· 1
2

((
1 + 𝑞

𝑛2

2 −(2𝑛−1)
)
+

(
1 − 𝑞

𝑛2

2 −(2𝑛−1)
)
(−1)𝑟

)
· 𝑞

𝑛2

2 𝑟 .

§ 13.9. Asymptotic growth of dominant SV(𝐼) (𝑟)

We are now able to compute the asymptotic growth of SV(𝐼) (𝑟) when 𝐼 is dominant. We

will separate the discussion into two cases: (i) 𝑛 = 3 and (ii) 𝑛 ⩾ 4.

(i). When 𝑛 = 3, the dominant types are {2, 3}, {2}, {3}, and ∅. By Fig. 9.3, we have

(where zero summations are omitted)

SV({2,3}) (𝑟) = SX0 ({2,3}) (𝑟) + SX1 ({2,3}) (𝑟) − SX{1} ({2,3}) (𝑟),

SV({2}) (𝑟) = SX0 ({2}) (𝑟) + SX1 ({2}) (𝑟) − SX{1} ({2}) (𝑟),

SV({3}) (𝑟) = SX0 ({3}) (𝑟) + SX1 ({3}) (𝑟) − SX{1} ({3}) (𝑟) − SX{1,2} ({3}) (𝑟),

SV(∅) (𝑟) = SX0 (∅) (𝑟) + SX1 (∅) (𝑟) − SX{1} (∅) (𝑟) − SX{1,2} (∅) (𝑟) − SX{2,3} (∅) (𝑟).
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Therefore, by Eqs. (13.7.7) and (13.8.2) to (13.8.4), we have

SV({2,3}) (𝑟) ∼ (1 + 1 − 1) 𝑞5𝑟 = 𝑞5𝑟,(13.9.1)

SV({2}) (𝑟) ∼
(𝑞2 + 1) + (𝑞 + 1) − 1

𝑞 − 1
𝑞5𝑟 =

𝑞2 + 𝑞 + 1
𝑞 − 1

𝑞5𝑟,(13.9.2)

SV({3}) (𝑟) ∼
(𝑞4 + 1) + (𝑞 + 1) − 1 − 𝑞

𝑞2 − 1
𝑞5𝑟 =

𝑞4 + 1
𝑞2 − 1

𝑞5𝑟,(13.9.3)

SV(∅) (𝑟) ∼
(2𝑞4 + 𝑞2 + 1) + (𝑞2 + 2𝑞 + 1) − 1 − 𝑞 − 𝑞4

(𝑞 − 1) (𝑞2 − 1) 𝑞5𝑟(13.9.4)

=
𝑞4 + 2𝑞2 + 𝑞 + 1
(𝑞 − 1) (𝑞2 − 1) 𝑞

5𝑟 .

(ii). Now, we assume 𝑛 ⩾ 4. Then 𝐼 is dominant exactly when 𝑛 ∉ 𝐼. Depending on ℓ1,

there are two cases: (ii-a) ℓ1 > 1 and (ii-b) ℓ1 = 1.

(ii-a). If ℓ1 > 1, then by Fig. 9.2, we have (including the zero summations)

SV(𝐼) (𝑟) = SX0 (𝐼) (𝑟) −
𝑛−1∑︁
𝑗=2

SX{ 𝑗, 𝑗+1} (𝐼) (𝑟).

Therefore, by Eqs. (13.7.2), (13.7.3), and (13.8.6), we have

(13.9.5) SV(𝐼) (𝑟) ∼
1
2

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖)

2 − 1
)−1
· (𝐶𝐼,0 + 𝐶𝐼,1(−1)𝑟) · 𝑞𝑛2

2 𝑟,

where the constants 𝐶𝐼,0 and 𝐶𝐼,1 are defined as follows:

𝐶𝐼,0 :=
∑︁
s∈𝔽 𝑡2

𝑞
𝑒X0 ( 𝐼) (s)+

𝑡−1∑
𝑖=1

1
2 (𝑛−ℓ𝑖)2𝑠𝑖 −

∑︁
1< 𝑗<𝑛

{ 𝑗, 𝑗+1}∩𝐼=∅

𝑞𝑛
2− 𝑗(2𝑛−1− 𝑗) ,(13.9.6)

𝐶𝐼,1 :=
∑︁
s∈𝔽 𝑡2
(−1)1·s𝑞𝑒X0 ( 𝐼) (s)+

𝑡−1∑
𝑖=1

1
2 (𝑛−ℓ𝑖)2𝑠𝑖 −

∑︁
1< 𝑗<𝑛

{ 𝑗, 𝑗+1}∩𝐼=∅

𝑞𝑛
2− 𝑗(2𝑛−1− 𝑗) .(13.9.7)

Note that the multivariable parity function 𝑒X0 (𝐼) is defined in Eq. (13.7.1).
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(ii-b). If ℓ1 = 1, then by Fig. 9.3, we have (including the zero summations)

SV(𝐼) (𝑟) = SX0 (𝐼) (𝑟) + SX0 (𝐼) (𝑟) − SX{1} (𝐼) (𝑟) −
𝑛−1∑︁
𝑗=1

SX{ 𝑗, 𝑗+1} (𝐼) (𝑟).

Therefore, by Eqs. (13.7.8) to (13.7.10) and (13.8.7) to (13.8.9), we have

(13.9.8) SV(𝐼) (𝑟) ∼
1
2

(
𝑞𝑛

2−2(2𝑛−1) − 1
)−1 𝑡−1∏

𝑖=2

(
𝑞(𝑛−ℓ𝑖)

2 − 1
)−1
· (𝐶𝐼,0 + 𝐶𝐼,1(−1)𝑟) ·𝑞𝑛2

2 𝑟,

where the constants 𝐶𝐼,0 and 𝐶𝐼,1 are defined as follows:

𝐶𝐼,0 :=
∑︁
□=0,1

∑︁
s∈𝔽 𝑡2

𝑞
𝑒X□ ( 𝐼) (s)−1

2 (2𝑛−1)·□+
(
𝑛2

2 −(2𝑛−1)
)
𝑠1+

𝑡−1∑
𝑖=2

1
2 (𝑛−ℓ𝑖)2𝑠𝑖(13.9.9)

−
©­­­«
1 + 𝛿𝐼 (2)𝑞

𝑛2

2 −(2𝑛−2) +
∑︁

1< 𝑗<𝑛
{ 𝑗, 𝑗+1}∩𝐼=∅

𝑞𝑛
2− 𝑗(2𝑛−1− 𝑗)

ª®®®¬
(
1 + 𝑞

𝑛2

2 −(2𝑛−1)
)
,

𝐶𝐼,1 :=
∑︁
□=0,1

∑︁
s∈𝔽 𝑡2
(−1)1·s𝑞𝑒X□ ( 𝐼) (s)−

1
2 (2𝑛−1)·□+

(
𝑛2

2 −(2𝑛−1)
)
𝑠1+

𝑡−1∑
𝑖=2

1
2 (𝑛−ℓ𝑖)2𝑠𝑖

(13.9.10)

−
©­­­
«
1 + 𝛿𝐼 (2)𝑞

𝑛2

2 −(2𝑛−2) +
∑︁

1< 𝑗<𝑛
{ 𝑗, 𝑗+1}∩𝐼=∅

𝑞𝑛
2− 𝑗(2𝑛−1− 𝑗)

ª®®®¬
(
1 − 𝑞

𝑛2

2 −(2𝑛−1)
)
,

where 𝛿𝐼 (𝑖) = 0 if 1 ∈ 𝐼 and 1 if not. Note that the multivariable parity functions 𝑒X□ (𝐼)

(□ = 0, 1) are defined in Eq. (13.7.4).
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§ 13.10. Asymptotic growths of SSA(𝑟) and SV(𝑟)

We are now able to obtain the asymptotic growth of SSA(𝑟). By Eq. (8.4.6), we have

(13.10.1) SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼) SV(𝐼) (𝑟) ∼

∑︁
𝐼 is dominant

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼) SV(𝐼) (𝑟).

What remains is to plug in the asymptotic growth of dominant SV(𝐼) (𝑟). We will

separate the discussion into two cases: (i) 𝑛 = 3 and (ii) 𝑛 ⩾ 4.

(i). When 𝑛 = 3, the dominant types are {2, 3}, {2}, {3}, and ∅. By Eqs. (13.9.1)

to (13.9.4) and (A.2.2), we have

(13.10.2) SSA(𝑟) ∼ 𝐶(3) · 𝑞5𝑟,

where the constant 𝐶(3) is defined as follows:

𝐶(3) :=
𝒫𝐵3;{2,3} (𝑞)

𝑞
deg

(
𝒫𝐵3;{2,3}

) + 𝒫𝐵3;{2} (𝑞)

𝑞
deg

(
𝒫𝐵3;{2}

) 𝑞2 + 𝑞 + 1
𝑞 − 1

+ 𝒫𝐵3;{3} (𝑞)

𝑞
deg

(
𝒫𝐵3;{3}

) 𝑞4 + 1
𝑞2 − 1

(13.10.3)

+ 𝒫𝐵3;∅ (𝑞)
𝑞deg(𝒫𝐵3;∅)

𝑞4 + 2𝑞2 + 𝑞 + 1
(𝑞 − 1) (𝑞2 − 1)

=

(
𝑞6 − 1

)
(𝑞 − 1) 𝑞5 +

(
𝑞6 − 1

) (
𝑞4 − 1

) (
𝑞2 + 𝑞 + 1

)
(
𝑞2 − 1

) (𝑞 − 1)2 𝑞7
+

(
𝑞6 − 1

) (
𝑞4 − 1

) (
𝑞4 + 1

)
(𝑞 − 1)2 (

𝑞2 − 1
)
𝑞8

+
(
𝑞6 − 1

) (
𝑞4 − 1

) (
𝑞2 − 1

) (
𝑞4 + 2𝑞2 + 𝑞 + 1

)
(𝑞 − 1)4 (

𝑞2 − 1
)
𝑞9

=

(
𝑞2 + 𝑞 + 1

) (
𝑞2 − 𝑞 + 1

) (𝑞 + 1)
(𝑞 − 1)2𝑞9

·
(
𝑞8 + 𝑞7 + 3𝑞6 + 𝑞5 + 5𝑞4 + 3𝑞3 + 4𝑞2 + 𝑞 + 1

)
.
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As a consequence, we have

(13.10.4) SV(𝑟) =
𝑟∑︁
𝑧=0

SSA(𝑧) ∼ 𝑞5

𝑞5 − 1
𝐶(3) · 𝑞5𝑟 .

(ii). Now, we assume 𝑛 ⩾ 4. Then 𝐼 is dominant exactly when 𝑛 ∉ 𝐼. By Eqs. (13.9.5)

and (13.9.8), we have

(13.10.5) SSA(𝑟) ∼ 𝐶(𝑛) · 𝑞
𝑛2

2 𝑟,

where the parity 𝑞-function 𝐶(𝑛) is defined as follows:

𝐶(𝑛) (𝑟) :=
∑︁
1,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1
·

1
2
(
𝐶𝐼,0 + 𝐶𝐼,1(−1)𝑟)
𝑞𝑛2−2(2𝑛−1) − 1

(13.10.6)

+
∑︁

1∈𝐼,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1
· 1

2
(
𝐶𝐼,0 + 𝐶𝐼,1(−1)𝑟) .

As a consequence, we have

(13.10.7) SV(𝑟) =
𝑟∑︁
𝑧=0

SSA(𝑧) ∼ 𝐶(𝑛)𝑞
𝑛2

2 𝑟,
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where the parity 𝑞-function 𝐶(𝑛) is defined as follows:

𝐶(𝑛) (𝑟) :=
∑︁
1,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1

(13.10.8)

·
1
2

(
(1 + 𝑞

𝑛2

2 )𝐶𝐼,0 + (1 − 𝑞
𝑛2

2 )𝐶𝐼,1(−1)𝑟
)

(
𝑞𝑛2 − 1

) (
𝑞𝑛2−2(2𝑛−1) − 1

)
+

∑︁
1∈𝐼,𝑛∉𝐼

𝒫𝐵𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐵𝑛;𝐼)

𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼))

2 − 1
)−1

·
1
2

(
(1 + 𝑞

𝑛2

2 )𝐶𝐼,0 + (1 − 𝑞
𝑛2

2 )𝐶𝐼,1(−1)𝑟
)

𝑞𝑛2 − 1
.

Remark. Note that the constants 𝐶𝐼,□ (□ = 0, 1) depends on 𝐼. When 1 ∈ 𝐼 and 𝑛 ∉ 𝐼,

they are defined in Eqs. (13.9.6) and (13.9.7). When 1, 𝑛 ∉ 𝐼, they are defined in

Eqs. (13.9.9) and (13.9.10).

By Eqs. (13.10.2) to (13.10.8) we have proved the asymptotic relations in Theo-

rem 13.1, where

𝐶0(𝑛) = 𝐶(𝑛) (even), 𝐶1(𝑛) = 𝐶(𝑛) (odd) · 𝑞𝜋(𝑛) ,

𝐶0(𝑛) = 𝐶(𝑛) (even), 𝐶1(𝑛) = 𝐶(𝑛) (odd) · 𝑞𝜋(𝑛) .

One can see they are primary 𝑞-numbers by either § 13.11 or direct verification using

Eqs. (13.10.6) and (13.10.8). Moreover, by Eq. (A.2.2), we have the following explicit

formulas:

𝒫𝐵𝑛;𝐼 (𝑞) = [2𝑛]!!(𝑞)
𝑡∏
𝑖=1
[ℓ𝑖(𝐼) − ℓ𝑖−1(𝐼)]!(𝑞)

, 𝑞deg(𝒫𝐵𝑛;𝐼) = 𝑞𝑛
2

𝑡∏
𝑖=1

𝑞(ℓ𝑖 ( 𝐼)−ℓ𝑖−1 ( 𝐼)
2 )

.(13.10.9)

See Eqs. (A.1.2) and (A.2.1) for the definitions of the symbols [ · ]! and [2 · ]!!.
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§ 13.11. Analysis of SX𝐽 (𝐼) (2𝑟) and SX𝐽 (𝐼) (2𝑟 + 1)

Now, let 𝐼 be a general type and follow Convention 2.4.5. We are going to show that

SX𝐽 (𝐼) (2𝑟) and SX𝐽 (𝐼) (2𝑟 + 1) can be defined by primary 𝑞-exponential polynomials.

Suppose 𝐼 ∩ 𝐽 = ∅. By Eq. (13.8.1), we have (□ = 0, 1)

SX𝐽 (𝐼) (2𝑟 + □) = 𝑞

∑
𝑎∈Φ+

⌈
− ∑

𝑗∈𝐽
𝑎( 12𝜔 𝑗)

⌉
SV† (𝐼) (2𝑟 + □ + |𝐽 | − 𝛿(𝐽)).

We have seen that the 𝑞-functions SV† (𝐼) (2 · ) and SV† (𝐼) (2 · +1) can be defined by

primary super 𝑞-exponential polynomials in § 13.4. The exponent
∑

𝑎∈Φ+

⌈
− ∑

𝑗∈𝐽
𝑎( 12𝜔 𝑗)

⌉
is

an integer. Therefore, SX𝐽 (𝐼) (2 · +□) can be defined by a primary super 𝑞-exponential

polynomial.

Note that the proof of Lemma 6.5.1 implies

V(𝐼, 𝑟) =
⋃

𝐽≠{1},{1,2},··· ,{𝑛−1,𝑛}
X𝐽 (𝐼, 𝑟).

Hence, the 𝑞-function SV(𝐼) (2 · +□) (□ = 0, 1) is clearly a ℚ(𝑞; 1)-combination

of SX𝐽 (𝐼) (2 · +□). On the other hand, by Eq. (13.10.1), the 𝑞-functions SV(2 · ),
SV(2 · +1), SSA(2 · ), and SSA(2 · +1) are ℚ(𝑞; 1)-combinations of SV(𝐼) (2 · ) and

SV(𝐼) (2 · +1). We thus finish proving Theorem 13.1.

299



Chapter 14.

Simplicial volume in buildings of 𝐷𝑛 type

In this chapter, we will prove the 𝐷𝑛 part of Theorems 1.3 and 1.5. More precisely, we

will prove the following stronger theorem.

Theorem 14.1. Let ℬ be a Bruhat-Tits building of split classical type 𝐷𝑛 over a local

field 𝐾 with residue cardinality 𝑞. Then the simplicial volume SV( · ) and the simplicial

surface area SSA( · ) in it can be defined by primary super 𝑞-exponential polynomials

whose leading terms are of the form:

SV(𝑟) ∼ 𝐶(𝑛) ·
(
𝑟

𝜀(𝑛)

)
𝑞𝜋(𝑛)𝑟, SSA(𝑟) ∼ 𝐶(𝑛) ·

(
𝑟

𝜀(𝑛)

)
𝑞𝜋(𝑛)𝑟,

where 𝜀(𝑛) = 1 and 𝜋(𝑛) = 𝑛(𝑛−1)
2 when 𝑛 ⩾ 5, while 𝜀(4) = 2 and 𝜋(4) = 6. The

leading coefficients 𝐶(𝑛) and 𝐶(𝑛) are primary 𝑞-numbers, not just parity 𝑞-functions.

We will obtain explicit formulas for the parity functions 𝐶(𝑛) and 𝐶(𝑛).
But before proving Theorem 14.1, we will first analyze the asymptotic growths of

SSA†(𝑟) and SV†(𝑟), where † denotes “being special”. We will prove the following.

Theorem 14.2. Let ℬ be a Bruhat-Tits building of split classical type 𝐷𝑛 over a local

field 𝐾 with residue cardinality 𝑞. Then the special simplicial volume SV†( · ) and
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the special simplicial surface area SSA†( · ) in it can be defined by primary super

𝑞-exponential polynomials whose leading terms are of the form:

SV†(𝑟) ∼ 𝐶† (𝑛) ·
(
𝑟

𝜀(𝑛)

)
𝑞𝜋(𝑛)𝑟, SSA†(𝑟) ∼ 𝐶† (𝑛) ·

(
𝑟

𝜀(𝑛)

)
𝑞𝜋(𝑛)𝑟,

where 𝜀(𝑛) = 1 and 𝜋(𝑛) = 𝑛(𝑛−1)
2 when 𝑛 ⩾ 5, while 𝜀(4) = 2 and 𝜋(4) = 6. The

leading coefficients 𝐶†(𝑛) and 𝐶†(𝑛) are primary 𝑞-numbers, not just parity 𝑞-functions.

We will also give explicit formulas for the constants 𝐶†(𝑛) and 𝐶†(𝑛). The proof of

Theorem 14.2 will play an essential role in the study of SSA(𝑟) and SV(𝑟).
This chapter is structured as follows. In § 14.1, we will compute the asymptotic

growth of SV† (𝐼) (𝑟) for each type 𝐼 ⊆ Δ. This allows use to find the dominant ones of

SV† (𝐼) (𝑟), which will be done in § 14.2. Then in § 14.3, we will obtain the asymptotic

growths of SSA†(𝑟) and SV†(𝑟). After that, in § 14.4, we will estimate the asymptotic

growth of SX□♥ (𝐼) (𝑟) (□,♥ being 0 or 1) using the auxiliary function S≍X□♥ (𝐼) . Note that

V is between V† and X00 ∪X10 ∪X01 ∪X11. Therefore, we can combine § 14.1 and

§ 14.4 to estimate the asymptotic growth of each SV(𝐼) (𝑟) and find the dominant ones,

which will be done in § 14.5. Once we found the dominant types, we can proceed to

compute the asymptotic growth of dominant SV(𝐼) (𝑟). This will be done in three steps:

in § 14.6, we will compute the asymptotic growth of each SX□♥ (𝐼) (𝑟); in § 14.7, we will

deduce the asymptotic growth of SX𝐽 (𝐼) (𝑟) from that of SV† (𝐼) (𝑟); then in § 14.8, the

asymptotic growth of SV(𝐼) (𝑟) will be deduced from them. Finally, in § 14.9, we will

obtain the asymptotic growths of SSA(𝑟) and SV(𝑟).
Throughout this chapter, we will heavily use the various index setsV,V†, X00, X10,

X01, X11, and X𝐽 . We refer to Figs. 9.4 to 9.7 for the structure of them.
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§ 14.1. Asymptotic growth of SV†(𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to compute the

asymptotic growth of SV† (𝐼) (𝑟). We will separate the discussion into the following six

cases:

{𝑛 − 1, 𝑛} ⊆ 𝐼 |{𝑛 − 1, 𝑛} ∩ 𝐼 | = 1 {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅
1 ∈ 𝐼 (i) (ii) (iii)

1 ∉ 𝐼 (iv) (v) (vi)

(i). Suppose 1 ∈ 𝐼 and {𝑛 − 1, 𝑛} ⊆ 𝐼. By Eqs. (6.6.7), (6.6.8), and (9.1.4), we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

2𝑐1+···+2𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖
.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = ∅ ⊔ {1, · · · , 𝑡}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − 1 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

Since all members of 𝝁 are integers, SV† (𝐼) can be defined by a primary super 𝑞-

exponential polynomial. The knowledge of quadratic function shows that 𝔦max = 𝔦2 max =

{𝑡} with 𝜇max = 𝜇2 max = ℓ𝑡 (2𝑛 − 1 − ℓ𝑡). Then by Lemma 10.6.1.(ii), we have

SV† (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞(ℓ𝑡−ℓ𝑖) (2𝑛−1−ℓ𝑡−ℓ𝑖) − 1

)−1
· 1

2 (1 + (−1)𝑟) · 𝑞
1
2 ℓ𝑡 (2𝑛−1−ℓ𝑡)𝑟 .

In particular, it has order 1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡) and degree 0.

(ii). Suppose 1 ∈ 𝐼 and {𝑛 − 1, 𝑛}∩ 𝐼 is a singleton. By Eqs. (6.6.7), (6.6.8), and (9.1.4),
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we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

2𝑐1+···+2𝑐𝑡−1+𝑐𝑡=𝑟

𝑞

𝑡−1∑
𝑖=1

ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)
2 𝑐𝑡

.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = {𝑡} ⊔ {1, · · · , 𝑡 − 1}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (1 ⩽ 𝑖 ⩽ 𝑡 − 1)

𝜇𝑡 =
𝑛(𝑛−1)

2 .

Since all members of 𝝁 are integers, SV† (𝐼) can be defined by a primary super 𝑞-

exponential polynomial. The knowledge of quadratic function shows that 𝔦2 max =

{𝑡 − 1}, 𝜇2 max = ℓ𝑡−1(2𝑛 − 1 − ℓ𝑡−1), and 2𝜇1 max > 𝜇2 max. Then by Lemma 10.6.1.(i),

we have

SV† (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑞

𝑛(𝑛−1)
2 𝑟 .

In particular, it has order 𝑛(𝑛−1)
2 and degree 0.

(iii). Suppose 1 ∈ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. By Eqs. (6.6.7), (6.6.8), and (9.1.4), we

have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

2𝑐1+···+2𝑐𝑡−2+𝑐𝑡−1+𝑐𝑡=𝑟

𝑞

𝑡−2∑
𝑖=1

ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)
2 (𝑐𝑡−1+𝑐𝑡)

.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = {𝑡 − 1, 𝑡} ⊔ {1, · · · , 𝑡 − 2}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (1 ⩽ 𝑖 ⩽ 𝑡 − 2)

𝜇𝑡−1 = 𝑛(𝑛−1)
2 ,

𝜇𝑡 =
𝑛(𝑛−1)

2 .
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Since all members of 𝝁 are integers, SV† (𝐼) can be defined by a primary super 𝑞-

exponential polynomial. The knowledge of quadratic function shows that 𝔦2 max =

{𝑡 − 2}, 𝜇2 max = ℓ𝑡−2(2𝑛 − 1 − ℓ𝑡−2), and 2𝜇1 max > 𝜇2 max. Then by Lemma 10.6.1.(i),

we have

(14.1.1) SV† (𝐼) (𝑟) ∼
𝑡−2∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

In particular, it has order 𝑛(𝑛−1)
2 and degree 1.

(iv). Suppose 1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ⊆ 𝐼. By Eqs. (6.6.7), (6.6.8), and (9.1.4), we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+2𝑐2+···+2𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖
.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = {1} ⊔ {2, · · · , 𝑡}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − 1 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

Since all members of 𝝁 are integers, SV† (𝐼) can be defined by a primary super 𝑞-

exponential polynomial. The knowledge of quadratic function shows that 𝔦2 max = {𝑡}
and 𝜇2 max = ℓ𝑡 (2𝑛 − 1 − ℓ𝑡). On the other side 𝜇1 max = (2𝑛 − 2).

Depending on 𝑛 and ℓ𝑡, there are three possibilities.

If 2𝜇1 max > 𝜇2 max, then by Lemma 10.6.1.(i), we have

SV† (𝐼) (𝑟) ∼
𝑡∏
𝑖=2

(
𝑞2(2𝑛−2)−ℓ𝑖 (2𝑛−1−ℓ𝑖) − 1

)−1
· 𝑞(2𝑛−2)𝑟 .

In particular, it has order 2𝑛 − 2 and degree 0.
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If 2𝜇1 max < 𝜇2 max, then by Lemma 10.6.1.(ii), we have

SV† (𝐼) (𝑟) ∼
(
𝑞ℓ𝑡 (2𝑛−1−ℓ𝑡)−2(2𝑛−2) − 1

)−1 𝑡−1∏
𝑖=2

(
𝑞(ℓ𝑡−ℓ𝑖) (2𝑛−1−ℓ𝑡−ℓ𝑖) − 1

)−1

· 1
2

((
1 + 𝑞

1
2 ℓ𝑡 (2𝑛−1−ℓ𝑡)−(2𝑛−2)

)
+

(
1 − 𝑞

1
2 ℓ𝑡 (2𝑛−1−ℓ𝑡)−(2𝑛−2)

)
(−1)𝑟

)

· 𝑞
1
2 ℓ𝑡 (2𝑛−1−ℓ𝑡)𝑟 .

In particular, it has order 1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡) and degree 0.

If 2𝜇1 max = 𝜇2 max, then by Lemma 10.6.1.(iii), we have

SV† (𝐼) (𝑟) ∼ 1
2

𝑡−1∏
𝑖=2

(
𝑞(ℓ𝑡−ℓ𝑖) (2𝑛−1−ℓ𝑡−ℓ𝑖) − 1

)−1
· 𝑟𝑞(2𝑛−2)𝑟 .

In particular, it has order 2𝑛 − 2 and degree 1.

(v). Suppose 1 ∉ 𝐼 and {𝑛 − 1, 𝑛}∩ 𝐼 is a singleton. By Eqs. (6.6.7), (6.6.8), and (9.1.4),

we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+2𝑐2+···+2𝑐𝑡−1+𝑐𝑡=𝑟

𝑞

𝑡−1∑
𝑖=1

ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)
2 𝑐𝑡

.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡},
the partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = {1, 𝑡} ⊔ {2, · · · , 𝑡 − 1}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (1 ⩽ 𝑖 ⩽ 𝑡 − 1)

𝜇𝑡 =
𝑛(𝑛−1)

2 .

Since all members of 𝝁 are integers, SV† (𝐼) can be defined by a primary super 𝑞-

exponential polynomial. The knowledge of quadratic function shows that 𝔦2 max =

{𝑡 − 1} with 𝜇2 max = ℓ𝑡−1(2𝑛 − 1 − ℓ𝑡−1) and that 𝑡 ∈ 𝔦1 max with 2𝜇1 max = 𝑛(𝑛 − 1) >
𝜇2 max.
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Depending on 𝑛, there are two possibilities.

If 𝑛 = 4, then 𝜇1 max = (2𝑛 − 2) and hence 𝔦1 max = {1, 𝑡}. By Lemma 10.6.1.(i), we

have

SV† (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=2

(
𝑞(4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
· 𝑟𝑞6𝑟 .

In particular, it has order 6 and degree 1.

If 𝑛 ⩾ 5, then 𝜇1 max > (2𝑛 − 2) and hence 𝔦1 max = {𝑡}. By Lemma 10.6.1.(i), we

have

SV† (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 1 + 𝑞

𝑛(𝑛−1)
2 −(2𝑛−2)

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1
· 𝑞

𝑛(𝑛−1)
2 𝑟 .

In particular, it has order 𝑛(𝑛−1)
2 and degree 0.

(vi). Suppose 1 ∉ 𝐼 and {𝑛 − 1, 𝑛}∩ 𝐼 = ∅. By Eqs. (6.6.7), (6.6.8), and (9.1.4), we have

SV† (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+2𝑐2+···+2𝑐𝑡−2+𝑐𝑡−1+𝑐𝑡=𝑟

𝑞

𝑡−2∑
𝑖=1

ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)
2 (𝑐𝑡−1+𝑐𝑡)

.

Now, we apply Lemma 10.6.1 to this summation, where the index set 𝔦 is {1, · · · , 𝑡}, the

partition 𝔦 = 𝔦1 ⊔ 𝔦2 is {1, · · · , 𝑡} = {1, 𝑡 − 1, 𝑡} ⊔ {2, · · · , 𝑡 − 2}, and the sequence 𝝁 is

𝜇𝑖 = ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (1 ⩽ 𝑖 ⩽ 𝑡 − 2)

𝜇𝑡−1 = 𝑛(𝑛−1)
2 ,

𝜇𝑡 =
𝑛(𝑛−1)

2 .

Since all members of 𝝁 are integers, SV† (𝐼) can be defined by a primary super 𝑞-

exponential polynomial. The knowledge of quadratic function shows that 𝔦2 max =

{𝑡 − 2} with 𝜇2 max = ℓ𝑡−2(2𝑛 − 1 − ℓ𝑡−2) and that {𝑡 − 1, 𝑡} ⊆ 𝔦1 max with 2𝜇1 max =
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𝑛(𝑛 − 1) > 𝜇2 max.

Depending on 𝑛, there are two possibilities.

If 𝑛 = 4, then 𝜇1 max = (2𝑛−2) and hence 𝔦1 max = {1, 𝑡 − 1, 𝑡}. By Lemma 10.6.1.(i),

we have

(14.1.2) SV† (𝐼) (𝑟) ∼
𝑡−2∏
𝑖=2

(
𝑞(4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
·
(
𝑟

2

)
𝑞6𝑟 .

In particular, it has order 6 and degree 2.

If 𝑛 ⩾ 5, then 𝜇1 max > (2𝑛 − 2) and hence 𝔦1 max = {𝑡 − 1, 𝑡}. By Lemma 10.6.1.(i),

we have

(14.1.3) SV† (𝐼) (𝑟) ∼
𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 1 + 𝑞

𝑛(𝑛−1)
2 −(2𝑛−2)

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

In particular, it has order 𝑛(𝑛−1)
2 and degree 1.

Note that, in all cases, SV† (𝐼) can be defined by a primary super 𝑞-exponential

polynomial. Then by Eqs. (8.5.1) and (8.5.2), we see that SV†( · ) and SSA†( · ) can be

defined by primary super 𝑞-exponential polynomials.

§ 14.2. Dominant types for SV†(𝐼) (𝑟)

Now, we are able to figure out for which type 𝐼, SV† (𝐼) (𝑟) is dominant. First, we

summarize the asymptotic results in § 14.1 as follows.
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{𝑛 − 1, 𝑛} ⊆ 𝐼 |{𝑛 − 1, 𝑛} ∩ 𝐼 | = 1 {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅
1 ∈ 𝐼

(
1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡), 0

) (
𝑛(𝑛−1)

2 , 0
) (

𝑛(𝑛−1)
2 , 1

)

1 ∉ 𝐼

(2𝑛 − 2, 0)(
1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡), 0

)
(2𝑛 − 2, 1)

(6, 1)(
𝑛(𝑛−1)

2 , 0
) (6, 2)(

𝑛(𝑛−1)
2 , 1

)

In the table, the pair in each cell tells us the possible order and degree of SV† (𝐼) .

When 𝑛 = 4, we have ℓ𝑡 (𝐼) ⩽ 4 for all 𝐼. Therefore,

(2𝑛 − 2) ⩾ 1
2ℓ𝑡 (𝐼) (2𝑛 − 1 − ℓ𝑡 (𝐼)).

Hence, SV† (𝐼) (𝑟) is dominant exactly when 1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. Note that, such

a type 𝐼 must be either {2} or ∅. By Eq. (14.1.2), the asymptotic growth of dominant

SV† (𝐼) (𝑟) are as follows:

SV† ({2}) (𝑟) ∼
(
𝑟

2

)
𝑞6𝑟(14.2.1)

SV† (∅) (𝑟) ∼
(
𝑞(4−ℓ2) (3−ℓ2) − 1

)−1
·
(
𝑟

2

)
𝑞6𝑟 =

1
𝑞2 − 1

·
(
𝑟

2

)
𝑞6𝑟(14.2.2)

If 𝑛 ⩾ 4, then we have (2𝑛 − 2) is no longer the highest order. When {𝑛 − 1, 𝑛} ⊆ 𝐼,

we have ℓ𝑡 (𝐼) < 𝑛 − 1 and thus

1
2ℓ𝑡 (𝐼) (2𝑛 − 1 − ℓ𝑡 (𝐼)) < 𝑛(𝑛−1)

2 .

Therefore, SV† (𝐼) (𝑟) is dominant exactly when {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. In that case, its

asymptotic growth is given by Eqs. (14.1.1) and (14.1.3).
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§ 14.3. Asymptotic growths of SSA†(𝑟) and SV†(𝑟)

We are now able to obtain the asymptotic growth of SSA†(𝑟). By Eq. (8.5.2), we have

(14.3.1) SSA†(𝑟) =
∑︁
𝐼⊆Δ

𝒫𝐷𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐷𝑛;𝐼) SV† (𝐼) (𝑟) ∼

∑︁
𝐼 is dominant

𝒫𝐷𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐷𝑛;𝐼) SV† (𝐼) (𝑟).

Then by the discussion in § 14.2, we see that

(14.3.2) SSA†(𝑟) ∼


𝐶†(4) ·

(
𝑟

2

)
𝑞6𝑟 if 𝑛 = 4,

𝐶†(𝑛) · 𝑟𝑞
𝑛(𝑛−1)

2 𝑟 if 𝑛 ⩾ 5.

When 𝑛 = 4, by Eqs. (14.2.1) and (14.2.2), the constant 𝐶†(4) is defined as follows:

𝐶†(4) =
𝒫𝐷4;{2} (𝑞)
𝑞deg(𝒫𝐷4;{2}) +

𝒫𝐷4;∅ (𝑞)(
𝑞2 − 1

)
𝑞deg(𝒫𝐷4;∅) .

Moreover, by Eq. (A.3.2), we have

𝐶†(4) =
(
𝑞6 − 1

) (
𝑞4 − 1

)2

(𝑞 − 1)3 𝑞11
+

(
𝑞6 − 1

) (
𝑞4 − 1

)2

(𝑞 − 1)4 𝑞12
(14.3.3)

=

(
𝑞2 + 𝑞 + 1

) (
𝑞2 − 𝑞 + 1

)2 (
𝑞2 + 1

)2 (𝑞 + 1)3
(𝑞 − 1)𝑞12 .

As a consequence, we have

(14.3.4) SV†(𝑟) =
𝑟∑︁
𝑧=0

SSA†(𝑧) ∼ 𝑞6

𝑞6 − 1
𝐶†(4) ·

(
𝑟

2

)
𝑞6𝑟 .
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When 𝑛 ⩾ 5, by Eqs. (14.1.1) and (14.1.3), the constant 𝐶†(𝑛) is defined as follows:

𝐶†(𝑛) :=
∑︁

1,𝑛−1,𝑛∉𝐼

𝒫𝐷𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐷𝑛;𝐼)

𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖 (𝐼)) (𝑛−1−ℓ𝑖 (𝐼)) − 1

)−1
· 1 + 𝑞

𝑛(𝑛−1)
2 −(2𝑛−2)

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1

(14.3.5)

+
∑︁

1∈𝐼,𝑛−1,𝑛∉𝐼

𝒫𝐷𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐷𝑛;𝐼)

𝑡−2∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼)) (𝑛−1−ℓ𝑖 (𝐼)) − 1

)−1
.

As a consequence, we have

(14.3.6) SV†(𝑟) =
𝑟∑︁
𝑧=0

SSA†(𝑧) ∼ 𝑞
𝑛(𝑛−1)

2

𝑞
𝑛(𝑛−1)

2 − 1
𝐶†(𝑛) · 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

By Eqs. (14.3.2) to (14.3.6), we have proved Theorem 14.2. Moreover, by Eq. (A.3.3),

we have the following explicit formulas:

𝒫𝐷𝑛;𝐼 (𝑞) = [2(𝑛 − 1)]!!(𝑧) · [𝑛] (𝑧)
𝑡−1∏
𝑖=1
[ℓ𝑖(𝐼) − ℓ𝑖−1(𝐼)]!(𝑧)

, 𝑞deg(𝒫𝐷𝑛;𝐼) = 𝑞𝑛(𝑛−1)

𝑡−1∏
𝑖=1

𝑞(ℓ𝑖 ( 𝐼)−ℓ𝑖−1 ( 𝐼)
2 )

.

See Lemma 8.2.5 and Eqs. (A.1.2) and (A.2.1) for the definitions of the symbols [ · ],
[ · ]!, and [2 · ]!!.

§ 14.4. Asymptotic growths of S≍X□♥(𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to estimate the asymptotic

growth of SX□♥ (𝐼) (𝑟) (□,♥ being 0 or 1) up to the leading coefficient. We will separate

the discussion into the following six cases:
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{𝑛 − 1, 𝑛} ⊆ 𝐼 |{𝑛 − 1, 𝑛} ∩ 𝐼 | = 1 {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅
1 ∈ 𝐼 (i) (ii) (iii)

1 ∉ 𝐼 (iv) (v) (vi)

(i). Suppose 1 ∈ 𝐼 and {𝑛 − 1, 𝑛} ⊆ 𝐼. By Fig. 9.4, we only need to consider X00(𝐼).
By Eqs. (6.6.8) and (9.5.3), we have

S≍X00 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡∑
𝑖=1

1
2 ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖

.

Now, we apply Lemma 10.5.2 to above summation, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − 1 − ℓ𝑖). (1 ⩽ 𝑖 ⩽ 𝑡)

The knowledge of quadratic function shows that 𝔦max = {𝑡} with 𝜇max = 1
2ℓ𝑡 (2𝑛−1− ℓ𝑡).

Then we have

S≍X00 (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞

1
2 (ℓ𝑡−ℓ𝑖) (2𝑛−1−ℓ𝑡−ℓ𝑖) − 1

)−1
· 𝑞

1
2 ℓ𝑡 (2𝑛−1−ℓ𝑡)𝑟 .

Since SX00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟), it has order 1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡) and degree 0.

(ii). Suppose 1 ∈ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 is a singleton. By Fig. 9.4, we only need to

consider X00(𝐼). By Eqs. (6.6.8) and (9.5.3), we have

S≍X00 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡−1∑
𝑖=1

1
2 ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)

2 𝑐𝑡
.

Now, we apply Lemma 10.5.2 to above summation, where the index set 𝔦 is {1, · · · , 𝑡}
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and the sequence 𝝁 is

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (1 ⩽ 𝑖 ⩽ 𝑡 − 1)

𝜇𝑡 =
𝑛(𝑛−1)

2 .

The knowledge of quadratic function shows that 𝔦max = {𝑡} with 𝜇max = 𝑛(𝑛−1)
2 . Then

we have

S≍X00 (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=1

(
𝑞

1
2 (𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑞

𝑛(𝑛−1)
2 𝑟 .

Since SX00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟), it has order 𝑛(𝑛−1)
2 and degree 0.

(iii). Suppose 1 ∈ 𝐼 and {𝑛 − 1, 𝑛}∩ 𝐼 = ∅. By Fig. 9.6, we only need to considerX00(𝐼)
and X01(𝐼). By Eqs. (6.6.8), (9.5.3), and (9.5.4), we have

S≍X00 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞

𝑡−2∑
𝑖=1

1
2 ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)

2 (𝑐𝑡−1+𝑐𝑡)
,

S≍X01 (𝐼) (𝑟) = 𝑞−
𝑛(𝑛−1)

2 S≍X00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟).

Now, we apply Lemma 10.5.2 to the first summation, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (1 ⩽ 𝑖 ⩽ 𝑡 − 2)

𝜇𝑡−1 = 𝑛(𝑛−1)
2 ,

𝜇𝑡 =
𝑛(𝑛−1)

2 .

The knowledge of quadratic function shows that 𝔦max = {𝑡 − 1, 𝑡} with 𝜇max = 𝑛(𝑛−1)
2 .
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Then we have

S≍X00 (𝐼) (𝑟) ∼
𝑡−2∏
𝑖=1

(
𝑞

1
2 (𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

In particular, it has order 𝑛(𝑛−1)
2 and degree 1. We then know that S≍X01 (𝐼) (𝑟) also has the

same order and degree. Since SX00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟) and SX01 (𝐼) (𝑟) ≍ S≍X01 (𝐼) (𝑟), we

see that S(X00 ∪X01) (𝐼) (𝑟) has order 𝑛(𝑛−1)
2 and degree 1.

(iv). Suppose 1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ⊆ 𝐼. By Fig. 9.5, we only need to consider X00(𝐼)
and X10(𝐼). By Eqs. (6.6.8), (9.5.3), and (9.5.5), we have

S≍X00 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞
(2𝑛−2)𝑐1+

𝑡∑
𝑖=2

1
2 ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖

,

S≍X10 (𝐼) (𝑟) = 𝑞−
1
2 (2𝑛−2) S≍X00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟).

Now, we apply Lemma 10.5.2 to the first summation, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇1 = 2𝑛 − 2,

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − 1 − ℓ𝑖). (2 ⩽ 𝑖 ⩽ 𝑡)

The knowledge of quadratic function shows that 𝔦max ⊆ {1, 𝑡} with

𝜇max = max
{
2𝑛 − 2, 1

2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡)
}
.

Depending on 𝑛 and ℓ𝑡, there are three possibilities.

If 2𝑛 − 2 > 1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡), then we have 𝔦max = {1}, 𝜇max = 2𝑛 − 2, and

S≍X00 (𝐼) (𝑟) ∼
𝑡∏
𝑖=2

(
𝑞(2𝑛−2)−1

2 ℓ𝑖 (2𝑛−1−ℓ𝑖) − 1
)−1
· 𝑞(2𝑛−2)𝑟 .
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Then we can deduce that S(X00 ∪X10) (𝐼) (𝑟) has order 2𝑛 − 2 and degree 0.

If 2𝑛 − 2 < 1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡), then we have 𝔦max = {𝑡}, 𝜇max = 1

2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡), and

S≍X00 (𝐼) (𝑟) ∼
(
𝑞

1
2 ℓ𝑡 (2𝑛−1−ℓ𝑡)−(2𝑛−2) − 1

)−1 𝑡−1∏
𝑖=2

(
𝑞

1
2 (ℓ𝑡−ℓ𝑖) (2𝑛−1−ℓ𝑡−ℓ𝑖) − 1

)−1
· 𝑞

1
2 ℓ𝑡 (2𝑛−1−ℓ𝑡)𝑟 .

Then we can deduce that S(X00 ∪X10) (𝐼) (𝑟) has order 1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡) and degree 0.

If 2𝑛 − 2 = 1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡), then we have 𝔦max = {1, 𝑡} and

S≍X00 (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=2

(
𝑞

1
2 (ℓ𝑡−ℓ𝑖) (2𝑛−1−ℓ𝑡−ℓ𝑖) − 1

)−1
· 𝑟𝑞(2𝑛−2)𝑟 .

Then we can deduce that S(X00 ∪X10) (𝐼) (𝑟) has order 2𝑛 − 2 and degree 1.

(v). Suppose 1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 is a singleton. By Fig. 9.5, we only need to

consider X00(𝐼) and X10(𝐼). By Eqs. (6.6.8), (9.5.3), and (9.5.5), we have

S≍X00 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞
(2𝑛−2)𝑐1+

𝑡−1∑
𝑖=2

1
2 ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)

2 𝑐𝑡
,

S≍X10 (𝐼) (𝑟) = 𝑞−
1
2 (2𝑛−2) S≍X00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟).

Now, we apply Lemma 10.5.2 to the first summation, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇1 = 2𝑛 − 2,

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (2 ⩽ 𝑖 ⩽ 𝑡 − 1)

𝜇𝑡 =
𝑛(𝑛−1)

2 .

The knowledge of quadratic function shows that 𝑡 ∈ 𝔦max ⊆ {1, 𝑡} with 𝜇max = 𝑛(𝑛−1)
2 .

Depending on 𝑛, there are two possibilities.
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If 𝑛 = 4, then we have 𝔦max = {1, 𝑡} and

S≍X00 (𝐼) (𝑟) ∼
𝑡−1∏
𝑖=2

(
𝑞

1
2 (4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
· 𝑟𝑞6𝑟 .

Then we can deduce that S(X00 ∪X10) (𝐼) (𝑟) has order 6 and degree 1.

If 𝑛 ⩾ 5, then we have 𝔦max = {𝑡} and

S≍X00 (𝐼) (𝑟) ∼
(
𝑞
𝑛(𝑛−1)

2 −(2𝑛−2) − 1
)−1 𝑡−1∏

𝑖=2

(
𝑞

1
2 (𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑞

𝑛(𝑛−1)
2 𝑟 .

Then we can deduce that S(X00 ∪X10) (𝐼) (𝑟) has order 𝑛(𝑛−1)
2 and degree 0.

(vi). Suppose 1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. By Fig. 9.7, we have to consider all the sets

X00(𝐼), X01(𝐼), X10(𝐼), and X11(𝐼). By Eqs. (6.6.8) and (9.5.3) to (9.5.6), we have

S≍X00 (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟

𝑞
(2𝑛−2)𝑐1+

𝑡−2∑
𝑖=2

1
2 ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)

2 (𝑐𝑡−1+𝑐𝑡)
,

S≍X01 (𝐼) (𝑟) = 𝑞−
𝑛(𝑛−1)

2 S≍X00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟),

S≍X10 (𝐼) (𝑟) = 𝑞−
1
2 (2𝑛−2) S≍X00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟),

S≍X11 (𝐼) (𝑟) = 𝑞−
1
2 (2𝑛−2)−𝑛(𝑛−1)

2 S≍X00 (𝐼) (𝑟) ≍ S≍X00 (𝐼) (𝑟).

Now, we apply Lemma 10.5.2 to the first summation, where the index set 𝔦 is {1, · · · , 𝑡}
and the sequence 𝝁 is

𝜇1 = 2𝑛 − 2,

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (2 ⩽ 𝑖 ⩽ 𝑡 − 2)

𝜇𝑡−1 = 𝑛(𝑛−1)
2 ,

𝜇𝑡 =
𝑛(𝑛−1)

2 .
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The knowledge of quadratic function shows that {𝑡 − 1, 𝑡} ⊆ 𝔦max ⊆ {1, 𝑡 − 1, 𝑡} with

𝜇max = 𝑛(𝑛−1)
2 .

Depending on 𝑛, there are two possibilities.

If 𝑛 = 4, then we have 𝔦max = {1, 𝑡 − 1, 𝑡} and

S≍X00 (𝐼) (𝑟) ∼
𝑡−2∏
𝑖=2

(
𝑞

1
2 (4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
·
(
𝑟

2

)
𝑞6𝑟 .

Then we can deduce that S(X00 ∪X01 ∪X10 ∪X11) (𝐼) (𝑟) has order 6 and degree 2.

If 𝑛 ⩾ 5, then we have 𝔦max = {𝑡 − 1, 𝑡} and

S≍X00 (𝐼) (𝑟) ∼
(
𝑞
𝑛(𝑛−1)

2 −(2𝑛−2) − 1
)−1 𝑡−2∏

𝑖=2

(
𝑞

1
2 (𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

Then we can deduce that S(X00 ∪X01 ∪X10 ∪X11) (𝐼) (𝑟) has order 𝑛(𝑛−1)
2 and degree 1.

§ 14.5. Dominant types for SV(𝐼) (𝑟)

We are going to estimate the asymptotic growth of each SV(𝐼) (𝑟) and figure out the

dominant types, namely the types for which SV(𝐼) (𝑟) is dominant.

Let 𝐼 be a type and follow Convention 2.4.5. Depending on 𝐼, the setV(𝐼) is contained

in various sets X∪(𝐼), where

X∪(𝐼) =




X00(𝐼) if 1 ∈ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 ≠ ∅,

X00(𝐼) ∪ X01(𝐼) if 1 ∈ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅,

X00(𝐼) ∪ X10(𝐼) if 1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 ≠ ∅,

X00(𝐼) ∪ X01(𝐼) ∪ X10(𝐼) ∪ X11(𝐼) if 1 ∉ 𝐼 and {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅.
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Refer to Figs. 9.4 to 9.7. Then we have

SX∪ (𝐼) (𝑟) ≫ SV(𝐼) (𝑟) ≫ SV† (𝐼) (𝑟).

We summarize § 14.4 as follows.

{𝑛 − 1, 𝑛} ⊆ 𝐼 |{𝑛 − 1, 𝑛} ∩ 𝐼 | = 1 {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅
1 ∈ 𝐼

(
1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡), 0

) (
𝑛(𝑛−1)

2 , 0
) (

𝑛(𝑛−1)
2 , 1

)

1 ∉ 𝐼

(2𝑛 − 2, 0)(
1
2ℓ𝑡 (2𝑛 − 1 − ℓ𝑡), 0

)
(2𝑛 − 2, 1)

(6, 1)(
𝑛(𝑛−1)

2 , 0
) (6, 2)(

𝑛(𝑛−1)
2 , 1

)

In the table, the pair in each cell tells us the possible order and degree of SX∪ (𝐼) (𝑟).
Comparing this table with the discussion in § 14.2, we see the followings.

(i). When 𝑛 = 4, a type 𝐼 is dominant if and only if {1, 𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. In that case,

SV(𝐼) has order 6 and degree 2.

(ii). When 𝑛 ⩾ 5, a type 𝐼 is dominant if and only if {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. In that case,

SV(𝐼) has order 𝑛(𝑛−1)
2 and degree 1.

§ 14.6. Asymptotic growth of dominant SX□♥(𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to compute the

asymptotic growths of SX0 (𝐼) (𝑟) and SX1 (𝐼) (𝑟) when 𝐼 is dominant. To do this, we pick

an arbitrary 𝑥 ∈ X□♥(𝐼) and investigate the difference between 2𝜌(𝑥) and the sum of

⌈𝑎(𝑥)⌉ for 𝑎(𝑥) > 0. To better describe these sums, we follow Conventions 12.5.1

to 12.5.3.
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By § 14.5, a necessary condition for 𝐼 being dominant is {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. We will

assume that 𝐼 satisfies this condition. Depending on 1 ∈ 𝐼 or not, we will separate the

discussion into two cases: (i) and (ii).

(i). Suppose 1 ∈ 𝐼. By Fig. 9.6, we only need to consider X00(𝐼) and X01(𝐼). Let ♥ be

either 0 or 1. Suppose

𝑥 = 𝑜 + 𝑐1 · 1
2𝜔ℓ1 + · · · + 𝑐𝑡−2 · 1

2𝜔ℓ𝑡−2

+ (𝑐𝑡−1 − 1
2 · ♥) · 𝜔𝑛−1 + (𝑐𝑡 − 1

2 · ♥) · 𝜔𝑛 ∈ X0♥(𝐼).

By Eq. (6.6.6), we have

(𝜒 𝑗 − 𝜒 𝑗′) (𝑥) (1 ⩽ 𝑗 < 𝑗′ ⩽ 𝑛 − 1)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
,

(𝜒 𝑗 + 𝜒 𝑗′) (𝑥) (1 ⩽ 𝑗 < 𝑗′ ⩽ 𝑛 − 1)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
+ 𝑐ℓ−1 ( 𝑗′) + · · · + 𝑐𝑡 − ♥,

(𝜒 𝑗 − 𝜒𝑛) (𝑥) (1 ⩽ 𝑗 ⩽ 𝑛 − 1)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡−2

)
+ 𝑐𝑡−1 − 1

2 · ♥,

(𝜒 𝑗 + 𝜒𝑛) (𝑥) (1 ⩽ 𝑗 ⩽ 𝑛 − 1)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡−2

)
+ 𝑐𝑡 − 1

2 · ♥.

Therefore, we have

∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ =

∑︁
1⩽ 𝑗< 𝑗′⩽𝑛

(⌈(𝜒 𝑗 − 𝜒 𝑗′) (𝑥)⌉ + ⌈(𝜒 𝑗 + 𝜒 𝑗′) (𝑥)⌉)

= 2𝜌(𝑥) +
∑︁

1⩽ 𝑗< 𝑗′⩽𝑛−1
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1 +

𝑛−1∑︁
𝑗=1

𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡−2 − ♥.
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From above analysis, we can define the parity functions 𝑒X0♥ (𝐼) (♥ = 0, 1) as follows:

𝑒X0♥ (𝐼) (𝑐1, · · · , 𝑐𝑡) :=
∑︁

1⩽𝑖<𝑖′⩽𝑡−1
(ℓ𝑖 − ℓ𝑖−1) (ℓ𝑖′ − ℓ𝑖′−1)𝑐𝑖 + · · · + 𝑐𝑖′−1(14.6.1)

+
𝑡−1∑︁
𝑖=1
(ℓ𝑖 − ℓ𝑖−1)𝑐𝑖 + · · · + 𝑐𝑡−2 − ♥.

Then we have ∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ = 2𝜌(𝑥) + 𝑒X0♥ (𝐼) (𝑐1, · · · , 𝑐𝑡).

Now, we apply Lemma 10.5.5 to the following summation (♥ = 0, 1).

SX0♥ (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟+♥

𝑞

𝑡−2∑
𝑖=1

1
2 ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)

2 (𝑐𝑡−1+𝑐𝑡−♥)+𝑒X0♥ ( 𝐼) (𝑐1,··· ,𝑐𝑡)
.

Note that the index set 𝔦 is {1, · · · , 𝑡} and the sequence 𝝁 is

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (1 ⩽ 𝑖 ⩽ 𝑡 − 2)

𝜇𝑡−1 = 𝑛(𝑛−1)
2 ,

𝜇𝑡 =
𝑛(𝑛−1)

2 .

Since all members of 𝝁 are integers, SX0♥ (𝐼) (𝑟) can be defined by a primary super

𝑞-exponential polynomial. The knowledge of quadratic function shows that 𝔦max =

{𝑡 − 1, 𝑡} with 𝜇max = 𝑛(𝑛−1)
2 . Therefore, for ♥ = 0, 1, we have

SX0♥ (𝐼) (𝑟) ∼ 𝐶X0♥ (𝐼) ·
©­«
©­«
∑︁
s∈𝔽 𝑡2

EX0♥ (𝐼) (s)
ª®¬
+ ©­«

∑︁
s∈𝔽 𝑡2
(−1)1·s EX0♥ (𝐼) (s)

ª®¬
(−1)𝑟+♥ª®¬

· 𝑟𝑞
𝑛(𝑛−1)

2 𝑟,

where the constant 𝐶X0♥ (𝐼) and the function EX0♥ (𝐼) : 𝔽 𝑡2 → ℚ(𝑞;−) are defined as
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follows:

𝐶X0♥ (𝐼) :=
1
4

𝑡−2∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
,(14.6.2)

EX0♥ (𝐼) (s) := 𝑞
𝑒X0♥ ( 𝐼) (s)+

𝑡−2∑
𝑖=1

1
2 (𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖)𝑠𝑖

.(14.6.3)

From the definition Eq. (14.6.1) of 𝑒X0♥ (𝐼) , we see that EX0♥ (𝐼) (𝑠1, · · · , 𝑠𝑡) does not

depend on 𝑠𝑡−1 and 𝑠𝑡. Therefore, we have

(14.6.4) SX0♥ (𝐼) (𝑟) ∼ 𝐶X0♥ (𝐼) ·
©­«
∑︁
s∈𝔽 𝑡2

EX0♥ (𝐼) (s)
ª®¬
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

(ii). Suppose 1 ∈ 𝐼. By Fig. 9.7, we have to consider all the setsX00(𝐼),X01(𝐼),X10(𝐼),
and X11(𝐼). Let □,♥ be either 0 or 1. Suppose

𝑥 = 𝑜 + (𝑐1 − 1
2 · □) · 𝜔1 + 𝑐2 · 1

2𝜔ℓ2 + · · · + 𝑐𝑡−2 · 1
2𝜔ℓ𝑡−2

+ (𝑐𝑡−1 − 1
2 · ♥) · 𝜔𝑛−1 + (𝑐𝑡 − 1

2 · ♥) · 𝜔𝑛 ∈ X□♥(𝐼).
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By Eq. (6.6.6), we have

(𝜒1 − 𝜒𝑛) (𝑥)

= (𝑐1 − 1
2 · □) + 1

2 (𝑐2 + · · · + 𝑐𝑡−2) + 𝑐𝑡−1 − 1
2 · ♥,

(𝜒1 + 𝜒𝑛) (𝑥)

= (𝑐1 − 1
2 · □) + 1

2 (𝑐2 + · · · + 𝑐𝑡−2) + 𝑐𝑡 − 1
2 · ♥,

(𝜒1 − 𝜒 𝑗) (𝑥) (1 < 𝑗 ⩽ 𝑛 − 1)

= (𝑐1 − 1
2 · □) + 1

2

(
𝑐2 + · · · + 𝑐ℓ−1 ( 𝑗)−1

)
,

(𝜒1 + 𝜒 𝑗) (𝑥) (1 < 𝑗 ⩽ 𝑛 − 1)

= (𝑐1 − 1
2 · □) + 1

2

(
𝑐2 + · · · + 𝑐ℓ−1 ( 𝑗)−1

)
+ 𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡 − ♥,

(𝜒 𝑗 − 𝜒𝑛) (𝑥) (1 < 𝑗 ⩽ 𝑛 − 1)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡−2

)
+ 𝑐𝑡−1 − 1

2 · ♥,

(𝜒 𝑗 + 𝜒𝑛) (𝑥) (1 < 𝑗 ⩽ 𝑛 − 1)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡−2

)
+ 𝑐𝑡 − 1

2 · ♥,

(𝜒 𝑗 − 𝜒 𝑗′) (𝑥) (1 < 𝑗 < 𝑗′ ⩽ 𝑛 − 1)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
,

(𝜒 𝑗 + 𝜒 𝑗′) (𝑥) (1 < 𝑗 < 𝑗′ ⩽ 𝑛 − 1)

= 1
2

(
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1

)
+ 𝑐ℓ−1 ( 𝑗′) + · · · + 𝑐𝑡 − ♥.
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Therefore, we have

∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ =

∑︁
1⩽ 𝑗< 𝑗′⩽𝑛

(⌈(𝜒 𝑗 − 𝜒 𝑗′) (𝑥)⌉ + ⌈(𝜒 𝑗 + 𝜒 𝑗′) (𝑥)⌉)

= 2𝜌(𝑥) + 𝑐2 + · · · + 𝑐𝑡−2 − □ − ♥ +
𝑛−1∑︁
𝑗=2

𝑐2 + · · · + 𝑐ℓ−1 ( 𝑗)−1 − □

+
𝑛−1∑︁
𝑗=2

𝑐ℓ−1 ( 𝑗) + · · · + 𝑐𝑡−2 − ♥ +
∑︁

1< 𝑗< 𝑗′⩽𝑛−1
𝑐ℓ−1 ( 𝑗) + · · · + 𝑐ℓ−1 ( 𝑗′)−1.

From above analysis, we can define the parity functions 𝑒X□♥ (𝐼) as follows:

𝑒X□♥ (𝐼) (𝑐1, · · · , 𝑐𝑡) := 𝑐2 + · · · + 𝑐𝑡−2 − □ − ♥(14.6.5)

+
𝑡−1∑︁
𝑖=2
(ℓ𝑖 − ℓ𝑖−1)𝑐2 + · · · + 𝑐𝑖−1 − □

+
𝑡−1∑︁
𝑖=2
(ℓ𝑖 − ℓ𝑖−1)𝑐𝑖 + · · · + 𝑐𝑡−2 − ♥

+
∑︁

2⩽𝑖<𝑖′⩽𝑡−1
(ℓ𝑖 − ℓ𝑖−1) (ℓ𝑖′ − ℓ𝑖′−1)𝑐𝑖 + · · · + 𝑐𝑖′−1.

Then we have ∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ = 2𝜌(𝑥) + 𝑒X□♥ (𝐼) (𝑐1, · · · , 𝑐𝑡).

Now, we apply Lemma 10.5.5 to the following summation (□,♥ = 0, 1).

SX□♥ (𝐼) (𝑟) =
∑︁
𝑐𝑖∈ℤ>0

𝑐1+···+𝑐𝑡=𝑟+♥

𝑞
(2𝑛−2) (𝑐1−1

2 ·□)
𝑡−2∑
𝑖=2

1
2 ℓ𝑖 (2𝑛−1−ℓ𝑖)𝑐𝑖+𝑛(𝑛−1)

2 (𝑐𝑡−1+𝑐𝑡−♥)+𝑒X□♥ ( 𝐼) (𝑐1,··· ,𝑐𝑡)
.
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Note that the index set 𝔦 is {1, · · · , 𝑡} and the sequence 𝝁 is

𝜇1 = 2𝑛 − 2,

𝜇𝑖 = 1
2ℓ𝑖(2𝑛 − 1 − ℓ𝑖), (2 ⩽ 𝑖 ⩽ 𝑡 − 2)

𝜇𝑡−1 = 𝑛(𝑛−1)
2 ,

𝜇𝑡 =
𝑛(𝑛−1)

2 .

Since all members of 𝝁 are integers, SX□♥ (𝐼) (𝑟) can be defined by a primary super 𝑞-

exponential polynomial. The knowledge of quadratic function shows that {𝑡 − 1, 𝑡} ⊆
𝔦max ⊆ {1, 𝑡 − 1, 𝑡} with 𝜇max = 𝑛(𝑛−1)

2 .

Depending on 𝑛, there are two possibilities.

If 𝑛 = 4, then we have 𝔦max = {1, 𝑡 − 1, 𝑡} and (□,♥ = 0, 1)

SX□♥ (𝐼) (𝑟) ∼ 𝐶X□♥ (𝐼) · ©­«
©­
«
∑︁
s∈𝔽 𝑡2

EX□♥ (𝐼) (s)ª®¬
+ ©­«

∑︁
s∈𝔽 𝑡2
(−1)1·s EX□♥ (𝐼) (s)ª®¬

(−1)𝑟+♥ª®¬
·
(
𝑟

2

)
𝑞6𝑟,

where the constant 𝐶X□♥ (𝐼) and the function EX□♥ (𝐼) : 𝔽 𝑡2 → ℚ(𝑞;−) are defined as

follows:

𝐶X□♥ (𝐼) :=
1
8
𝑞−3·□

𝑡−2∏
𝑖=2

(
𝑞(4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
,(14.6.6)

EX□♥ (𝐼) (s) := 𝑞
𝑒X□♥ ( 𝐼) (s)+

𝑡−2∑
𝑖=2

1
2 (4−ℓ𝑖) (3−ℓ𝑖)𝑠𝑖 .(14.6.7)

From the definition Eq. (14.6.5) of 𝑒X□♥ (𝐼) , we see that EX□♥ (𝐼) (𝑠1, · · · , 𝑠𝑡) does not

depend on 𝑠1, 𝑠𝑡−1, and 𝑠𝑡. Therefore, we have

(14.6.8) SX□♥ (𝐼) (𝑟) ∼ 𝐶X□♥ (𝐼) · ©­«
∑︁
s∈𝔽 𝑡2

EX□♥ (𝐼) (s)ª®¬
·
(
𝑟

2

)
𝑞6𝑟 .
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If 𝑛 ⩾ 5, then we have 𝔦max = {𝑡 − 1, 𝑡} and (□,♥ = 0, 1)

SX□♥ (𝐼) (𝑟) ∼ 𝐶X□♥ (𝐼) · ©­«
©­«
∑︁
s∈𝔽 𝑡2

EX□♥ (𝐼) (s)ª®¬
+ ©­«

∑︁
s∈𝔽 𝑡2
(−1)1·s EX□♥ (𝐼) (s)ª®¬

(−1)𝑟+♥ª®¬
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟,

where the constant 𝐶X□♥ (𝐼) and the function EX□♥ (𝐼) : 𝔽 𝑡2 → ℚ(𝑞;−) are defined as

follows:

𝐶X□♥ (𝐼) :=
1
4

𝑞−
1
2 (2𝑛−2)·□

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1

𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
,(14.6.9)

EX□♥ (𝐼) (s) := 𝑞
𝑒X□♥ ( 𝐼) (s)+

(
𝑛(𝑛−1)

2 −(2𝑛−2)
)
𝑠1+

𝑡−2∑
𝑖=2

1
2 (𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖)𝑠𝑖

.(14.6.10)

From the definition Eq. (14.6.5) of 𝑒X□♥ (𝐼) , we see that EX□♥ (𝐼) (𝑠1, · · · , 𝑠𝑡) does not

depend on 𝑠𝑡−1 and 𝑠𝑡. Therefore, we have

(14.6.11) SX□♥ (𝐼) (𝑟) ∼ 𝐶X□♥ (𝐼) · ©­«
∑︁
s∈𝔽 𝑡2

EX□♥ (𝐼) (s)ª®¬
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

§ 14.7. Asymptotic growth of dominant SX𝐽 (𝐼) (𝑟)

Now, let 𝐼 be a type and follow Convention 2.4.5. We are going to analyze SX𝐽 (𝐼) (𝑟).
Suppose 𝑥 ∈ X𝐽 (𝐼, 𝑟), where 𝐼 ∩ 𝐽 = ∅. Since X∅ = V†, by Lemma 9.5.4, we can

write 𝑥 as 𝑥0 −
∑
𝑗∈𝐽

1
2𝜔 𝑗, where 𝑥0 ∈ V†(𝐼, 𝑟 + |𝐽 | − 𝛿(𝐽)). Then we have

∑︁
𝑎∈Φ+
⌈𝑎(𝑥)⌉ = 2𝜌(𝑥0) +

∑︁
𝑎∈Φ+

⌈
−

∑︁
𝑗∈𝐽

𝑎( 12𝜔 𝑗)
⌉
.

Note that the last summation gives an integral constant. Then we have

(14.7.1) SX𝐽 (𝐼) (𝑟) = 𝑞

∑
𝑎∈Φ+

⌈
− ∑

𝑗∈𝐽
𝑎( 12𝜔 𝑗)

⌉
SV† (𝐼) (𝑟 + |𝐽 | − 𝛿(𝐽)).
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In particular, each SX𝐽 (𝐼) can be defined by a primary super 𝑞-exponential polynomial.

SinceV(𝐼, 𝑟) is a disjointed union of various X𝐽 (𝐼, 𝑟), we see that SV(𝐼) can be defined

by a primary super 𝑞-exponential polynomial. Then by Eqs. (8.4.5) and (8.4.6), we see

that SV( · ) and SSA( · ) can be defined by primary super 𝑞-exponential polynomials.

Now we assume that 𝐼 is dominant. We will separate the discussion into two cases:

(i) 𝑛 = 4 and (ii) 𝑛 ⩾ 5.

(i). Suppose 𝑛 = 4. Then we have {1, 3, 4} ∩ 𝐼 = ∅. The following 𝐽 appears in Fig. 9.7:

{1}, {1, 2}, {3, 4}, {2, 3, 4}. In those cases, by Eq. (6.6.6), we have

|{1}| − 𝛿({1}) = 0,
∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔1)
⌉
= 0,

|{1, 2}| − 𝛿({1, 2}) = 1,
∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔1 + 1
2𝜔2)

⌉
= −5,

|{3, 4}| − 𝛿({3, 4}) = 1,
∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔3 + 1
2𝜔4)

⌉
= −3,

|{2, 3, 4}| − 𝛿({2, 3, 4}) = 2,
∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔2 + 1
2𝜔3 + 1

2𝜔4)
⌉
= −8.

Then by Eqs. (14.1.2) and (14.7.1), we have

SX{1} (𝐼) (𝑟) =
𝑡−2∏
𝑖=2

(
𝑞(4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
·
(
𝑟

2

)
𝑞6𝑟,(14.7.2)

SX{1,2} (𝐼) (𝑟) = 𝑞6−5 ·
𝑡−2∏
𝑖=2

(
𝑞(4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
·
(
𝑟

2

)
𝑞6𝑟,(14.7.3)

SX{3,4} (𝐼) (𝑟) = 𝑞6−3 ·
𝑡−2∏
𝑖=2

(
𝑞(4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
·
(
𝑟

2

)
𝑞6𝑟,(14.7.4)

SX{2,3,4} (𝐼) (𝑟) = 𝑞12−8 ·
𝑡−2∏
𝑖=2

(
𝑞(4−ℓ𝑖) (3−ℓ𝑖) − 1

)−1
·
(
𝑟

2

)
𝑞6𝑟 .(14.7.5)

(ii). Suppose 𝑛 ⩾ 5. Then we have {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. Depending on ℓ1, there are two
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cases: (ii-a) ℓ1 > 1 and (ii-b) ℓ1 = 1.

(ii-a). If ℓ1 > 1, then we consider Fig. 9.6 and the following 𝐽: {2, 3}, · · · , {𝑛 − 3, 𝑛 − 2},
{𝑛 − 1, 𝑛}, and {𝑛 − 2, 𝑛 − 1, 𝑛}. When 𝐽 = { 𝑗, 𝑗 + 1}, where 2 ⩽ 𝑗 ⩽ 𝑛 − 3, we have

|𝐽 | − 𝛿(𝐽) = 2 and by Eq. (6.6.6),

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔 𝑗 + 1
2𝜔 𝑗+1)

⌉
= − 𝑗(2𝑛 − 𝑗).

Then by Eqs. (14.1.1) and (14.7.1), we have

(14.7.6) SX{ 𝑗, 𝑗+1} (𝐼) (𝑟) = 𝑞𝑛(𝑛−1)− 𝑗(2𝑛− 𝑗)
𝑡−2∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

When 𝐽 = {𝑛 − 1, 𝑛}, we have |𝐽 | − 𝛿(𝐽) = 1 and by Eq. (6.6.6),

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔𝑛−1 + 1
2𝜔𝑛)

⌉
= − (𝑛−1) (𝑛−2)

2 .

Then by Eqs. (14.1.1) and (14.7.1), we have

(14.7.7) SX{𝑛−1,𝑛} (𝐼) (𝑟) = 𝑞
𝑛(𝑛−1)

2 − (𝑛−1) (𝑛−2)
2

𝑡−2∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

When 𝐽 = {𝑛 − 2, 𝑛 − 1, 𝑛}, we have |𝐽 | − 𝛿(𝐽) = 2 and by Eq. (6.6.6),

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔𝑛−2 + 1
2𝜔𝑛−1 + 1

2𝜔𝑛)
⌉
= −(𝑛 − 1)2.

Then by Eqs. (14.1.1) and (14.7.1), we have

(14.7.8) SX{𝑛−2,𝑛−1,𝑛} (𝐼) (𝑟) = 𝑞𝑛(𝑛−1)−(𝑛−1)2
𝑡−2∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

(ii-b). If ℓ1 = 1, then we consider Fig. 9.7 and the following 𝐽: {1}, {1, 2}, {2, 3}, · · · ,
{𝑛 − 3, 𝑛 − 2}, {𝑛 − 1, 𝑛}, and {𝑛 − 2, 𝑛 − 1, 𝑛}. When 𝐽 = {1}, we have |𝐽 | − 𝛿(𝐽) = 0
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and by Eq. (6.6.6), ∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔1)
⌉
= 0.

Then by Eqs. (14.1.3) and (14.7.1), we have

(14.7.9) SX{1} (𝐼) (𝑟) =
𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 1 + 𝑞

𝑛(𝑛−1)
2 −(2𝑛−2)

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

When 𝐽 = {1, 2}, we have |𝐽 | − 𝛿(𝐽) = 1 and by Eq. (6.6.6),

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔1 + 1
2𝜔2)

⌉
= −(2𝑛 − 3).

Then by Eqs. (14.1.3) and (14.7.1), we have

SX{1} (𝐼) (𝑟) = 𝑞
𝑛(𝑛−1)

2 −(2𝑛−3)
𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
(14.7.10)

· 1 + 𝑞
𝑛(𝑛−1)

2 −(2𝑛−2)

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

When 𝐽 = { 𝑗, 𝑗 + 1}, where 2 ⩽ 𝑗 ⩽ 𝑛 − 3, we have |𝐽 | − 𝛿(𝐽) = 2 and by Eq. (6.6.6),

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔 𝑗 + 1
2𝜔 𝑗+1)

⌉
= − 𝑗(2𝑛 − 𝑗).

Then by Eqs. (14.1.3) and (14.7.1), we have

SX{ 𝑗, 𝑗+1} (𝐼) (𝑟) = 𝑞𝑛(𝑛−1)− 𝑗(2𝑛− 𝑗)
𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
(14.7.11)

· 1 + 𝑞
𝑛(𝑛−1)

2 −(2𝑛−2)

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

When 𝐽 = {𝑛 − 1, 𝑛}, we have |𝐽 | − 𝛿(𝐽) = 1 and by Eq. (6.6.6),

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔𝑛−1 + 1
2𝜔𝑛)

⌉
= − (𝑛−1) (𝑛−2)

2 .
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Then by Eqs. (14.1.3) and (14.7.1), we have

SX{𝑛−1,𝑛} (𝐼) (𝑟) = 𝑞
𝑛(𝑛−1)

2 − (𝑛−1) (𝑛−2)
2

𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
(14.7.12)

· 1 + 𝑞
𝑛(𝑛−1)

2 −(2𝑛−2)

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

When 𝐽 = {𝑛 − 2, 𝑛 − 1, 𝑛}, we have |𝐽 | − 𝛿(𝐽) = 2 and by Eq. (6.6.6),

∑︁
𝑎∈Φ+

⌈−𝑎( 12𝜔𝑛−2 + 1
2𝜔𝑛−1 + 1

2𝜔𝑛)
⌉
= −(𝑛 − 1)2.

Then by Eqs. (14.1.3) and (14.7.1), we have

SX{𝑛−2,𝑛−1,𝑛} (𝐼) (𝑟) = 𝑞𝑛(𝑛−1)−(𝑛−1)2
𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
(14.7.13)

· 1 + 𝑞
𝑛(𝑛−1)

2 −(2𝑛−2)

𝑞𝑛(𝑛−1)−2(2𝑛−2) − 1
· 𝑟𝑞

𝑛(𝑛−1)
2 𝑟 .

§ 14.8. Asymptotic growth of dominant SV(𝐼) (𝑟)

We are now able to compute the asymptotic growth of SV(𝐼) (𝑟) when 𝐼 is dominant. We

will separate the discussion into two cases: (i) 𝑛 = 4 and (ii) 𝑛 ⩾ 5.

(i). Suppose 𝑛 = 4. Then the dominant types are {2} and ∅. By Fig. 9.7, we have

SV({2}) (𝑟) = SX00 ({2}) (𝑟) + SX01 ({2}) (𝑟) + SX10 ({2}) (𝑟) + SX11 ({2}) (𝑟)

− SX{1} ({2}) (𝑟) − SX{3,4} ({2}) (𝑟),

SV(∅) (𝑟) = SX00 (∅) (𝑟) + SX01 (∅) (𝑟) + SX10 (∅) (𝑟) + SX11 (∅) (𝑟)

− SX{1} (∅) (𝑟) − SX{1,2} (∅) (𝑟) − SX{3,4} (∅) (𝑟) − SX{2,3,4} (∅) (𝑟).
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Therefore, by Eqs. (14.6.5) to (14.6.8) and (14.7.2) to (14.7.5), we have

SV({2}) (𝑟) ∼
(
1 + 𝑞3 + 1 + 𝑞 − 1 − 𝑞3

)
·
(
𝑟

2

)
𝑞6𝑟 = (𝑞 + 1) ·

(
𝑟

2

)
𝑞6𝑟,(14.8.1)

SV(∅) (𝑟) ∼
(
(1 + 𝑞5) + (𝑞3 + 𝑞4) + (1 + 𝑞) + (1 + 𝑞2)(14.8.2)

−1 − 𝑞 − 𝑞3 − 𝑞4
) (
𝑞2 − 1

)−1
·
(
𝑟

2

)
𝑞6𝑟

=
𝑞5 + 𝑞2 + 𝑞 + 1

𝑞2 − 1
·
(
𝑟

2

)
𝑞6𝑟 .

(ii). Now, we assume 𝑛 ⩾ 5. Then 𝐼 is dominant exactly when {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅.
Depending on ℓ1, there are two cases: (ii-a) ℓ1 > 1 and (ii-b) ℓ1 = 1.

(ii-a). When ℓ1 > 1, by Fig. 9.6, we have (including the zero summations)

SV(𝐼) (𝑟) = SX00 (𝐼) (𝑟) + SX01 (𝐼) (𝑟) + SX10 (𝐼) (𝑟) + SX11 (𝐼) (𝑟)

−
𝑛−3∑︁
𝑗=2

SX{ 𝑗, 𝑗+1} (𝐼) (𝑟) − SX{𝑛−1,𝑛} (𝐼) (𝑟) − SX{𝑛−2,𝑛−1,𝑛} (𝐼) (𝑟).

Therefore, by Eqs. (14.6.2) to (14.6.4) and (14.7.6) to (14.7.8), we have

SV(𝐼) (𝑟) ∼
𝑡−2∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝐶𝐼 · 𝑟𝑞

𝑛(𝑛−1)
2 𝑟,(14.8.3)

where the constant 𝐶𝐼 is defined as follows:

𝐶𝐼 =
∑︁
♥=0,1

∑︁
𝑠1,··· ,𝑠𝑡−2∈𝔽2

𝑞
𝑒X0♥ ( 𝐼) (𝑠1,··· ,𝑠𝑡−2,0,0)+

𝑡−2∑
𝑖=1

1
2 (𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖)𝑠𝑖

(14.8.4)

−
∑︁

2⩽ 𝑗⩽𝑛−3
{ 𝑗, 𝑗+1}∩𝐼=∅

𝑞(𝑛− 𝑗)
2−𝑛 − (1 + 𝛿𝐼 (𝑛 − 2))𝑞𝑛−1,

where 𝛿𝐼 (𝑖) = 0 if 𝑖 ∈ 𝐼 and 1 is not. Note that the definition of the multivariable parity

function 𝑒X0♥ (𝐼) is in Eq. (14.6.1).
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(ii-b). When ℓ1 = 1, by Fig. 9.7, we have (including the zero summations)

SV(𝐼) (𝑟) = SX00 (𝐼) (𝑟) + SX01 (𝐼) (𝑟) + SX10 (𝐼) (𝑟) + SX11 (𝐼) (𝑟)

− SX{1} (𝐼) (𝑟) − SX{1,2} (𝐼) (𝑟) −
𝑛−3∑︁
𝑗=2

SX{ 𝑗, 𝑗+1} (𝐼) (𝑟)

− SX{𝑛−1,𝑛} (𝐼) (𝑟) − SX{𝑛−2,𝑛−1,𝑛} (𝐼) (𝑟).

Therefore, by Eqs. (14.6.9) to (14.6.11) and (14.7.9) to (14.7.13), we have

SV(𝐼) (𝑟) ∼
(
𝑞(𝑛−4) (𝑛−1) − 1

)−1 𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖) − 1

)−1
· 𝐶𝐼 · 𝑟𝑞

𝑛(𝑛−1)
2 𝑟,(14.8.5)

where the constant 𝐶𝐼 is defined as follows:

𝐶𝐼 =
∑︁
□,♥=0,1

∑︁
𝑠1,··· ,𝑠𝑡−2∈𝔽2

𝑞
𝑒X□♥ ( 𝐼) (s)−(𝑛−1)·□+ (𝑛−4) (𝑛−1)

2 𝑠1+
𝑡−2∑
𝑖=2

1
2 (𝑛−ℓ𝑖) (𝑛−1−ℓ𝑖)𝑠𝑖

(14.8.6)

−
(
1 + 𝛿𝐼 (2)𝑞

𝑛(𝑛−1)
2 −(2𝑛−3) +

∑︁
2⩽ 𝑗⩽𝑛−3
{ 𝑗, 𝑗+1}∩𝐼=∅

𝑞(𝑛− 𝑗)
2−𝑛

+ (1 + 𝛿𝐼 (𝑛 − 2))𝑞𝑛−1

)
·
(
1 + 𝑞

𝑛(𝑛−1)
2 −(2𝑛−2)

)
,

Note that the definition of the multivariable parity function 𝑒X□♥ (𝐼) is in Eq. (14.6.5).

§ 14.9. Asymptotic growths of SSA(𝑟) and SV(𝑟)

We are now able to obtain the asymptotic growth of SSA(𝑟). By Eq. (8.4.6), we have

(14.9.1) SSA(𝑟) =
∑︁
𝐼⊆Δ

𝒫𝐷𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐷𝑛;𝐼) SV(𝐼) (𝑟) ∼

∑︁
𝐼 is dominant

𝒫𝐷𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐷𝑛;𝐼) SV(𝐼) (𝑟).
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§14.9. Asymptotic growths of SSA(𝑟) and SV(𝑟)

What remains is to plug in the asymptotic growth of dominant SV(𝐼) (𝑟). We will

separate the discussion into two cases: (i) 𝑛 = 4 and (ii) 𝑛 ⩾ 5.

(i). When 𝑛 = 4, the only dominant types are {2} and ∅. Then by Eqs. (14.8.1), (14.8.2),

and (A.3.3), we have

(14.9.2) SSA(𝑟) ∼ 𝐶(4) ·
(
𝑟

2

)
𝑞6𝑟,

where the constant 𝐶(4) is defined as follows:

𝐶(4) :=
𝒫𝐷4;{2} (𝑞)
𝑞deg(𝒫𝐷4;{2}) (𝑞 + 1) + 𝒫𝐷4;∅ (𝑞)

𝑞deg(𝒫𝐷4;∅)
𝑞5 + 𝑞2 + 𝑞 + 1

𝑞2 − 1
(14.9.3)

=

(
𝑞6 − 1

) (
𝑞4 − 1

)2 (𝑞 + 1)
(𝑞 − 1)3 𝑞11

+
(
𝑞6 − 1

) (
𝑞4 − 1

)2 (
𝑞5 + 𝑞2 + 𝑞 + 1

)
(𝑞 − 1)4 𝑞12

=

(
𝑞2 + 𝑞 + 1

) (
𝑞2 − 𝑞 + 1

)2 (
𝑞2 + 1

)3 (𝑞 + 1)4
(𝑞 − 1)𝑞12 .

As a consequence, we have

(14.9.4) SV(𝑟) =
𝑟∑︁
𝑧=0

SSA(𝑧) ∼ 𝑞6

𝑞6 − 1
𝐶(4) ·

(
𝑟

2

)
𝑞6𝑟 .

(ii). Now, we assume 𝑛 ⩾ 5. Then 𝐼 is dominant exactly when {𝑛 − 1, 𝑛} ∩ 𝐼 = ∅. By

Eqs. (14.8.3) and (14.8.5), we have

(14.9.5) SSA(𝑟) ∼ 𝐶(𝑛) · 𝑟𝑞
𝑛(𝑛−1)

2 𝑟,
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where the constant 𝐶(𝑛) is defined as follows:

𝐶(𝑛) :=
∑︁

1,𝑛−1,𝑛∉𝐼

𝒫𝐷𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐷𝑛;𝐼)

𝑡−2∏
𝑖=2

(
𝑞(𝑛−ℓ𝑖 (𝐼)) (𝑛−1−ℓ𝑖 (𝐼)) − 1

)−1
· 𝐶𝐼
𝑞(𝑛−4) (𝑛−1) − 1

(14.9.6)

+
∑︁

1∈𝐼,𝑛−1,𝑛∉𝐼

𝒫𝐷𝑛;𝐼 (𝑞)
𝑞deg(𝒫𝐷𝑛;𝐼)

𝑡−2∏
𝑖=1

(
𝑞(𝑛−ℓ𝑖 (𝐼)) (𝑛−1−ℓ𝑖 (𝐼)) − 1

)−1
· 𝐶𝐼 .

As a consequence, we have

(14.9.7) SV(𝑟) =
𝑟∑︁
𝑧=0

SSA(𝑧) ∼ 𝑞
𝑛(𝑛−1)

2

𝑞
𝑛(𝑛−1)

2 − 1
𝐶(𝑛) · 𝑞

𝑛(𝑛−1)
2 𝑟 .

Remark. Note that the constant 𝐶𝐼 depends on 𝐼. When 1 ∈ 𝐼 and 𝑛 − 1, 𝑛 ∉ 𝐼, it is

defined in Eq. (14.8.4). When 1, 𝑛 − 1, 𝑛 ∉ 𝐼, it is defined in Eq. (14.8.6).

By Eqs. (14.9.2) to (14.9.7) we have proved Theorem 14.1. Moreover, by Eq. (A.3.3),

we have the following explicit formulas:

𝒫𝐷𝑛;𝐼 (𝑞) = [2(𝑛 − 1)]!!(𝑧) · [𝑛] (𝑧)
𝑡−1∏
𝑖=1
[ℓ𝑖(𝐼) − ℓ𝑖−1(𝐼)]!(𝑧)

, 𝑞deg(𝒫𝐷𝑛;𝐼) = 𝑞𝑛(𝑛−1)

𝑡−1∏
𝑖=1

𝑞(ℓ𝑖 ( 𝐼)−ℓ𝑖−1 ( 𝐼)
2 )

.(14.9.8)

See Lemma 8.2.5 and Eqs. (A.1.2) and (A.2.1) for the definitions of the symbols [ · ],
[ · ]!, and [2 · ]!!.
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A. Poincaré polynomials of irreducible root

systems

In this chapter, we will work out a closed formula for the Poincaré polynomial 𝒫𝑋𝑛;𝐼 of

each irreducible reduced root system Φ of type 𝑋𝑛 and each type 𝐼.

§ A.1. Poincaré polynomials of 𝐴𝑛

First, it is clear that 𝒫𝐴0 (𝑧) = 𝒫∅ (𝑧) = 1. We then assume that 𝑛 ⩾ 1.

Let Φ be a root system of type 𝐴𝑛. Then the Dynkin diagram with the label of simple

roots in Φ is the following one:

𝑎1 𝑎2 𝑎𝑛−1 𝑎𝑛

Figure A.1. The Dynkin diagram with the label of simple roots in 𝐴𝑛.

By [Bourbaki, chap.VI, §4, no.7], the degrees of its Weyl group are 𝑑𝑖 = 𝑖 + 1.

Therefore, by Lemma 8.2.5, we have

(A.1.1) 𝒫𝐴𝑛 (𝑧) =
𝑛∏
𝑖=1
[𝑖 + 1] (𝑧).

In particular, deg
(
𝒫𝐴𝑛

)
=

(𝑛+1
2

)
. Note that [1] (𝑧) is the constant 1. Hence, 𝒫𝐴𝑛 (𝑧)
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§A.1. Poincaré polynomials of 𝐴𝑛

equals to the following 𝑧-factorial polynomial:

(A.1.2) [𝑛 + 1]!(𝑧) :=
𝑛+1∏
𝑖=1
[𝑖] (𝑧).

We also need the following 𝑧-multinomial polynomial:

(A.1.3)
[

𝑛

𝑛0, · · · , 𝑛𝑘

]
(𝑧) :=

[𝑛]!(𝑧)
[𝑛0]!(𝑧) · · · [𝑛𝑘]!(𝑧) ,

where 𝑛0 + · · · + 𝑛𝑘 = 𝑛 is a partition of 𝑛 into natural numbers.

Let 𝐼 be a type and follow Convention 2.4.5. Then the Dynkin diagram of the

subsystem Φ𝐼 with labels is the following one:

𝑎1 𝑎ℓ1−1 𝑎ℓ1 𝑎ℓ1+1 𝑎ℓ𝑖−1 𝑎ℓ𝑖 𝑎ℓ𝑖+1 𝑎𝑛

Figure A.2. The Dynkin diagram of a subsystem Φ𝐼 in 𝐴𝑛.

Hence, Φ𝐼 is of type

𝐴ℓ1−ℓ0−1 × · · · × 𝐴ℓ𝑡+1−ℓ𝑡−1,

where ℓ𝑡+1 is defined to be 𝑛 + 1. Note that

(ℓ1 − ℓ0) + · · · + (ℓ𝑡+1 − ℓ𝑡) = 𝑛 + 1.

Then we have

(A.1.4) 𝒫𝐴𝑛,𝐼 (𝑧) =
𝒫𝐴𝑛 (𝑧)

𝑡+1∏
𝑖=1

𝒫𝐴ℓ𝑖−ℓ𝑖−1−1 (𝑧)
=

[
𝑛 + 1

ℓ1 − ℓ0, · · · , ℓ𝑡+1 − ℓ𝑡

]
(𝑧).

In particular, deg
(
𝒫𝐴𝑛,𝐼

)
=

(𝑛+1
2

) − 𝑡+1∑
𝑖=1

(ℓ𝑖−ℓ𝑖−1
2

)
.
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§ A.2. Poincaré polynomials of 𝐵𝑛 and 𝐶𝑛

First note that the two root systems share the same Weyl group, hence the same Poincaré

polynomial. It suffices to only consider one of them. We will consider 𝐶𝑛.

Let Φ be a root system of type 𝐶𝑛. Then the Dynkin diagram with the label of simple

roots in Φ is the following one:

𝑎1 𝑎2 𝑎𝑛−2 𝑎𝑛−1 𝑎𝑛

Figure A.3. The Dynkin diagram with the label of simple roots in 𝐶𝑛.

When 𝑛 = 0 or 1, we can see that 𝐶𝑛 = 𝐴𝑛. We then assume that 𝑛 ⩾ 2. By

[Bourbaki, chap.VI, §4, no.5 and no.6], the degrees of its Weyl group are 𝑑𝑖 = 2𝑖.

Therefore, by Lemma 8.2.5, we have

(A.2.1) 𝒫𝐶𝑛 (𝑧) =
𝑛∏
𝑖=1
[2𝑖] (𝑧).

In particular, deg
(
𝒫𝐶𝑛

)
= 𝑛2. We use [2𝑛]!!(𝑧) to denote the right-hand side and use

the convention that [0]!! = 1.

Let 𝐼 be a type and follow Convention 2.4.5. Then the Dynkin diagram of the

subsystem Φ𝐼 with labels is one of the following three: (focusing on position of ℓ𝑡)

𝑎1 𝑎ℓ1−1 𝑎ℓ1 𝑎ℓ1+1 𝑎ℓ𝑖−1 𝑎ℓ𝑖 𝑎ℓ𝑖+1 𝑎𝑛−1 𝑎𝑛

𝑎1 𝑎ℓ1−1 𝑎ℓ1 𝑎ℓ1+1 𝑎ℓ𝑖−1 𝑎ℓ𝑖 𝑎ℓ𝑖+1 𝑎𝑛−2 𝑎𝑛−1 𝑎𝑛

𝑎1 𝑎ℓ1−1 𝑎ℓ1 𝑎ℓ1+1 𝑎ℓ𝑖−1 𝑎ℓ𝑖 𝑎ℓ𝑖+1 𝑎𝑛−1 𝑎𝑛

Figure A.4. The three possibilities of the Dynkin diagram of subsystems Φ𝐼 in 𝐶𝑛.
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§A.3. Poincaré polynomials of 𝐷𝑛

In either case, Φ𝐼 is of type

𝐴ℓ1−ℓ0−1 × · · · × 𝐴ℓ𝑡−ℓ𝑡−1−1 × 𝐶𝑛−ℓ𝑡

(notice that 𝐶0 = 𝐴0 and 𝐶1 = 𝐴1). Then we have

𝒫𝐶𝑛,𝐼 (𝑧) =
𝒫𝐶𝑛 (𝑧)

𝑡∏
𝑖=1

𝒫𝐴ℓ𝑖−ℓ𝑖−1−1 (𝑧)−1 ·𝒫𝐶𝑛−ℓ𝑡 (𝑧)
(A.2.2)

=
[2𝑛]!!(𝑧)

𝑡∏
𝑖=1
[ℓ𝑖 − ℓ𝑖−1]!(𝑧) · [2(𝑛 − ℓ𝑡)]!!(𝑧)

.

In particular, deg
(
𝒫𝐶𝑛,𝐼

)
= 𝑛2 −

𝑡∑
𝑖=1

(ℓ𝑖−ℓ𝑖−1
2

) − (𝑛 − ℓ𝑡)2.

§ A.3. Poincaré polynomials of 𝐷𝑛

Let Φ be a root system of type 𝐷𝑛. Then the Dynkin diagram with the label of simple

roots in Φ is the following one:

𝑎1 𝑎2 𝑎𝑛−3
𝑎𝑛−2

𝑎𝑛−1

𝑎𝑛

Figure A.5. The Dynkin diagram with the label of simple roots in 𝐷𝑛.

When 𝑛 = 0, 1, or 3, we can see that 𝐷𝑛 = 𝐴𝑛. When 𝑛 = 2, we have 𝐷2 = 𝐴1 × 𝐴1.

We then assume that 𝑛 ⩾ 4. [Bourbaki, chap.VI, §4, no.8], the degrees of𝑊 are 𝑑𝑖 = 2𝑖
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for 𝑖 < 𝑛 and 𝑑𝑛 = 𝑛. Therefore, by Lemma 8.2.5, we have

(A.3.1) 𝒫𝐷𝑛 (𝑧) =
𝑛−1∏
𝑖=1
[2𝑖] (𝑧) · [𝑛] (𝑧) = [2(𝑛 − 1)]!!(𝑧) · [𝑛] (𝑧).

In particular, deg
(
𝒫𝐷𝑛

)
= 𝑛(𝑛 − 1).

Let 𝐼 be a type and follow Convention 2.4.5. When ℓ𝑡 < 𝑛 − 2, the Dynkin diagram

of the subsystem Φ𝐼 with labels is one of the followings: (focusing on position of ℓ𝑡)

𝑎1 𝑎ℓ1−1 𝑎ℓ1 𝑎ℓ1+1 𝑎ℓ𝑡′−1 𝑎ℓ𝑡 𝑎ℓ𝑡+1 𝑎𝑛−3
𝑎𝑛−2

𝑎𝑛−1

𝑎𝑛

𝑎1 𝑎ℓ1−1 𝑎ℓ1 𝑎ℓ1+1 𝑎ℓ𝑡′−1 𝑎ℓ𝑡 𝑎ℓ𝑡+1 𝑎𝑛−3
𝑎𝑛−2

𝑎𝑛−1

𝑎𝑛

𝑎1 𝑎ℓ1−1 𝑎ℓ1 𝑎ℓ1+1 𝑎ℓ𝑡′−1 𝑎ℓ𝑡 𝑎ℓ𝑡+1 𝑎𝑛−3
𝑎𝑛−2

𝑎𝑛−1

𝑎𝑛

𝑎1 𝑎ℓ1−1 𝑎ℓ1 𝑎ℓ1+1 𝑎ℓ𝑡′−1 𝑎ℓ𝑡 𝑎ℓ𝑡+1 𝑎𝑛−3
𝑎𝑛−2

𝑎𝑛−1

𝑎𝑛

Figure A.6. The four possibilities of the Dynkin diagram of subsystems Φ𝐼 in 𝐷𝑛.
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In the first two cases, Φ𝐼 is of the type

𝐴ℓ1−ℓ0−1 × · · · × 𝐴ℓ𝑡−ℓ𝑡−1−1 × 𝐷𝑛−ℓ𝑡

(Noticing that is 𝐷𝑛−ℓ𝑡 if 𝑛 − ℓ𝑡 < 4). Therefore, we have

𝒫𝐷𝑛,𝐼 (𝑧) =
𝒫𝐷𝑛 (𝑧)

𝑡∏
𝑖=1

𝒫𝐴ℓ𝑖−ℓ𝑖−1−1 (𝑧)−1 ·𝒫𝐷𝑛−ℓ𝑡 (𝑧)
(A.3.2)

=
[2(𝑛 − 1)]!!(𝑧) · [𝑛] (𝑧)

𝑡∏
𝑖=1
[ℓ𝑖 − ℓ𝑖−1]!(𝑧) · [2(𝑛 − ℓ𝑡 − 1)]!!(𝑧) · [𝑛 − ℓ𝑡] (𝑧)

.

In particular,

deg
(
𝒫𝐷𝑛,𝐼

)
= 𝑛(𝑛 − 1) −

𝑡∑︁
𝑖=1

(
ℓ𝑖 − ℓ𝑖−1

2

)
− (𝑛 − ℓ𝑡) (𝑛 − ℓ𝑡 − 1).

In the last two cases, Φ𝐼 is of the type

𝐴ℓ1−ℓ0−1 × · · · × 𝐴ℓ𝑡−1−ℓ𝑡−2−1 × 𝐴𝑛−ℓ𝑡−1−1.

Therefore, we have

𝒫𝐷𝑛,𝐼 (𝑧) =
𝒫𝐷𝑛 (𝑧)

𝑡−1∏
𝑖=1

𝒫𝐴ℓ𝑖−ℓ𝑖−1−1 (𝑧)−1 ·𝒫𝐴𝑛−ℓ𝑡−1−1 (𝑧)
(A.3.3)

=
[2(𝑛 − 1)]!!(𝑧) · [𝑛] (𝑧)

𝑡−1∏
𝑖=1
[ℓ𝑖 − ℓ𝑖−1]!(𝑧) · [𝑛 − ℓ𝑡−1] (𝑧)

.

In particular,

deg
(
𝒫𝐷𝑛,𝐼

)
= 𝑛(𝑛 − 1) −

𝑡−1∑︁
𝑖=1

(
ℓ𝑖 − ℓ𝑖−1

2

)
−

(
𝑛 − ℓ𝑡−1

2

)
.
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B. Final Remarks

Here are some possible further research.

Generalizing Theorem 6.1. However, it is already known that this characterization

fails for exceptional types. For instance, the following shows such a counterexample in

the building ℬ(𝐺2).

Figure B.1. The two red vertices are separated by at most 3 parallel walls, but the
simplicial distance is 4.
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Indeed, this is essentially due to the failure of Lemma 6.2.2. Hence, whenever we

have ℎ ⩽ 2, namely when the root system is of classical type, we should expect the

following holds.

Conjecture 1. In an irreducible Bruhat-Tits building of classical type, two vertices 𝑥

and 𝑦 have simplicial distance at most 𝑑 if and only if they are separated by at most

𝑑 − 1 parallel walls.

Concave functions and fixed-point sets. In Theorem 7.5, we have seen that the

simplicial ball 𝐵(𝑟) is precisely the set of fixed-vertices under the action of the Moy-

Prasad subgroup 𝑃𝑜,𝑟. The key step in the proof is to interpret the statement in terms of

concave functions. More generally, we can expect:

Conjecture 2. The fixed point set of 𝑃 𝑓 should be determined by 𝑓 in a direct way.

More concretely, inspired by the ideas in classical differential geometry, we may think

the simplicial balls 𝐵(𝑟) measures the simplicial curvature. Then we may expect:

Conjecture 3. The fixed point set 𝑆 of 𝑃 𝑓 has simplicial curvature 𝑓 (0) in the sense that

the largest simplicial ball inside 𝑆 has radius 𝑓 (0).

Simplicial volume and (super) 𝑞-exponential polynomials. The methods developed

in Chapter 10 should contribute to the study of simplicial volume of a general fixed

point set 𝑆.
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