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ABSTRACT: Polarizable force fields advance our understanding
of electrostatic interactions in molecular systems; however, their
widespread application is limited by the complexity of required
molecular modeling. We here present TinkerModeller (TKM), a
versatile software package designed to streamline the construction
of biological systems in the Tinker molecular simulation software.
The core functionality of TKM lies in its capacity to generate input
files for complex molecular systems and facilitate the conversion
from classical to polarizable force fields. With a user-friendly,
standalone script, TKM provides an intuitive interface that
supports users from molecular modeling through to postanalysis,
creating a comprehensive platform for molecular dynamics simulations within Tinker. Furthermore, TKM includes an electric field
(EF) postanalysis module, introducing a novel approach that employs charge methods and point charge approximations for efficient
internal EF estimation. This module offers a computationally low-demand solution for high-throughput EF estimation. Our work
paves the way for broader, more accessible use of polarizable force fields within Tinker and introduces a new method for EF
estimation, advancing our capacity to explore electrostatic effects in biological and materials science applications.

1. INTRODUCTION
Molecular dynamics (MD) simulations are essential for
understanding the behavior of materials and biomolecules at
the atomic scale. MD simulations can utilize a range of force
fields, each designed to capture different aspects of the
molecular interactions. Among the most commonly used are
conventional all-atom force fields (cMD), such as AMBER
force field,1,2 which offer good accuracy and computational
efficiency. These force fields are widely applied in studies of
protein−ligand interactions,3,4 enzymatic catalysis,5−8 and
other biomolecular processes. However, cMD approaches
have limitations, particularly their inability to account for
intramolecular polarization and multipole effects. This can lead
to inaccuracies in modeling specific nonbonded interactions
that require a more nuanced representation of electrostatics.
To address the limitations of cMD force fields, polarizable

force fields have been developed, including the CHARMM
Drude force field9−11 and the AMBER pGM force field,12−14

both of which account for polarization effects in different ways.
Among these, AMOEBA15−17 (atomic multipole optimized
energetics for biomolecular applications) has achieved
remarkable accuracy due to its explicit incorporation of dipole
and quadrupole moments, allowing for a more refined
description of electrostatic interactions in molecular simu-
lations. This makes AMOEBA particularly useful for simulating
systems, where detailed electrostatic interactions, such as ion−
water interaction,18 π−π stacking,19 and hydrogen bonding,20

are critical. However, the increased complexity of AMOEBA

comes at a cost. Calculating dynamic polarization and
multipole interactions requires significantly more computa-
tional resources than conventional force fields. The need for
iterative calculations to account for induced dipoles and
higher-order electrostatic effects results in slower simulations,
limiting the widespread adoption of AMOEBA despite its
superior accuracy.21,22

A further challenge with the broader use of polarizable force
fields like AMOEBA lies in the compatibility between different
force fields and simulation platforms. Conventional MD
engines, such as those used in AMBER,23 GROMACS,24 and
CHARMM,25 are optimized for cMD simulations and may not
be equipped to handle the more complex integration methods
required by polarizable force fields. On the other hand,
platforms such as Tinker26 and Tinker-HP27 are designed
specifically for AMOEBA but are less commonly used for
cMD. This limitation can pose challenges for researchers
seeking to leverage both the efficiency of cMD and the
accuracy of polarizable force fields.28−31
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Another limitation stems from the fundamental differences
in topological logic between classical force fields and
AMOEBA. Classical force fields l ike AMBER,1 ,2

CHARMM,32,33 and OPLS34 rely on generalized atom types
and interaction terms that are transferable across a wide range
of biomolecules. This allows for easier application and
parametrization across various systems without significant
reconfiguration. In contrast, AMOEBA uses highly specific
atom types, assigning unique types to nearly every distinct
chemical environment in a molecule. For instance, while
classical force fields may treat an α-C uniformly across different
residues, AMOEBA assigns distinct atom types depending on
local bonding environments.16 This increased precision in
topology ensures greater accuracy in simulations but
complicates the process of building molecular systems.
To address these challenges, we developed TinkerModeller

(TKM), a versatile and open-source tool designed to
streamline the construction of molecular systems for
AMOEBA force field simulations. TKM dramatically simplifies
the process of building complex biological systems by offering
a fast, intuitive interface that bridges the gap between cMD and
polarizable MD approaches. One of the key features is its
ability to seamlessly convert classical force fields, enabling
transitions from widely used force fields, AMBER into the
AMOEBA force field in Tinker format. This functionality
streamlines the process, eliminating the need for time-
consuming and error-prone manual parametrization. In
addition to its force field conversion functionality, TKM is
equipped with robust postanalysis tools, including a force-field-
independent electric field (EF) analysis module. This feature
allows researchers to conduct rapid, accurate EF calculations
across different molecular systems, providing critical insights
into electrostatic interactions�a key advantage when studying
complex molecular behaviors in both enzyme and material
systems.35−41 By integration of these capabilities, TKM offers a
solution that combines the high precision of the AMOEBA
force field with the flexibility and efficiency of conventional
MD platforms. It is designed to significantly reduce the barriers
to using polarizable force fields, making advanced molecular
simulations more accessible and practical for a broad range of
applications in biomolecular and materials science.

2. METHODS
2.1. Electric Field Analysis. With the advancement of

vibrational Stark effect spectroscopy,42 researchers are now
able to probe the EF within the active sites of enzymes with
greater precision. Complementing these experimental techni-
ques, Bhowmick et al.43 established a robust theoretical
framework for computationally determining the EF at atomic
sites. The EF at atom i in the x direction can be defined as
follows:
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The EF is a result of charges (q) and multipoles such as
dipoles (μ) and quadrupoles (Q). These components
contribute to the overall EF based on their magnitude and
spatial distribution, represented by the spatial tensor T.

The EF along a bond between atoms i and j is defined as
follows:
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where u⃗ij is the unitary vector along the bond direction.
However, most EF calculations rely on polarizable force fields
like AMOEBA,22,35,36,43 which require significant computa-
tional resources and involve complex postanalysis procedures.
To accelerate EF calculations and provide an approximate
estimation, we assumed that in enzymatic reactions, the
contribution from multipoles is relatively small and that
charges predominate in determining the EF. Under this
assumption, the EF simplifies to
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This simplification allows for a more computationally
efficient estimation of EFs, sacrificing some precision for
speed in scenarios, in which rapid evaluations are necessary.

2.2. Subgraph Isomorphism Algorithm. In the fields of
pattern recognition and computer vision, determining whether
two graphs (composed of nodes and edges) are (sub)-
isomorphic is a fundamental task.44 While numerous
algorithms address this problem, the VF2 algorithm45,46 stands
out for its speed, accuracy, and robustness. Given two graphs,
G1 (N1, E1) and G2 (N2, E2), with nodes (N) and edges (E),
isomorphism checking involves generating a set of N1 × N2
node mappings. However, only a small subset of these
mappings represents valid isomorphisms, which are the focus
of the analysis.

To minimize the computational complexity of exhaustive
search, VF2 introduces a state space representation.45,46 For
each state s, the set M(s) represents a partial solution to the
matching problem. The algorithm attempts to match sub-
graphs G1(s) and G2(s), recursively updating the state from s to
s′ as it explores potential matches. Operating as a depth-first
search algorithm, VF2 applies a set of predefined feasibility
rules when updating states, ensuring the validity of the
matches.

=F s n n F s n n F s n n( , , ) ( , , ) ( , , )1 2 syn 1 2 sem 1 2 (6)

where n1 ∈ N1 and n2 ∈ N2. Feasibility rules consist of two
components: syntactic feasibility, which depends solely on the
structure of the graphs, and semantic feasibility, which depends
on the attributes of the nodes and edges (the details of the two
rules are illustrated in refs 45 and 46). If the selected nodes n1
and n2 are feasible according to these rules, they form a pair p =
(n1, n2), leading to the successor state s′ = s ∪ p. This method
is particularly useful in biological systems, where the
complexity and variability of residue structures require precise,
topology-based identification across large data sets. We
implemented the VF2 algorithm in TKM (discussed later)
because it efficiently handles the graph isomorphism problem,

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.4c01463
J. Chem. Theory Comput. 2025, 21, 2712−2722

2713

pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.4c01463?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


allowing us to accurately match atom-level connectivity
patterns within residues.

3. SOFTWARE FUNCTIONALITIES AND VALIDATIONS
In this section, we provide an overview of TKM, as well as its
functionalities and implementation of its key components.
TKM is primarily written in Python,47 a widely used language
in scientific research for its versatility and ease of use. For
performance-critical tasks, such as root mean square deviation
(RMSD) calculations, some postanalysis modules are
implemented in C++ to ensure higher computational
efficiency. We offer both a command-line interface with
various modeling and analysis modules, as well as a Python
package for seamless integration into existing workflows.
Despite the use of multiple programming languages, the entire
application programming interface (API) is fully integrated
into Python, allowing users to easily extend and customize the
software with their own Python code.

3.1. General Workflow. The core components of TKM
include both GROMACS and Tinker format readers. Due to
the inconsistent atom type and residue naming conventions in
many Protein Data Bank (PDB) files, we use GROMACS
formats (.gro and .top) in combination with the AMBER force
fields to standardize and clean data for molecular modeling. To
further enhance usability, we integrated ParmEd48 into our
toolset (ParmEd2GMX), as shown in Scheme 1, enabling the
conversion of AMBER (.prm and .crd) and CHARMM (.psf
and .crd) formats into GROMACS format. This approach
allows for a unified interface to handle inputs from multiple
software platforms.
All input data from GROMACS are stored in the

GMXSystem module. The Transformer module then converts
this data into the TinkerSystem using our predefined force
field database. During this process, the Transformer assigns
atom types by considering atom connectivity, AMBER force
field atom types, and residue names to ensure precise mapping
to the AMOEBA force field. Our current implementation
includes several up-to-date AMOEBA force fields, such as
AMOEBABio09,16,49−53 AMOEBAPro13,16 AMOEBA-
Nuc17,17 and AMOEBABio18.15−17 Additionally, new AMOE-

BA force fields can be easily incorporated into the database,
and users can add custom force fields by following the
provided database format. Once all data are converted from the
GMXSystem, the system can perform various tasks, the
primary one being exporting data as a Tinker XYZ (TXYZ)
file to transform a conventional MD system into a polarizable
MD system. We also offer tools to modify the system, such as
merging multiple systems or altering topologies before
exporting.

Users can also use the TinkerSystem module to read TXYZ
files generated by either Tinker or TKM, as well as trajectory
files in .ARC and .DCD formats (the latter powered by
MDAnalysis54,55) from simulations. With access to trajectories
or coordinates along with topologies, users can perform
common MD analyses, such as RMSD, for evaluating atomic
fluctuations and EF analysis. Additionally, the Python interface,
as shown in Scheme 1, allows users to define custom
algorithms for specific calculations, showcasing the flexibility
of TKM. More than just a modeling tool for Tinker, TKM
integrates a comprehensive range of functionalities. Its Python
package offers a programmable and flexible system for both
building and analysis, while the command-line version provides
an efficient and user-friendly approach to achieving these tasks.

3.2. Molecular Modeling with AMOEBA Force Field.
TKM is designed to be compatible with input formats from
AMBER, CHARMM, and GROMACS. At the core of its
functionality is the Transformer module, which allows users to
leverage advanced molecular modeling tools, such as
CHARMM-GUI56 and AmberTools,23 for system construction
using classical force fields, and then convert them into the
AMOEBA force fields with TXYZ format for further use in
Tinker (Scheme 2). These capabilities significantly streamline
tasks like solvation, charge equilibration, and periodic box
setup, making the overall modeling process more efficient.
3.2.1. Robustness Testing for Molecular Modeling. To

rigorously evaluate the robustness of TKM, we created a
comprehensive test set for molecular modeling, selecting
proteins from Enzyme Commission (EC) categories EC1 to
EC6 to ensure a wide range of structural diversity. This
selection process yielded a total of 100 protein structures.

Scheme 1. Schematic Workflow of TinkerModeller
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Given the inherent variability in PDB file formats, each file was
first standardized using pdbfixer, addressing common issues
such as missing atoms, incorrect formatting, and chain gaps.
Following this initial cleanup, we employed pdb4amber in
AmberTools23 to filter the files, isolating only the protein
components and removing any ligands, solvent molecules, or
nonstandard residues. After this filtration step, 32 protein
structures were excluded due to the presence of nonstandard
residues or covalent ligands, resulting in a final set of 68
protein samples for further testing.
The remaining 68 samples were then parametrized using

pdb2gmx in GROMACS with the AMBER14 force field.1

During this process, two samples (PDB IDs: 6SWC and 3RL6)
failed due to a lack of appropriate parameters for certain
residues, leaving 66 valid samples in GROMACS format for
TKM testing. TKM was able to successfully convert all 66
GROMACS-formatted cases into the AMOEBABio18 force
fields, generating the corresponding TXYZ files for each

protein. For further validation, we also utilized the pdbxyz
module in Tinker to parametrize the same 68 PDB files
generated by pdb4amber, all of which were successfully
converted using the AMOEBABio18 force field, highlighting
the robustness of both tools in processing diverse protein
structures.

To further assess the functionality of TKM, we performed
energy minimization on the 66 TXYZ files generated by TKM
and the 68 TXYZ files generated by Tinker pdbxyz using the
AMOEBABio18 force fields. Every file produced by TKM was
processed successfully; however, one file generated by Tinker
pdbxyz (PDB ID: 6SWC) failed to minimize the structure due
to missing force field parameters. This failure was consistent
with the initial parametrization issues observed during the
GROMACS preparation, confirming that the error was not
caused by TKM but inherent to the lack of force field coverage
for this specific protein structure.
3.2.2. Protonation State and Terminal Atom Determi-

nation. The setting of the protonation state is very important
because different protonation states may change the function
of the enzyme and lead to huge changes in the simulation
results.57,58 In the AMOEBA force field, nine amino acids
adopt multiple protonation states, with glutamic acid, aspartic
acid, and lysine each having two states and histidine having
three. After modeling with Tinker and TKM, we quantified the
occurrences of these protonation states in each protein. As
illustrated in Figure 1A, the two tools yielded identical
protonation state assignments across all test cases, with
detailed results uploaded to the public database. This
consistency demonstrates the reliability of TKM in accurately
determining the protonation states. To further explore the

Scheme 2. Example of Using the Transformer Module in
TKMa

aFor more details, please refer to https://tinkermodellor-tutorial.
readthedocs.io/en/latest/Python_Interface.html#transform-module.

Figure 1. Molecular modeling and validation using the AMOEBA force field with TKM. (A) and (B) Comparison of protonation state assignments
between Tinker and TKM, and between PROPKA3 and TKM, respectively, by assessing the number of occurrence of the nine protonation states:
GLU/GLUH and ASP/ASPH for glutamate and aspartate in their deprotonated (negative) and protonated (neutral) forms, LYS/LYSN for lysine
in its protonated (positive) and neutral forms, and HIS/HIE/HID for histidine. In histidine, HID (protonated at the first nitrogen in the imidazole
ring) and HIE (protonated at the second nitrogen) are neutral, while HIS is protonated at both sites. (C) and (D) Terminal atom identification by
TKM and Tinker, respectively. (E) and (F) Protein−ligand complex (PDB ID: 6GII) and a protein−DNA complex (PDB ID: 4DS4) constructed
by TKM. (G) and (H) RMSD curves of both complex systems after simulation.
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flexibility of protonation state assignment, we employed
PROPKA359 to predict protonation states at a physiological
pH of 7. Interestingly, this analysis revealed discrepancies
between the results predicted by PROPKA3 and those
obtained from TKM (Figure 1B), highlighting the differences
in the algorithms and approaches used for protonation
prediction in these tools. Notably, AMBER allows precise
modification of amino acid protonation states based on
PROPKA3 outputs. Since TKM is compatible with the
AMBER format, users can leverage this compatibility to
accurately edit protonation states. Additionally, CHARMM-
GUI and GROMACS also provide various tools for adjusting
protonation states. TKM can integrate results from these
different modeling tools, facilitating seamless format and force
field conversions. This significantly enhances the convenience
of protonation state control within the AMOEBA force field.
In addition to protonation states, the correct assignment of

terminal atoms, such as nitrogen and hydrogen at the N-
terminus and oxygen and carbon at the C-terminus, is critical
for biomolecular simulations. These atoms are specifically
parametrized in the AMOEBA force field, and accurate
identification is necessary to ensure proper force field
application. To address this, we utilized a nonamer structure
(PDB ID: 2C8G) as a test case for terminal atom assignment.
TKM employs a depth-first search algorithm that uses atomic
connectivity to identify terminal atoms in each protein chain
and assigns the corresponding terminal atom types, ensuring
accurate representation (Figure 1C). This approach is
particularly useful when working with complex systems
involving multiple chains, as terminal atoms at each chain
need to be treated independently. In comparison, the default
functionality of Tinker recognizes only the first and last
residues of the PDB file as terminals, which can lead to errors
in multimers or more complex assemblies (Figure 1D). In such
cases, TKM ensures that each chain, even in multimeric
proteins like dimers or octamers, has its terminal atoms
properly assigned, making it more robust and versatile for
handling diverse biomolecular systems.
3.2.3. Extending AMOEBA for Organic Molecules and

Complex System Integration. The AMOEBA force field
supports a limited range of biomolecules, primarily focusing on
nucleic acids and proteins. Although this coverage includes
many essential biomolecular systems, organic molecules play a
critical role in numerous biological processes, such as cellular
signaling21 and altering biochemical function.60 In these areas,
organic molecules require special attention, and the need for
accurate modeling is paramount. However, the complexity of
the AMOEBA force field distinguishes it from general force
fields like GAFF61 or CGenFF,62 commonly used for organic
molecules in classical MD simulations. Intricate parametriza-
tion in AMOEBA requires that each atom be meticulously
characterized to ensure precise modeling, making it challenging
to balance transferability and accuracy when working with a
broader range of molecular systems.
Given this complexity, users typically need to fit parameters

manually for organic ligands manually. Fortunately, two
reliable methods exist for generating force field parameters:
using Psi463 combined with the poledit module in Tinker or
Poltype264 software. Both approaches produce a force field
parameter file and a TXYZ file for Tinker simulations.
However, Tinker simulations rely on a single coordinate file
(TXYZ) and a single force field file (.prm), requiring careful
manual editing to ensure compatibility between organic

molecules and the broader biomolecular system. This manual
editing presents significant challenges, especially when complex
biological systems are composed of multiple organic and
biomolecular components.

By integration of TKM, users can easily merge these distinct
systems without the concern of atom-type mismatches
between different molecular entities. The functionality of
TKM extends beyond simple file editing; it includes features
that evaluate and adjust the coordination distances between
atom pairs, ensuring accurate spatial arrangement of atoms.
Additionally, when a merged molecule overlaps with a trivial
molecule, such as a solvent molecule, TKM will automatically
remove the unnecessary entity, optimizing the integrity of the
system. By taking these additional steps, TKM effectively
prevents MD simulation errors, such as simulation crashes,
which can occur due to poorly merged or misconfigured
systems.

As demonstrated in Figure 1E, we modeled the P450 protein
(PDB ID: 6GII) with its heme group submerged in water. The
protein and solvents were parametrized using the AMOEBA-
Bio18 force field, and the multipole and polarizability
parameters of the ligands were derived using Psi4 in
combination with the poledit module. The remaining
parameters were based on previous studies.65 These two
systems were then seamlessly merged by using TKM (Scheme
3). For more complex systems, such as a protein−DNA

complex (Figure 1F), the structure was obtained from the
Protein Data Bank (PDB ID: 4DS4). In this case, the protein
was parametrized by the AMOEBABio18 force field, while the
DNA used the AMOEBANuc17 force field. Both systems were
successfully constructed and merged using TKM. To further
demonstrate TKM’s capability in modeling complex biological
systems, we selected other two systems: an RNA−protein
complex (Figure S1A) and a protein−DNA−RNA terpolymer
(Figure S1B). Unlike protein modeling, the modeling of
DNA−RNA systems requires additional considerations,
including terminal atoms and specific protonation states.
This successful molecular modeling result confirms that TKM
possesses a broad range of functionalities for modeling
biological macromolecules. Notably, we also observed that
AMOEBA carbohydrate and lipid force fields have been
developed, further expanding its applicability to a broader
range of biomolecules.66,67 Although our current modeling
does not include carbohydrates and lipids, we are developing
more advanced topology-processing modules to enhance the
modeling of these complex biomolecular systems and stream-
line the overall workflow.

Scheme 3. Example of Using the Merge Module in TKMa

aFor more details, please refer to https://tinkermodellor-tutorial.
readthedocs.io/en/latest/Python_Interface.htmlxxxhashxxxmerge-
module.
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To further evaluate the efficiency and robustness of TKM,
we performed energy minimization and MD simulations for
the first two systems we built (see the Supporting Information
for details). As the simulation progressed, the RMSD values of
the protein−ligand and protein−DNA systems remained stable
with minimal fluctuations, indicating consistent behavior
without anomalies (Figure 1G,H). These results confirm that
the system constructed by TKM performs as expected and is
fully compatible with Tinker, demonstrating a successful setup
using the AMOEBA force field.

3.3. Postanalysis. 3.3.1. Postanalysis Tools in Tinker-
Modeller. Postanalysis is a critical step following the
completion of a simulation, as it allows researchers to
quantitatively evaluate key metrics. TKM provides several
fundamental tools for postsimulation analysis, including RMSD
calculations to assess atomic fluctuations, as well as distance
and angle measurements. Although the current postanalysis
capabilities are somewhat limited, the Python API of TKM
enhances flexibility by offering the TKMTrajectory module,
which stores trajectory coordinates. This enables users to
define custom postanalysis functions, giving them the ability to
calculate specific metrics relevant to their research objectives
(Scheme 4).

3.3.2. Force-Field-Independent Electric Field Calculation.
In the context of postanalysis, understanding the EF
distribution within a molecular system is essential for
interpreting the mechanistic details of enzymatic reactions.
EFs have been shown to play a crucial role in modulating
reaction rates by influencing the rate-limiting steps of various
biochemical processes.35−38 For example, in Kemp eliminases,
the alignment of the EF with the direction of electron flow can
lower the activation energy, thereby accelerating the
reaction.22,43 Here, we propose a promising and fast method
for EF calculations, which has the potential for future high-
throughput EF screening. To demonstrate its effectiveness, we
use a well-studied case, Kemp elimination, as a model system.
In our approach, we acknowledge that while the AMOEBA

force field provides high accuracy for EF calculations (eqs 1
and 2), it also comes with significant computational cost. As an
alternative, we suggest that EFs can be approximated using
only atomic charges without explicitly including multipoles (eq
5). This eliminates the need for time-consuming dynamic
updates of multipole moments, significantly accelerating EF
calculations. Theoretically, since the contribution of multipole

moments to the EF diminishes much more rapidly with
distance compared to charge contributions (eqs 2 and 3), the
resulting simplification introduces minimal loss of accuracy in
EF calculations. Additionally, our analysis reveals that the
charge distribution is broader and exhibits larger absolute
values compared with multipole contributions (Figure S2),
leading to a greater impact on EF calculations (eq 2). The
combination of the charge distribution’s greater magnitude and
the rapid decay of multipole moments may support the
dominant role of charge in EF calculations.

To validate our assumptions, we conducted a 100 ps
simulation using the AMOEBABio18 force field, generating
1,000 frames. Using these frames, we calculated the EF
projected onto three reactive bonds (C−H, C−N, and N−O)
directly involved in the chemical reaction (Scheme 5). The

projection of the EF follows the definition in eq 4. First, we
used the ELECTRIC68 to perform EF analysis without any
simplifications, using its results as the baseline. We then used
TKM to calculate the EF by using only atomic charges within
the AMOEBA force field. Our results showed that the point
charge approximation achieved a correlation coefficient of 0.77
with the baseline (Figure S3), indicating that this assumption is
reasonable.

After demonstrating the feasibility of our method, we further
explored ways to improve the accuracy and speed of this
method. We introduced three mainstream atomic partial
charge determination methods implemented in Open
Babel:69 the Electronegativity Equalization Method (EEM),70

Extended Charge Equilibration Method (EQEq),71 and
Charge Transfer with Polarization Current Equalization
(QTPIE).72 Unlike AMOEBA’s charge, which is highly
decoupled from the multipole moments,15−17 these charge
methods inherently account for charge transfer effects, mutual
polarization effects, and other electrostatic effects into
consideration. We believe that this implicit consideration can
speed up the calculation and also improve the calculation
accuracy. We then conducted a series of tests using the three
charge methods. Figure 2A−C shows that all methods follow a
similar trend, where the projected EF onto a specific chemical
bond fluctuates significantly in the first 10 frames before
stabilizing as the system approaches equilibrium. However,
EEM and EQeq exhibit noticeable deviations from AMOE-
BABio18, with mean absolute errors (MAEs) of 21.93 and
26.17 MV/cm, respectively. In contrast, QTPIE demonstrates
better agreement with AMOEBA, showing smaller discrep-
ancies (Figure 2F) and achieving a higher correlation
coefficient (0.89), compared to the EF calculated using
AMOEBA’s charges (0.77). These discrepancies likely arise
because the AMOEBA force field dynamically updates charges
and includes multipole effects, whereas these methods estimate
partial charges based on a single frame without fully capturing
charge redistribution due to protein conformational changes.
To improve accuracy, we enhanced the TKM by incorporating
an on-the-fly charge-based EF calculation feature, which

Scheme 4. Example of Using Self-Defined Postanalysis
Function in TinkerModeller

Scheme 5. Kemp Elimination Reaction Mechanism
Catalyzed by Kemp Eliminases
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dynamically updates atomic charges at each frame. This
refinement led to notable improvements: the correlation
coefficient for EEM increased from 0.60 to 0.84, for EQeq
from 0.42 to 0.87, and for QTPIE from 0.89 to 0.94 (see
Figure S4). After applying the on-the-fly method, all methods
achieved correlation coefficients above 0.80, surpassing the
0.77 correlation observed for AMOEBA’s charge model. These
results indicate that while these methods rely on point charge
models, incorporating dynamic charge updates significantly
improves computational efficiency while maintaining high
accuracy.
To assess the computational performance of TKM in EF

calculations, we compared it with ELECTRIC by using the
AMOEBABio18 force field. On a single core, TKM completed
the calculations in under 1 min, whereas ELECTRIC took
approximately 25 min (Figure 2G). This significant perform-
ance improvement�by up to 2 orders of magnitude�

demonstrates that TKM achieves a considerable increase in
computational efficiency. This acceleration is accomplished
with only a minor reduction in accuracy, making it a promising
approach for high-throughput EF calculations in large-scale
simulations.

We also investigated an alternative approach by focusing on
the characterization of EFs in specific chemical regions, rather
than limiting the analysis to projections along individual
chemical bonds, as is traditionally done.38−41 This method
accounts for the fact that electrostatic effects extend beyond
bond-specific interactions, influencing the broader environ-
ment including the active center of enzymatic systems. Relying
solely on bond projections can overlook critical charge
redistributions occurring at nearby sites within the active
region. To demonstrate this, we used the CYP450 enzyme
(PDB ID: 6GII) as a model system and calculated the EFs
surrounding the heme group. The QTPIE method was

Figure 2. Electric field calculation and validation. (A−C) Illustration of the electric field calculated by ELECTRIC and TKM, projected onto three
C−H, C−N, and N−O reactive bonds, respectively. (D−F) Electric field distribution calculated using three different charge methods, with the
AMOEBA force field serving as the reference. Dots in different colors representing the density distribution. (G) Comparison of the computational
performance of TKM against Tinker with the ELECTRIC module for electric field calculation. (H) Electric field magnitude plot visualized using
the grid method.
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employed to assign charges, and the resulting EF was visualized
by generating an isosurface around the central iron atom
(Figure 2H). This approach provides a more comprehensive
representation of EF distribution within the active site,
providing new insight into how the strength and configuration
of the environmental EF influence catalytic processes, shifting
the focus away from immediate chemical bonds to broader
field effects.
Through the solid verification of computational accuracy

and efficiency, we believe that this approach holds promise as
an efficient method for EF estimation in future applications
requiring rapid and computationally low-cost assessments.

3.4. Structural Visualization and Residue Information
Restoration. Visualization of simulation outputs is a critical
aspect of postanalysis, particularly for examining protein
conformations and structural dynamics. While the TXYZ
format retains essential information such as atomic coordinates
and connectivity, it lacks the detailed residue and chain
information needed for visualization in tools like PyMOL.73 In
contrast, the PDB format is widely supported and offers
comprehensive structural details. However, the standard
conversion of TXYZ files to PDB format using the xyzpdb
module of Tinker often leads to incomplete files that omit
crucial residue and chain information.
TKM addresses this shortcoming by enhancing the

converted PDB files with enriched residue names and chain
indices, which are indispensable for advanced analyses, such as
residue fluctuation and residue pairwise distance correlation.
This improvement is achieved through the integration of the
VF2 algorithm. Using a depth-first search strategy, TKM
segments the system based on atomic connectivity, identifies
protein chains, and further subdivides each chain into residue
sets. A subgraph matching technique is then employed to
restore accurate residue and chain information by comparing
the identified segments with a predefined database (Schemes 6
and 7). The resulting enriched PDB files can subsequently be
used for further postanalysis and visualization tasks.
To validate the accuracy of the transformation process, we

benchmarked the results against reference files. Both TKM and
Tinker were used to generate the TXYZ system, which was

then converted into a PDB format using TKM. The conversion
process was successful for all generated files, with no errors
observed in residue or chain assignments. Notably, TKM
accurately handled residues with varying protonation states, as
well as cysteine types. Finally, the converted PDB file was
visualized using 3D Protein Imaging74 and Pymol,73

confirming the precision of the restored structures (Figure 3).

4. CONCLUSIONS
The AMOEBA force field, as a key component of the next
generation of force fields, holds great promise for advancing
molecular simulations due to its ability to incorporate
polarization effects. However, its adoption has been hindered
by the complexities associated with molecular modeling and
postanalysis. To address these challenges, we developed TKM,
a comprehensive molecular modeling software designed to
integrate seamlessly with the Tinker simulation program. TKM
not only facilitates the construction of AMOEBA systems but

Scheme 6. Schematic Workflow for Restoring Residue
Information Using a Subgraph Isomorphism Algorithma

aResidue determination is achieved by dividing the residue into nodes
and edge information, which act as constraint conditions. These
constraints are then used in the subgraph isomorphism algorithm
(SIA) to match the subgraph within a predefined database, ultimately
determining the residue type.

Scheme 7. Example of Using the tk2pdb Module in
TinkerModellera

aFor more details, please refer to https://tinkermodellor-tutorial.
readthedocs.io/en/latest/Python_Interface.html#tk2pdb-module.

Figure 3. Structure visualization using PDB files generated by
TinkerModeller: (A) tetrameric protein (PDB ID: 6K8P); (B)
trimeric protein (PDB ID: 5FO1); and (C, D) proteins (PDB IDs:
1ZQL and 6I5M, respectively) visualized using PyMOL.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.4c01463
J. Chem. Theory Comput. 2025, 21, 2712−2722

2719

https://pubs.acs.org/doi/10.1021/acs.jctc.4c01463?fig=sch6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01463?fig=sch6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01463?fig=sch7&ref=pdf
https://tinkermodellor-tutorial.readthedocs.io/en/latest/Python_Interface.html#tk2pdb-module
https://tinkermodellor-tutorial.readthedocs.io/en/latest/Python_Interface.html#tk2pdb-module
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01463?fig=sch7&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01463?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01463?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01463?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01463?fig=fig3&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.4c01463?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


also provides conversion tools to transform classical force field
systems into AMOEBA-compatible formats, bridging the gap
between traditional and polarizable force fields.
Through rigorous diversity tests, TKM has demonstrated

robustness and efficiency in both molecular modeling and
postsimulation analyses. A key innovation introduced by this
tool is a fast, simplified method for estimating EFs that perform
well compared to the more computationally intensive
AMOEBA calculations. This advancement holds significant
potential for accelerating high-throughput EF calculations.
Additionally, TKM introduces a novel approach to EF analysis
by calculating the EF across chemical regions using grid-based
visualization, offering deeper insights into the influence of EFs
in reactive environments. Overall, TKM is a versatile, user-
friendly tool that streamlines the modeling of AMOEBA force
field systems within the Tinker software suite. Its modular
design and ease of use are expected to promote broader
adoption of AMOEBA in future studies, enabling researchers
to better explore complex molecular systems, where polar-
ization and multipole interactions play critical roles.
Although TKM has demonstrated strong performance in

modeling and postprocessing, there is still room for develop-
ment. The AMOEBA force field has been extended to include
carbohydrates and lipids, broadening its applicability to more
biomolecular systems. To fully leverage these advancements,
we need to develop more sophisticated topology-processing
modules for carbohydrates and lipids to facilitate the modeling
of complex biomolecular structures and streamline the overall
workflow. Future updates will focus on integrating the
corresponding force fields and supporting modeling tools.
Additionally, some advanced postanalysis methods, such as
Velocity Autocorrelation Function calculations and Protein
Conformation Cluster Analysis, have yet to be implemented.
Expanding TKM to incorporate these capabilities is a key
objective. Overall, TKM will remain an active, long-term
development and maintenance project with a continued
commitment to enhancing its functionality to support a
broader range of biomolecular simulations.
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