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A Simple Retinal
mplex and Profound
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In the November 1984 issue of Scientific
American, Lederman published an article called
“The Value of Fundamental Science”; his first
sentence says a lot of what I want to say. “One
takes up fundamental science out of a sense of
pure excitement, out of joy at enhancing human
culture, out of awe at the heritage handed down
by generations of masters and out of a need to
publish first and become famous.”?

The work I want to tell you about is exciting
to me, and now, with this honor, I feel famous.

It is unusual for a professional academy like
this one, whose primary goal is and should be
the advancement of a profession, to give its
highest honor to people doing basic research.
That says something special about this academy
and its members. I feel highly honored by this
award, and I am also very grateful. I suppose all
of us like to think that the work we do is impor-
tant, but not many of us are lucky enough to
hav.e somebody else say that they think what we
do is worth doing. That is very flattering and
gratifying. Thank you.

I wquld like to tell you about a theory of a
very simple retinal mechanism that seems to
explain many apparently complicated and un-
related visual phenomena. I think it is interest-
ing beqause, even if the theory turns out to be
Wwrong in the sense that perhaps there is no such
mechanism actually in the retina, it does what
all good.theories do in that it reveals that what
We previously thought were unrelated phenom-
ena can all be manifestations of the same mech-
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anism; and, especially if some of the phenomena
seemed complicated and the mechanism is sim-
ple, then the world is easier to understand and
our thinking is simplified. To me, that step in
science, where a new theory seems to take a lot
of messy pieces and melt them down to a single
clear drop, is the essence of what is esthetically
pleasing about science. (The next step, of course,
is that your successors, or you if you're lucky,
look deeply into the drop and see a whole new
set of messy pieces.)

Most of the visual phenomena that I will talk
about are probably familiar to you, but I will
refresh your memory about them as we go along.
They are light and dark adaptation, Weber’s
law, Ricco’s law, brightness constancy, receptive
field center-surround antagonism, Mach bands,
and changes in acuity with luminance. Some of
these phenomena are necessarily related to each
other, in that if you have one, you almost have
to have the other, and some are not necessarily
related, but all of them can be explained by one
simple retinal mechanism. And I would like to
introduce the mechanism by talking about still
another phenomenon that it explains, one that
may actually be the fundamental reason why the
mechanism evolved, and so may be the reason
why all of the other phenomena occur. This
fundamental phenomenon doesn’t have a name.
It is the fact that people are a whole lot better
at detecting objects in bright light than you
would expect on the basis of their vision in dim
light, and vice versa, that is, people do a whole
lot better in dim light than you would expect
them to do on the basis of how well they do in
bright light. Let me explain that.

A basic property of objects in the world is that
they reflect fixed proportions of the light falling
on them. Suppose your eyes were pointed at an
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object that reflects 50% of the incident light on
a background that reflects 40%. In daylight, you
would say that you are looking at a gray object
on a darker gray background, and you wouldn’t
have any trouble seeing it—that is, detecting
that the object was there rather than not there.
Now think about what happens when you look
at the same scene under dim illumination. Re-
member that light acts as though it consists of
individual packets of energy, quanta, and that
emission and absorption of each individual
quantum is random, so light falling on the object
is like rain, and so is the light reflected from the
object and its background that enters our pupils
and rains on the retina to form the retinal image.

Fig. 1 shows the computed light distribution
in the retinal image at some particular instant
when you are looking at two gray squares on a
dark gray background, under very dim light.
There is a square centered in the bottom half of
the figure, just barely noticeable, that reflects
twice as much light as the background and so
would look light gray against the dark back-
ground in daylight. There is also one centered
in the top half of the figure, which is essentially
undetectable, that has a reflectance 10% greater
than the background, so in daylight it would also
be easily seen and would be very noticeably
lighter than the background.

If you were to examine the retinal image of
this scene microscopically with a magical light
detector and watch just one spot, you would see
that, from time to time, at unpredictable times,
a quantum will arrive there and be absorbed,
and quanta will arrive at neighboring spots at

Fic. 1. A representation of the retinal image, at one
instant in time, when the scene being viewed consists
of a square area centered in the top half that has a
reflectance 10% greater than the background and an-
other square area centered in the lower half that has a
reflectance twice that of the background. Each black
spot represents the absorption of one quantum, and
their occurrences follow the appropriate Poisson distri-
butions.
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other randgm .times. Flg 1 is a picture of that,
but frozen in time. Looking at the retina] image
this way, how can you tell whether or not the
object at the top is there? Well, the object re-
flects about 10% more of the quanta incident on
it than the background does. So, if the object
were really .ther_e and you were to count quanta
over some time in the region of the image of the
object and also in a region the same size on the
background, you would find that the total num.
ber of quanta was about 10% bigger for the
object than for its background. But because the
arrival and absorption of quanta are random,
the difference would not always be exactly 10%.
Sometimes, by chance, it would be larger and
sometimes smaller. In fact, sometimes the num-
ber of quanta absorbed in the region of the object
would actually be smaller than for the back-
ground, even though, on the average, the object
reflects more light. So even if your visual system
were a perfect detector and counter of quanta,
and you said that the object was there whenever
you counted more quanta in the location of the
object than in the background, you would still
be wrong sometimes, just because of the funda-
mental statistical nature of light.

Now, because of the particular kind of ran-
domness that governs quanta, the likelihood of
being wrong in the situation I just described gets
bigger when the average number of quanta
counted gets smaller. So, for instance, the gray
object will be detectable essentially 100% of the
time under daylight conditions where the aver-
age number of quanta absorbed by the retina is
very large. However, under dim illumination
even a perfect quantum counter will often be
wrong, and we would say that we cannot detect
the object reliably, in that we cannot be sure
whether it is there or not.

There are two ways that we could change
things so that the object would be more reliably
detectable under dim light, and both involve
counting larger numbers of quanta, which is
equivalent in some ways to increasing the illu-
mination on the object. One thing we coul@ do
would be to count quanta over a longer time,
and the other would be to count over a larger
area. Those are two of the things we do when
we want to take a photograph under dim l!lu-
mination, where exactly the same sta?istlgal
problems show up. (Opening up the iris dia-
phragm improves things by actually increasing
the number of quanta per second arriving at the
film. That is exactly equivalent to increasing the
scene illumination, so it is not relevant here.}
Increasing the exposure duration enough for the
film to catch enough quanta will let us take_an
adequate picture, but at the cost of blurring
objects that are moving. The other alternative
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is to use faster film. What that really does is to
use film that has bigger light-sensitive grains,
and so we are really increasing the area over
which quanta are collected. The cost there is
spatial resolution, that is, fast film gives pictures
that look grainy and lose fine detail, whereas
film that shows fine detail has very small grains,
which don’t catch enough quanta to make a
useful picture in dim light.

There is a great deal of evidence in the vision
literature showing that in dim light, the human
visual system probably both increases the time
during which it adds up the effects of quanta
and also increases the area over which it adds
them.2 We say that both temporal and spatial
summation increase under low light levels. As a
consequence, we can reliably detect objects in
dim light, but our spatial and temporal resolu-
tion are worse than in bright light.

The temporal effects are obviously very im-
portant, but I am not going to talk about them
here. I will just talk about changes in spatial
summation. Picture what is happening this way.
The retina consists of an array of densely packed
receptors. Suppose that each of them could sig-
nal the amount of light it receives, indepen-
dently of all the others. Then, when an image
falls on the retina, a neural representation of
the image will emerge from the receptors, and
the fineness of the neural image will equal the
fineness of the receptor packing. That system
would work well enough so long as the intensi-
ties of light in the retinal image are great enough
that each receptor can catch a large number of
quanta quickly enough. But if the light level gets
so low that each receptor catches a quantum
only once in a while, then the system will have
great difficulty in reliably detecting objects, for
the statistical reasons I talked about before.
What the retina evidently does under those con-
fiitions is to change the way it acts so that
instead of each receptor independently signaling
its quantum catch, the outputs of large groups
of receptors are all added together, that is, sum-
mated, so that each group, in effect, acts like
one large receptor that catches more quanta per
second. Then the system can reliably detect
objects under much dimmer light levels.

A retina organized like that would not be able
to respond to fine details, because its receptors
are, in effect, too big. But at low light levels, if
the receptors were small enough to resolve fine
details, they would not be able to anyway be-
cause of the “noisy” statistical nature of light.
So, in dim light the large summation areas help
In detection of large objects and don’t make
thm_gs any worse with respect to seeing fine
?ﬁtall. However, if the light level goes up so that

€ resolution of fine detail becomes physically
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possible, then if the summation areas did not
get smaller, they would prevent us from seeing
as well as the physical nature of light would
allow us to, and their large size is no longer
needed for detecting large objects. So the ideal
system is one in which, when the light level is
low, large groups of receptors add their signals
together, and as the light increases, the sizes of
these groups get smaller, in correspondence with
the statistical properties of light. There is much
psychophysical evidence to support the idea that
the human visual system does make an adjust-
ment of this type so that the areas of spatial
summation grow when the light level is low and
shrink when it is high.?

What I have said so far is a very general
description of a process, but it turns out that
when we start thinking specifically and explic-
itly about the process, there are some surprises.
So let me start by describing a simple theory or
model of how this kind of change in spatial
summation might happen, and then I will show
you how a visual system with that mechanism
would actually behave.

Fig. 2 is a diagram of the model. This is a slice
through a simplified retina. The line of detectors
or receptors represents, of course, a slice through
a whole two-dimensional surface packed with
receptors. An image, that is, some light distri-
bution, falls on the receptor array. Each receptor
sends a signal into a network, where it spreads
out, and there is a corresponding array of output
channels. Each output channel sends out a sig-

DETECTORS

| SUMMING NETWORN

QUTPUT CHANNELS

DETECTOR OUTPUT PATTERN
2:=2%4

Fic. 2. A schematic representation of the IDS
model. This is a slice through a two-dimensional sur-
face. The input is a light distribution (the retinal image)
faling on an array of detectors or receptors. Each
receptor spreads its output in the summation network
according to a spread function, such as the one shown
at the bottom, that changes with the input intensity. For
higher intensities (e.g., Q2), the spread function is
higher in the center but covers a smaller area in such a
way that its volume is constant. Then an array of output
channels signals the sums of the spread functions in its
location, as illustrated in Fig. 4.
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nal that is just the sum of all the signals that
arrive in its location in the summation network.

Now the special property of the model has to
do with the way that the signal from each recep-
tor spreads in the summation network. One
possible shape for this spread is shown in the
lower half of Fig. 2. Specifically, we assume that
each receptor sends out a signal with the follow-
ing properties. First, the strength of the signal
at its center is proportional to the intensity of
light falling on the receptor. Second, the signal
spreads out over an area that is bigger when the
intensity of illumination is weaker, but in such
a way that the total volume under the spread is
constant.

The two plots in the bottom of Fig. 2 are for
a spread that is cone shaped. (Of course, it looks
like a triangle in this one-dimensional slice
through it.) When the intensity is higher, the
peak of the cone is higher but its width is smaller
so that the total volume under it stays the same.
All that I am going to say about the conse-
quences of this model is essentially the same
regardless of the particular shape of this spread.
It can be conical, or exponential, or Gaussian,
or anything, so long as the height at the center
is proportional to the intensity of the image
there and it spreads farther when the intensity
is lower so that its volume is constant. That is
all there is to the model. It is one explicit form
of a mechanism that would show larger areas of
spatial summation at low light levels. It is help-
ful in talking about the model to give it a name,
and I will call it the intensity-dependent spread,
or IDS model.

Now let me talk about what the model does,
that is, how vision would behave if this mecha-
nism were part of it. And here I want to mention
that I worked out most of the results I will talk
about in collaboration with Jack Yellott, who is
also at the University of California at Irvine,
and Jack and I have written a fairly extensive
mathematical treatment of most of what I will
say here.? First, it is probably no surprise that
the ability of the system to detect objects varies
with light level in the way it should so that there
is the right trade-off between spatial resolution
and the averaging of quantal fluctuations. In
other words, at low light levels, the detectability
of large objects is good because there is much
adding up of quanta, and at high light levels,
where there are so many quanta that quantal
statistics do not limit how well a perfect system
could see, the summation areas shrink so that
they don’t blur the neural image.

Now let’s look at some of the other things the
IDS model does. They are more surprising. First,
suppose the eye is pointed at a large uniformly
lighted blank field, so that the retinal image has

Vol. 62, No. 7

the same intensity everywhere. Then, obviously,
the “neural image” or output pattern will simp]3;
be the same everywhere. Now suppose a single
bright point is superimposed on the otherwige
uniform field. The output pattern of the DS
system for that stimulus is plotted at the top in
Fig. 3. The output where the bright point falls
is higher than the background. That is no syr-
prise. But the output right next to the bright
point is actually lower than the background,
Before the bright point was added, the output
pattern was the same everywhere. It would just
be plotted as a straight horizontal line in Fig. 3,
Then, when the bright point is added, the output
at the center goes up, but the output just off
center actually gets smaller. So adding light to
the retina makes some of its outputs get smaller,
I will explain how that happens in a minute, but
let me talk about something else first.
Another way of showing the output pattern
for this stimulus is to indicate the neural activity
in a view looking down at the retina, as shown
at the bottom in Fig. 3. At the center, the activity
increases, and so it is given a plus sign, and ina
surrounding ring, the activity decreases, so it is
given a minus sign. This kind of plot is the
familiar receptive field plot first used by Kuffler,
in 1953, to describe the activity patterns in cat

Fic. 3. The output pattern for the IDS modef when
the input is a bright point on a less bright background.
The upper curve is a section through the t)No—dlr_nen-
sional array and the lower sketch is a two-dimensional
view, usually called a receptive field map. The centra
region is given a plus sign because the activity In it
increases when the bright point is added to an other-
wise uniform field. In the surrounding ring, the activity
decreases, so it is given a minus sign. Thus the DS
model manifests what is called center-surround antag;
onism, although no inhibition is involved. (The shape 0
the spread function in this and Figs. 5, 6, and 10
taken to be exponential. The straight portions of the
upper plot are linear interpolations between detectors,
included only to improve the appearance of the plot)
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retinal ganglion cells.* When a receptive field is
arranged like this one, it is said to sh.ox.v center-
surround antagonism, in that the activity at the
center seems to oppose the activity in the sur-
round. This phenomenon, where adding.light to
some part of a retina causes the activityhln other
parts to be reduced, has been seen in every
mammalian retina that has been studied and it
is very natural to say that the activity at t_he
bright spot must be inhibiting the activity
around it, and so this phenomenon is said to
demonstrate the action of laterally spreading
inhibition. In fact, this kind of so-called center-
surround antagonism is usually used as evidence
to demonstrate and prove the existence of lateral
inhibition in the retina. But the IDS model does
exactly the same thing, and it has no inhibition
or subtraction processes in it. It involves only
summation—only the adding up of activity.

Fig. 4 is an attempt to explain what is hap-
pening in an IDS system when it is shown a
bright spot on a less bright background. The
input pattern is shown at the top. Each receptor
spreads its signal, and the spreads are plotted
below the receptors here as triangles. Notice that
all of the spreads are the same except for the
one receptor that is more brightly lighted, and
its spread is higher at its center but narrower.
Each output channel just adds up all of the
activity that gets to it, and the result of that
adding up for each output channel is plotted as
a point below it. Look, first, at the output chan-
nel marked “A.” It gets a signal from receptor 2,
right above it, and also gets some signals from
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receptors 1 and 3 on each side of it and adds
them all up. The output channel just to the right
of channel A gets the same amount of signals,
so its output is the same, the background level.

Now look at the channel lebeled “B.” Before
the bright point was added to the background,
it would also have had the same input as all the
others. But when the bright point was added,
the spread from the receptor directly under the
bright point, receptor 6, shrank so it no longer
adds to the output of channel B, the total input
to channel B is less, and so its output drops
below the background level. So the output of
channel B is reduced not because it is inhibited
by the action of the bright spot, but because it
is adding up less activity than it would have if
the bright spot were not there. So the change in
spread of summation in the IDS model does
something that looks just like the effect of in-
hibition, but there is no negativity or subtraction
going on. It is only a change in summation. (Of
course, you can play a semantic game and say
that the shrinking of the spread in the IDS
model is a subtraction of a kind, but I don’t
think that is useful. If you do want to call that
a subtraction, it is certainly a different kind of
subtraction, involving very different mecha-
nisms, than the subtraction implied by the stan-
dard view of inhibition.)

A number of other phenomena follow directly
from the result I just discussed. Fig. 5 shows an
old familiar one. The intensity profile is shown
at the bottom and the output pattern for an IDS
model is plotted above it. This is the famous

INPUT
INTENSITY

Fie. 4. A diagrammatic de-
scription of how the addition of a
bright spot can reduce the activity
of some output channels. See text
for an explanation,

RECEPTORS

10000071

SPREAD

ouTPUT
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Fig. 5. The lower curve is a plot of luminance vs.
position for the classical Mach band stimulus pattern.
The upper curve is a plot of the corresponding output
pattern for the IDS model.

Mach band stimulus pattern, and if the bright-
ness that a person sees at each point in the
pattern depends on the output of an IDS system,
the pattern ought to show a dark region where
the luminance first starts to increase and a less
prominent bright one where it levels off again,
which is exactly what happens in human vision.
The light and dark regions are called Mach
bands after Ernst Mach, who first described
them in the 1860s.”

Fig. 6 shows the IDS output when the edge in
Fig. 5 is steepened until it is vertical. In other
words, it is the intensity profile for a sharp edge
or step. The IDS model does what in the engi-
neering literature is called edge enhancement. I
will come back to this kind of picture later.

Fig. 7 is a plot of the contrast sensitivity
function for the IDS model. It shows how the
sensitivity of the system, plotted on the vertical
axis, is related to the fineness of the stimulus
pattern, plotted as spatial frequency on the hor-
izontal axis. The little patches of grating below
the horizontal axis indicate the relative fineness
of the stimuli. When this function is measured
psychophysically, the results show that the
curve for the human visual system is just like
this one.

Let me refresh you, briefly, on what this curve
means. Look at the middle first. The sensitivity
is high there. In other words, patterns that are
of medium fineness can be easily seen, or can be
seen when they have very low contrast. Now if
you move toward the right, the patterns get finer
and the sensitivity falls, until, at the right-hand
end of the curve, the patterns are so fine that
they cannot be resolved no matter how high
their contrast is. That right end of the curve,
then, is of particular practical interest because
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Fig. 6. The input pattern when the stimulus is a
sharply focused edge is shown at the bottom, and the
corresponding output pattern is plotted at the top. This
kind of result is usually called edge enhancement.

it represents the limit of visual acuity, and I will
come back to that later.

Now go back to the middle of the curve and
start moving toward the left. The patterns get
coarser, changes in luminance become more
gradual, and sensitivity falls there, too. It is hard
to see patterns that are either too fine or too
broad.

This kind of plot actually contains a lot of
information, and because of that, it is being used
more and more in a clinical setting, as a general
description and evaluation of vision.® For in-
stance, it is being applied to the diagnosis of
optic nerve pathologies and to define the nature
of the visual loss in amblyopia. When it is used
like that, any losses that show up are usually
given a physiological interpretation. For in-
stance, the fact that in a normal eye, sensitivity
falls going toward the left part of the curve,
toward low spatial frequencies, has always been
attributed to lateral inhibition. Therefore, when
some pathology causes changes in that part of
the curve, the pathology is usually interpre.ted
as one that causes changes in the inhibition
mechanism. The fact that an IDS system pro-
duces the same curve without inhibition suggests
that some of those interpretations might ne
to be reexamined.

Center-surround antagonism, Mach bands,
edge enhacement, and this kind of contrast sen-
sitivity function can all be explained either by
an IDS model or by a lateral inhibition model.
In fact, if you compute the contrast sensn_txvnty
curve for an IDS model having some particular
shape of spread function, and then you comput
the corresponding curve for a lateral inhibitory
model with the same shape of spread function,
the two contrast sensitivity curves are identical.
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Fie. 7. The contrast sensitivity function for the IDS model. The pieces of grating along the horizontal axis are
meant to indicate the approximate relative finenesses of the spatial frequencies plotted. When such a function is
measured psychophysically, of course, the stimuli have sinusoidal luminance profiles. (The spread function in this

and Figs. 8 and 9 is taken to be Gaussian.)

So any phenomenon that is represented by the
contrast sensitivity function, and there are
many, can be equally well explained by either
the IDS or the lateral inhibition model.

Now I want to talk about a series of phenom-
ena that are explained by the IDS model as I
have described it, but which can be explained by
the lateral inhibition model only if we add things
to it or modify it significantly. One strong dif-
ference between a lateral inhibition model and
t'he IDS model is that the inhibition model is
linear and the IDS model is inherently nonlin-
ear. One of the things that means is that if you
fiou_ble the intensity of a spot of light, the lateral
inhibition model predicts that the output will be
doubled and the IDS model predicts that it will
be less than doubled. That nonlinearity has a
lot of very important consequences, and I will
talk. about some of them now.

Fig. 8 is the contrast sensitivity function
again, for the IDS model, but this time it is
plotted for several different average illumination
level§,' I.n other words, suppose you measure
sensitivity for several different spatial frequen-
fles when the targets are illuminated at some
lgavel, and you plot the results. They would look
ike one of thege curves, say the one at the left.

gain d 1 10 L] 1008 mean luminance

o

¢

frequency: 1 1 T} 1%

Fic. 8. The contrast sensitivity function for the IDS
model shifts toward higher frequencies when the mean
luminance of the test stimuli is increased. When the
height of the peak of the spread function is assumed
to increase linearly with illuminance, as for the compu-
tations underlying this figure, the contrast sensitivity
function shifts in direct proportion to the square root of
the mean luminance.

If you then increase the illumination on the
targets tenfold and repeat the measures, you
would get the next curve over, and so on. For a
visual system with intensity-dependent spatial
summation, when the average illumination in-
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creases, the whole curve shifts toward higher
spatial frequencies, and when the horizontal axis
is plotted as the logarithm of frequency, the
shape of the curve does not change at all, it just
translates in a perfectly orderly way. In fact, it
shifts in proportion to the square root of the
intensity of the illumination. That shift is a
consequence of the nonlinearity of the IDS
model. A lateral inhibition model predicts that
the curve will be absolutely unchanged at differ-
ent illumination levels.

Van Ness and Bouman’ and Kelly® showed
that the curve for the human visual system shifts
in the same direction as the IDS model in Fig.
8, but it doesn’t behave in so orderly a way.
Therefore, the IDS model, as I have described it
so far, is not a complete explanation for the
actual psychophysical results. However, the ef-
fects are clearly in the right direction, and when
certain realistic constraints are added, like the
fact that there is a finite number of receptors
and they are of finite size, the results come even
closer to those found for human vision. One of
the important consequences of the shift in the
contrast sensitivity function with average illu-
minance is that the right-hand end of the curve,
where visual acuity is represented, shifts to
higher frequencies as the illumination increases,
so acuity increases with the intensity of illumi-
nation on the test chart. If the curve did not
shift this way, there would be no need to control
the illumination in a visual acuity test. But in
fact, human visual acuity increases in propor-
tion to the square root of the illumination level,
exactly as the IDS model does.?

Now I will talk about a related but more
esoteric phenomenon, Ricco’s law. Ricco’s law
describes the detectability of small spots. It says
that, so long as a spot is smaller than some
critical size, it will be just detectable if it con-
tains a certain number of quanta, regardless of
how big the spot is. So if a small spot is just
detectable and then it is made twice as big but
its intensity per unit area is cut in half, it will
again be just detectable. To put it more gener-
ally, so long as a spot is smaller than some
critical size, its detectability depends only on
the total number of quanta in its retinal image.
Fig. 9 shows that the IDS model obeys Ricco’s
law in a way that is very similar to the way the
human visual system does.

Fig. 9 is complicated, and it is not appropriate
to explain it fully here, but generally it shows
that Ricco’s law holds up to some critical size
(where the curves break away from the diagonal
line), and furthermore, that the critical size is
not constant but depends on the background
luminance. (The caption to Fig. 9 contains a
partial explanation.) The human visual system
behaves in essentially this same way.!°
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Figc. 9. The IDS model obeys Ricco’s law. The visual
system is presented with a spot of light of adjustable
size and luminance on a background of adjustable
luminance, and the luminance of the test spot is ad-
justed until it just produces an output of a particular
amplitude. (In the corresponding psychophysical exper-
iment, the luminance of the test spot is adjusted until it
is at the subject’s detection threshold.) Every point on
these curves represents a test spot of some luminance
and size that just produces this criterion response. For
the lowest background luminance (0.001 arbitrary
units), the intensity of the test spot (the increment) that
is required for its detection is inversely proportional to
the area of the test spot up to an area of about 3 log
units. This means that, for all areas smaller than that,
the product of the area and luminance is constant, that
is, the total energy in the test spot at threshold is
constant. That is Ricco's law. At higher background
luminances, Ricco's law begins to fail for smaller test
spots. The human visual system exhibits very similar
behavior.

Fig. 10 shows what may be the most striking
result of the IDS theory. Fig. 6 plotted the
response of the model when the input is an edge.
The IDS model shows Mach bands and edge
enhancement. Fig. 10 plots the responses to a
series of edges. Look first at the plot in the lower
left corner. This is an intensity profile through
a uniformly lighted disk or stripe of light with a
luminance of 2 on a background of luminance 1.
The plot above it is the corresponding output
pattern for the IDS system. In the rest of the
plots in the lower row, the luminances of the
stripe and its background are increased, but t_he
ratio of the luminances of the stripe and its
background is the same, 2:1, for all the.stnpe?-
As the luminances rise, the differences in lu_ml-
nance across the edges of the stimulus stripes
increase, and the responses, in the upper rov
change in that they get narrower, but the am-
plitudes of the responses are all identical. In
fact, we can prove that, for the IDS model, the
amplitude depends only on the ratio of the in-
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Fic. 10. Along the bottom row are a set of luminance profiles for spots or stripes, and the corresponding
output patterns are plotted above them. The luminances of the various patterns are different, but the ratios of the
[uminances of all the stripes to their backgrounds is the same, 2:1. The output patterns get narrower for the
stimuli of higher luminance, but the peak and trough amplitudes are all identical.

tensities on the two sides of an edge and not at
all on the actual levels themselves.

Now what does that mean? It means that a
visual system with IDS would obey that most
venerable of psychophysical laws, Weber’s law.
Weber's law, when applied to luminance, says
that the detectability of a test spot depends only
on the ratio of the luminance of the spot to the
luminance of the background, that is, Delta I
over | is constant at threshold. For an IDS
system, the only difference between a field with-
out a test spot, that is, a uniform field, and a
field with a test spot, is those peaks and troughs
in the output that you see corresponding to the
edges of the stripes in Fig. 10. So if the rest of
the human system is to decide whether or not a
test spot is present, and all it has to base its
judgment on is those peaks and troughs, then it
would say that a test spot was present if the
peaks or troughs were just big enough to detect.
And because the heights of the peaks and
troughs depend only on the ratio of the two
intensities, all these patterns would be equally
detectable, so an IDS system would have to obey
Weber's law.

.The lateral inhibition model makes a very
different prediction. It, or any other linear
model, says that the detectability would have to
depend on the difference between the lumi-
hances on the two sides of the edge, not on their
fatio, so the stripes at the right in Fig. 10 would
be easiest to detect and the ones at the left, the
hardest. [n other words, Weber’s law would not
hold. To fix that problem, people as far back as

echqer have suggested that the receptors may
contain some mechanism such that their signal
18 not directly proportional to the light falling
?l:letlil’elfr,l, but proportional to the logarithm of
W blg’ t. A mechamsm like _that would give

eber’s law, and if the lateral inhibition theory

is modified by assuming that the receptors do a
log transformation, then it also predicts that the
heights of all the peaks and troughs in Fig. 10
would be equal. However, that still is not enough
of a modification to the inhibition theory to
explain several of the other phenomena that are
correctly predicted by the IDS theory, like the
shift in the contrast sensitivity curve shown in
Fig. 8.

Weber’s law is important in the science of
vision, but a closely related phenomenon, bright-
ness constancy, strongly affects what we see all
the time. Think again about the retinal images
represented in Fig. 10. Each curve represents an
edge, the luminances change from one edge to
another, and the ratios of the luminances on the
two sides of the edges are all the same. What
that set of input patterns represents, in terms
of the real world, is this: Suppose you look at an
object with some reflectance, say it reflects 50%
of the light falling on it, and the object is on a
background that reflects less, say half as much—
25% of the incident light. (The stripe in Fig. 11
reflects about 50% of the incident light and its
background about 25% so if you view Fig. 11
from far enough away that you can’t see the fine
stripes that it is made of, it is an example of
such an object.) The retinal image of some re-
gion at the edge of the object will be a step
between luminances with a ratio of 2:1. Now
suppose you are looking at the object in sunlight
and then the sun goes behind a cloud, and so
the light incident on the object and its back-
ground drops by a factor of, say, 100. The inten-
sities of light reflected to the eye will then also
drop by 100-fold, and so the illuminances on the
two sides of the edge will both drop by 100-fold,
but, and this is the crucial thing, they will still
be in the ratio of 2:1. So in normal seeing, when
the illumination level changes, the illuminances
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Fig. 11

The average reflectance of the center stripe is twice that of its background. If you view this figur:

from far enough away (or with a poor enough spectacle correction) that the fine lines are not visible, and ther
change its illuminatton. the intensity profiles of its retinal images will correspond to those plotted in Fig. 10.

on the retina also change. but their ratios don't
change. The various input patterns in Fig. 10
then. represent an object with a reflectance twice
as great as its background, under four different
llumination levels,

If our visual systems actually responded to the
intensities of the retinal images. we would see
dramatic changes in the scene everv time the
lighting changed. but we don’t see anvthing like
that. When the sun goes behind a cloud. the
objects in the world don’t look much different.
even though their retinal images have changed
drasticallv. That perceptual phenomenon 1s
called brightness constancy, and it powerfully
affects what we see all the time. It 1s as 1f we
ignore the intensities of retinal images and
somehow see the reflectances of the objects di-
rectlv. or as though we somehow disregard the
illumination level.

Fig. 10 shows that an IDS visual system ac-
complishes exactly that. The amplitude of its
response does not depend at all on the actual
intensities in the image, but only on the ratios
ol intensities at edges. and those ratios don't

change when the illumination changes. They are
properties of the ohjects themselves. So if the
rest of the visual system judges the brightnesses
of objects on the basis of the amplitudes of the
rf‘\pnn\‘t\ of an IDS retina, it will show perfect

: l ITNess constancy,

At To emphasize, here, that all T have just
St Weber's law and brightness con-

stancy applies only to large targets with sharpl
tocused edges. It a target is very small. the [
model predicts that it will not obey Weber's law
That is evident in something I have alread:
talked about: the fact that acuity increases whet
the illumination increases is a violation of Wr
ber’s law. If Weber's law held for acuity target-
then thev would be equally detectable regardles-
of illumination, because the ratio of the refle
tance ot the target and its background does ne
change when the illumination changes. So I|h‘
IDS model predicts that Weber’s Taw shoult
hreak down for very small objects and the ps
chophysical results agree.

The IDS model also predicts that Weber's i
should break down for targets that are defocuser
or have blurred rather than sharp edges, and |
have not vet been able to find out whether
<111§l)1)<1) has done that experiment. Similark

the 1S model predicts that brightness con
stancy should not hold for very small or b
hlurred objects, and 1 don’t think anvhody b
tested that vet.

There is only one more set of phe snomena thy’
I want to talk about, namely light and dars
adaptation. Those terms are used in two subrh
different ways in visual science. Often. theyan
used to refer to the fact that visual sensitiv’s
changes over time after the light Jevel hos
changed. For instance, if we are sud(len]\ plavces
in a very dimly lighted room. we can see alme~’
nothing at first, and then we get more and mer
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sensitive as time passes. The way that change
in sensitivity happens over time is called dark
adaptation. The other way that the term is used
to refer not to the time course of these changes
in sensitivity, but to the process that goes on in
the visual system that causes the changes. The
IDS theory describes a process that would cause
the kinds of changes in sensitivity that are called
light and dark adaptation, as I will explain in a
minute. But the theory, so far, does not say
anything about the way the process proceeds
over time, so when I say “adaptation,” what I
will be referring to is the process that causes
changes in sensitivity, and I will not say any-
thing about how fast or slow the process might
be.

The result of the adaptation process is that,
when we are in dim light, we are more sensitive
than in bright light. What that really means is
this. If we are looking at a brightly lighted area
and a spot of light is added to it, we can only
detect the spot if its intensity is pretty high,
whereas if we are looking at a dimly lighted area,
we can detect a much dimmer added spot. Any
visual system that obeys Weber’s law will do
exactly that, and so any theory that explains the
process underlying Weber’s law will also neces-
sarily explain at least a major part of the proc-
esses of light and dark adaptation. In fact, We-
ber’s law really defines just how much light and
dark adaptation actually occur. And in that
sense, the IDS model explains light and dark
adaptation.

Let me put it another way. People working in
this area, especially physiologists, often refer to
adaptation as a process in which the gain of the
visual system is changed. Changing the gain of
asystem is equivalent to multiplying or dividing
the responses by some factor. One familiar ex-
ample is the volume control on a hi-fi system.
When you turn up the volume, you multiply all
Fhe loudnesses by some factor. Another example
i8 the pupil in the eye. When it dilates, it has
the effgct of multiplying all the intensities in
the retinal image by some factor, and that is a
change in gain. In fact, the action of the iris in
the eye is an example of a light- and dark-
adaptation mechanism, although one that has a
very limited range.

The IDS mechanism has an equivalent effect.
Ifthe light level illuminating a scene is doubled,
all of the intensities in the retinal image are
goilblec_i. If the pupil were then to shrink to one-
half of its former area, it would bring the retinal
lfmage Intensities back to where they were be-
e())l:‘:t?mi l?o the response of the retina would be
hed ngt Che sar:lle as. if the scene illumination
but some ang&}él . Qr if the pupil did not change,
contru] ofmec anism tgrne_d df)wn the vplume

the neural circuits in the retina so
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that they were all one-half as sensitive, it would
have the same result, and that is what physiol-
ogists suggest goes on in the retina during light
adaptation. That notion has always bothered me
because it seems very hard to think of a neural
mechanism that does multiplication or division,
and it is even harder to think of one that does
it in a way that depends on the retinal illumi-
nation level, so I was surprised to realize that
the IDS mechanism, even though it does not
have anything in it that seems to be doing any-
thing other than changing the spread of signals
and adding them up, does the same thing as a
process that would actually multiply or divide.
In other words, one way to describe the effect of
the IDS mechanism is to say that it changes the
retinal gain in inverse proportion to the illumi-
nance. It causes the kinds of changes we usually
call light and dark adaptation.

There is one complication here that I have to
mention. Dark adaptation is usually measured
by putting the subject in total darkness and then
measuring how intense a spot of light has to be,
against this totally dark background, in order to
be seen. That case, where the background has
zero light in it, is undefined in the IDS model.
That is, the model just does not make any pre-
diction then. But there is an idea that has been
around in vision for a long time, and expanded
and studied by people like Barlow, that, if added
to the IDS model, also lets it handle stimuli on
a dark background. That idea is called “dark
light.” Electrophysiological studies show that,
when the retina is healthy, its ganglion cells are
always active, even in total darkness. They may
fire faster in the light, but they still fire even in
darkness. As far as the brain is concerned, this
activity in the dark is not qualitatively any
different from the activity in light, and so it
probably has the same effects as activity due to
light, and it has been called by this weird name,
dark light.

If we assume that this activity affects the
retinal circuits the same way as the activity
generated by light, then the IDS model can deal
with targets presented on dark backgrounds,
because, although the light in the background
might be zero, the activity is not.

Barlow and some of his co-workers pointed
out that this dark light would have to interfere
with the detection of a target shown on a dark
background, and suggested that maybe the rea-
son that sensitivity increases over time in the
dark is because the amount of dark light de-
creases with time in the dark.'" If we incorporate
that idea into the IDS model, that is, if we
assume that dark light affects the retina just
like real light does and that, during dark adap-
tation, dark light declines in strength, then the
IDS model predicts exactly what happens during
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time in the dark. In fact, any model that includes
dark light as equivalent to real light and that
predicts Weber’s law will necessarily explain
dark adaptation.

To sum up, I have talked about several appar-
ently separate and complicated perceptual phe-
nomena—Mach bands, center-surround antag-
onism, the improvement in acuity as luminance
increases, Weber’s law, brightness constancy,
Ricco’s law, and light and dark adaptation. It
turns out that all of those phenomena would
necessarily occur if the retina contains one ex-
tremely simple mechanism, such that each re-
ceptor spreads its output over a region that is
inversely related to the intensity of light falling
on it. In that sense, the IDS theory is very
satisfying, because it simplifies our understand-
ing and view of the world.

Thank you again for this honor. I deeply
appreciate it.
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