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ABSTRACT OF THE DISSERTATION

Approximate and Bit-width Configurable Arithmetic Logic Unit Design for Deep Learning
Accelerator

By

Xiaoliang Chen

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Irvine, 2020

Professor Fadi J. Kurdahi, Chair

As key building blocks for digital signal processing, image processing and deep learning etc,

adders, multi-operand adders and multiply-accumulator unit (MAC) have drawn lots of at-

tention recently. Two popular ways to improve arithmetic logic unit (ALU) performance

and energy efficiency are approximate computing and precision scalable design. Approxi-

mate computing helps achieve better performance or energy efficiency by trading accuracy.

Precision scalable design provides the capability of allocating just-enough hardware resources

to meet the application requirements.

In this thesis, we first present a correlation aware predictor (CAP) based approximate adder,

which utilizes spatial-temporal correlation information of input streams to predict carry-in

signals for sub-block adders. CAP uses less prediction bits to reduce the overall adder delay.

For highly correlated input streams, we found that CAP can reduce adder delay by ∼23.33%

and save ∼15.9% area at the same error rate compared to prior works.

Inspired by the success of approximate multipliers using approximate compressors, we pro-

posed a pipelined approximate compressor based speculative multi-operand adder (AC-

MOA). All compressors are replaced with approximate ones to reduce the overall delay of

the bit-array reduction tree. An efficient error detection and correction block is designed to

x



compensate the errors with one extra cycle. Experimental results showed the proposed 8-bit

8-operand AC-MOA achieved 1.47X ∼ 1.66X speedup over conventional baseline design.

Recent research works on deep learning algorithms showed that bit-width can be reduced

without losing accuracy. To benefit from the fact that bit-width requirement varies across

deep learning applications, bit-width configurable designs can be used to improve hardware

efficiency. In this thesis a bit-width configurable MAC (BC-MAC) is proposed. BC-MAC

uses spatial-temporal approach to support variable precision requirements for both of activa-

tions and weights. The basic processing element (PE) of BC-MAC is a multi-operand adder.

Multiple multi-operand adders can be combined together to support input operands of any

precision. Bit-serial summation is used to accumulate partial addition results to perform

MAC operations. Booth encoding is employed to further boost the throughput. Synthesis

results on TSMC 16nm technology and simulation results show the proposed MAC achieves

higher area efficiency and energy efficiency than the state-of-the-art designs, making it a

promising ALU for deep learning accelerators.
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Chapter 1

Introduction

1.1 Motivation

High performance and energy efficient computing technologies are always needed for future.

With the development of semiconductor technologies, some computation intensive algorithms

and applications become popular. As an example, deep learning algorithms, which were

considered to be too computation intensive to realize, now gained lots of attentions due

to its unprecedented accuracy on many AI applications such as face recognition, image

classification, object detection, speech recognition and translation etc [1, 2]. The success

motivates people to explore computing technologies to achieve higher performance and energy

efficiency.

Approximate computing has become a well-known computing technique in recent years [3,

4, 5]. Recently many research works on applying approximate computing techniques to key

arithmetic logic units are published, including adders, multipliers, multi-operand adders,

multiply-accumulate unit etc [6, 7]. Approximate computing relies on the ability of many

systems and applications to tolerate some loss of quality or optimality in the computed result.
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The main idea is to exploit the inherent error resiliency or error tolerance of the system to

achieve energy efficiency, or trading accuracy with energy consumption. Such trade-off, in

most cases, is also associated with performance improvements like faster operations, area

reduction etc.

Bit-width scalable design is another direction to improve energy efficiency. Bit-width scal-

able design can allocate just enough hardware resources for computation. Many applications

may not necessarily need full precision. Run time configurable design provides the flexibility

to reallocate hardware resources and therefore improve overall computing efficiency. Deep

learning gained lots of attentions due to its unprecedented accuracy on many AI applica-

tions. The demands of high computations, mostly multiply-accumulate (MAC) operations,

and the need for high energy efficiency motivated designing dedicated hardware accelerators

to accommodate DNN computations. Recent research work shows that the bit-width of

MAC operations can be reduced without loss on accuracy [8]. While many research works

exploit high degree of parallelism at word level with fixed-bit-width design hardware accel-

erators supporting variable bit-width are introduced to benefit from the fact that bit-width

requirements varies significantly across applications and layers of DNNs [9].

As a result of these challenges and opportunities, arithmetic logic units need to be revisited

with new design techniques to pave the way for the need of emerging computation intensive

applications.

1.2 Organization and Contributions

Chapter 1 is introduction and organization.

In chapter 2, we focused on approximate adders and proposed new carry predictor to re-

duce error rate as well as latency for highly correlated input streams. We first studied the

2



correlations of real input streams as well as carry signals. Results showed that the corre-

lation information can be used to reduce the error rate and latency for carry prediction.

We proposed a Correlation Aware Predictor (CAP) utilizing correlation information of in-

put streams to predict carry-in signal value for sub-adders. Analysis and simulation results

showed that a CAP based approximate adder can reduce latency significantly for highly

correlated input streams compared with state-of-art approximate adders. We experimented

with a CAP based approximate adder processing 24-bit audio streams. Simulation results

show that the proposed approximate adder can significantly reduce latency and area for real

applications.

In chapter 3, we proposed an approximate compressor based pipelined speculative multi-

operand adder (AC-MOA). All compressors are replaced with approximate ones to reduce

the overall delay of the bit-array reduction tree. A light error correction scheme is adopted

to cover the cases when error distance is 1 without stalling the pipeline. Otherwise an extra

cycle is required to correct the final results. To further improve the overall performance,

the proposed AC-MOA can operate in approximate mode when error correction signals of

the least significant bit-blocks are masked. We implemented an 8-bit 8-operand AC-MOA

in Verilog and synthesized with TSMC 16nm library. Simulation results show that the

proposed AC-MOA achieves 1.25X∼1.49X and 1.68X∼1.78X improvement on latency in

accurate mode and approximate mode respectively, compared with the conventional design.

In chapter 4, we present BC-MAC, a bit-width configurable MAC array which can be re-

configured at run time to match the precision requirements. BC-MAC uses spatial-temporal

approach to support variable precision requirements for both of activations and weights. The

basic processing element (PE) of BC-MAC is a multi-operand adder. Multiple PEs can be

combined together to support input operands of any precisions. Bit-serial summation is used

to accumulate partial addition results to perform MAC operations. In this way the acceler-

ator can save either hardware resources or execution cycles when the required bit-width is

3



reduced. Area overheads on reconfiguration logic are minimal compared with state-of-the-

art designs. Synthesis results on TSMC 16nm technology and simulation results show the

proposed MAC achieves higher area efficiency and energy efficiency than the state-of-the-art

designs, making it a promising ALU for deep learning accelerators.

Conclusion and future work are presented in chapter 5.

4



Chapter 2

Low Latency Approximate Adder for

Highly Correlated Input Streams

As a key arithmetic component, approximate addition [3, 4, 5] has drawn lots of attentions

recently and many approximate adders have been proposed and studied [10, 11, 12, 13, 14,

15]. Most approximate adders are composed of multiple sub-adders and long carry chains

are split to reduce latency, thus benefiting from the fact that carry propagation across long

carry chains is rare for uniformly distributed inputs. One key tradeoff of these approximate

adders is between latency and error rate. The more prediction bits are used, the lower is

the error rate, but the latency is longer. However, the assumption that input streams follow

a uniform distribution is not always true. As pointed out in [16], multimedia signals like

music have signal distributions that are closer to Gaussian shape, and therefore addition

error probability can be very different compared with the uniform case.

To show the importance of input characteristics, we take a counter as an example. For an

8-bit counter with two 4-bit sub-adders, the upper sub-adder’s carry-in signal is predicted

by the lower neighboring bits. If the counter increments by 1 in each cycle, the carry-in

5



signal for upper sub-adder is 1 only when lower sub-adder counts to 15, otherwise it’s always

0. The actual error rate is 6.25% if the carry input is tied to 0. However, if we assume

uniformly distributed signal values, the error rate would be 46.8% according to [12] when

the number of prediction bits is 0. This example clearly shows that input distribution has a

strong impact on error rate. Uniform distribution assumption is insufficient and may incur

over/under design for real applications [16].

We propose new carry predictor to reduce error rate as well as latency for highly correlated

input streams. Our major contributions are as follows:

1. We study correlations of real input streams as well as carry signals. We show that

correlation information can be used to reduce the error rate and latency for carry

prediction.

2. We propose a Correlation Aware Predictor (CAP) utilizing correlation information of

input streams to predict carry-in signal value for sub-adders. Analysis and simulation

results show that a CAP based approximate adder can reduce latency significantly for

highly correlated input streams compared with state-of-art approximate adders.

3. We experimented with a CAP based approximate adder processing 24-bit audio streams.

Simulation results show that the proposed approximate adder can significantly reduce

latency and area for real applications.

The rest of the chapter is organized as follows. In Section 2.1, we present background infor-

mation on approximate adders and related work in the area is reviewed; Section 2.2 presents

our study of correlations of input streams and carry-out signals; Section 2.3 capitalizes on

the correlation study results to introduce the proposed correlation-aware predictor (CAP)

and compared the performance with previous work; Section 2.4 reports the experimental

results of proposed adder for 24-bit audio signal processing; Section 2.5 is the conclusion.
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2.1 Background

In this section, we review the basics of approximate adders including basic structures, er-

ror conditions, and error detection and correction mechanisms. Without loss of generality,

we will examine the Generic Accuracy configurable adder (GeAr) [15] as a representative

approximate adder design in more detail.

2.1.1 Block-based Approximate Adders

Most block-based approximate adder designs are designed by utilizing the fact that carry

propagation across long carry chains is rare. This implies that breaking long carry chain

doesn’t induce errors frequently. In many designs, a long addition is divided into smaller

sub-adders which are executed in parallel. Therefore the longest carry propagation chain is

related to the size of sub-adders.

Figure 2.1 illustrates the circuit structures of group adders in GeAr. A GeAr adder can be

completely defined by three parameters (N, R, P) where

� N: the length of operands to be added

� R: the number of result bits contributing to final sum

� P: the number of prediction bits of each block adder

GeAr adder uses K (R+P)-bit sub-adders in parallel to perform the approximate addition

and K can be calculated by

K =
N −R− P

R
+ 1 (2.1)

7



Figure 2.1: Block diagram of GeAr adder

Figure 2.2: Error Detection Unit

Compared to an N-bit adder, the delay is significantly reduced since the longest carry prop-

agation is no more than (R+P) bits. The fewer predictive bits are used, the shorter is the

delay.

2.1.2 Error Condition

From the approximate adder model, it’s easy to figure out that the approximate adder has

errors when for any of sub-adders k(0 ≤ k ≤ N), the carry-in signal is mispredicted. An

error occurs in an individual sub-adder when both of the following conditions occur:

1. The carry-in of sub-adder k is 1, not 0;

8



2. All P predictive bits of sub-adder k propagate carry-in

For each bit i (0 ≤ i ≤ N − 1) in the adder, carry generation, kill and propagation signals

are defined as

� gi: gi = 1 if both operands are 1 at position i;

� ki: ki = 1 if both operands are 0 at position i;

� pi: pi = 1 if two operands differ at position i.

Similarly, for a group of input bits range from i to j, group carry generation, kill and

propagation can be defined as

� G(i : j) : G(i : j) = 1 if carry-out of group inputs (i : j) is 1

� K(i : j) : K(i : j) = 1 if carry-out of group inputs (i : j) is 0

� P (i : j) : P (i : j) = 1 if for every bit k in (i : j) pk is 1

With the above definition, the error condition can be presented as

1. G(k−1)R =1 and

2. P ((k − 1)R : (k − 1)R + P ) = p(k−1)R+1*p(k−1)R+2 . . . p(k−1)R+P = 1

Many research works [15, 17, 18] reported approximate adder error rate under uniformly

distributed inputs. Generally, the more prediction bits are used, the lower is the error rate,

but the longer is the adder delay.

9



2.1.3 Error Detection and Correction

For each group addition, the error detection circuit compares the carryout value from the

previous window with the carry-out value generated by the predictor, as shown in Figure

2.2. If the circuit detects a mismatch between these two values in any of the group adders,

it means that the predictor of the group adder fails to predict the correct carry-in value.

Thus the final result will be wrong and error detection circuit will flag an error. Otherwise

the result is guaranteed to be correct.

2.1.4 Related Work

In [10] the Almost Correct Adder (ACA-I) is proposed where R=1. The Error Tolerant

Adder Type II (ETA-II), proposed in [11], is the case that R=P. In Accuracy Configurable

Approximate Adder (ACAA) [13], can be configured at runtime to achieve different accuracy

levels. In [14], a reconfigurable approximate adder is proposed and computation quality

degrades gracefully. In [19] the author proposed correlation-aware speculative adder (CASA)

based on the observation there is a high chance that carry-in to groups adder equals 1 when

xor(msb) =1. In [20] the author proposed history aware adder by exploiting the temporal

operand correlation of each instruction location. In [15], the author proposed a low-latency

Generic Accuracy Configurable Adder (GeAr) , which is a general model covering larger

design space. Since the GeAr topology is configurable and covers both of ETA-II and ACAA

as special cases , in this paper, without lack of generality, we will use GeAr approximate

adders as baseline design.

10



2.2 Study of Correlated Input Streams

In this section, we study correlations of real input streams as well as carry-in signal correla-

tions.

2.2.1 Correlations of Input Streams

In digital signal processing, random signals with uniform distribution are often considered as

white noise. Real signals typically have certain correlations. Correlations of input streams

can be classified as spatial correlation and temporal correlation. To better explain input

stream correlations, we use a 20s pop song with 24-bit in 2’s complement encoding as an

example [21]. Figure 2.3(a) is the signal waveform and figure 2.3(b) is the histogram of the

signal which is close to a Gaussian distribution.

1. Spatial correlation Spatial correlation measures the similarity of switching behav-

ior between neighboring bits. As shown in Figure 2.3(b), the input signal follows a

zero-mean Gaussian distribution with a standard deviation of 0.022. Small deviation

indicates that the range of input signal is limited and there are fewer “active” bits.

Figure 2.3(c) shows the switching probability of audio signal for each bit. While lower

bits have high switching activity and behave like random signals, the switching prob-

abilities of upper bits switch much less often. Besides, neighboring bits usually have

similar switching probability. For example, switching probabilities of the most signifi-

cant 8 bits are less than 6% and for MSB, it is only 1.66%. In contrast, the switching

probabilities of the lowest 10 bits are 50%. We refer to this similarity of switching

behavior between neighboring bits as spatial correlation. In this case, the upper bits

have higher spatial correlation than lower bits.

2. Temporal correlation Temporal correlation of a signal measures the deviation of
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differences between two successive inputs. Fig 2.3(d) is the histogram of differences of

consecutive inputs. Results show that differences between consecutive inputs are very

small and follow a Gaussian distribution whose is 0 and standard deviation is 0.0013,

which is much smaller than the input signal’s standard deviation (0.022). Another

observation is the signs of differences don’t change frequently. This is due to the fact

that low frequency components are dominant and signal value switches from increasing

to decreasing (or vice versa) are infrequent.

2.2.2 Correlations of Carry Signals

Given the observation that spatial and temporal correlations do exist in real input streams

especially for MSBs, we hypothesize there is a high probablility that internal carry value keeps

unchanged for additions (or substractions) on highly correlated input streams. Consider

addition operations on two correlated input streams, at0 + bt0 and at1 + bt1. If ∆a and ∆b are

small, only the lower bits of input operands switch and carry-in value of upper sub-adders

rarely changes. These additions only impact internal carries of sub-adder for LSBs. Another

case is signed subtraction on delayed signal, at1 − at0, at2 − at1. When the input stream

keeps increasing (or decreasing), the signs of subtraction results don’t change hence internal

carry value doesn’t switch. Figure 2.4(a) and Figure 2.4(b) show the probability that xor

results of successive carry-in signals of each bit for unsigned addition and signed subtraction,

respectively. For MSBs, there is a strong correlation between successive carry signal values.

For LSBs, the correlation is weak. The temporal correlation of carry signals motivates us to

exploit the correlations in carry prediction.
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(a) Audio signal waveform (b) Histogram of audio signal

(c) Input switching probability at dif-
fernt bit position

(d) Histogram of differences between
successive inputs

Figure 2.3: Input signal characteristics

(a) Carry signal bit switching probabil-
ity of addition operation

(b) Carry signal bit switching probabil-
ity of subtraction operation

Figure 2.4: Carry signal characteristics

13



2.3 CAP Based Approximate Adder Design

In this section, we present the design of correlation aware predictor (CAP) based approximate

adder and evaluate its performance. CAP is an extension to existing carry-in predictors such

as GeAr [15], which is considered as baseline design for comparison.

2.3.1 CAP Based Approximate Adder

We proposed correlation aware predictor (CAP) as shown in Fig. 2.5 which is a mux based

predictor. Control signals are group generate (G) and kill (K) results from prediction block.

Predicted carry-in gives correct value when G (or K) is 1. When the value of both of G and

K are zero, an estimated value is needs since predictive bits are not sufficient to get correct

value. In most existing predictors such as GeAr, the estimated value is fixed at zero. To

reduce error rate and latency, CAP uses a flip-flop to store the carry-in result of the prior

operation, which can be used as estimated value in this case. As discussed in section III,

the prior result could be a better guess for strongly correlated bits of highly correlated input

streams. The error detection and correction mechanism of the CAP based approximate adder

is similar to GeAr [15]. Fig. 2.6 shows the structural diagram of CAP based approximate

adder. For each carry predictor, a XOR gate is used to compare predicted carry-in with the

carry-out of neighboring sub-adder. Once a mismatch is found, the error detection circuit

will flag an error and extra cycles are needed to correct the output. Flip-flops storing prior

results will also be updated. The result is considered to be correct as long as no mismatch

is detected.
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Figure 2.5: Implementation of correlation aware predictor

Figure 2.6: Diagram of CAP based approximate adder
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2.3.2 Error Rate Analysis

To verify the effectiveness of CAP, we analyze error rate for the following cases, including

1) unsigned addition under uniform distributed inputs 2) unsigned addition under spatial

correlated inputs and 3) signed subtraction under sine wave inputs.

Unsigned addition under uniformly distributed inputs

Although CAP is designed for highly correlated input streams, the performance is not de-

graded under uniformly distributed random inputs. In [15, 17, 18] the error probability of

GeAr adder for uniformly distributed inputs is discussed with the help of a complex model. In

[16] an approximate closed-form equation is proposed which can simplify error rate analysis.

Take an GeAr adder with configuration (N,R,P) as an example, there are K = (N − P )/R

sub-adders. The first sub-adder is accurate. For the rest sub-adders, error occurs when

1. G(KR− P − 1)==1

2. P(KR− P − 1 : KR− 1)==1.

Therefore the error probability of the kth sub-adder is approximately equal to 2−P+1 ∗ (1−

2−R). The overall error probability of aproximate adder is

ERuniform = 1− (1− 2−(p+1) ∗ (1− 2−R))K−1 (2.2)

The closed form equation implies that all predictors contribute to final error rate equally.

For CAP based approximate adders with the same configuration, the probability of condition

1 is the same. For the condition 2, error occurs when prior carry result is not the same as
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P = 1 P = 2 P = 3 P = 6 P = 8
GeAr 25.01% 12.6% 3.15% 0.77% 0.2%
CAP 24.67% 12.45% 3.23% 0.78% 0.18%

Table 2.1: Carry prediction error rate under uniform input distribution

carry state transition
Switch of input a

00 01 10 11

Switch of input b

00 KK KP PK PP
01 KP KG PP PG
10 PK PP GK GP
11 PP PG GP GG

Table 2.2: Carry-out state transition table

current value which can be expressed as

XOR(carry(t− 1), carry(t)) == 1

The probability is also 1/2 since correlation of successive carry values is 0 under uniformly

distributed inputs. The overall error rate of CAP based on approximate adder is the same as

GeAr under uniformly distributed inputs. Table I shows the error rate of a carry predictor

with different number of prediction bits. For each case, we use 50000 random input vectors

for simulation. Results confirm that CAP based approximate adder is no worse than state-

of-art GeAr under uniformly distributed inputs.

Unsigned addition under switching activity biased inputs

To analyze the impact of spatial correlation on CAP, we use switching activity biased inputs

to calculate error rate. For each bit of spatially correlated signal, there are four switching

cases 00/11/01/10. For carry-out signal of each bit, there are 16 cases as shown in 2.2 where

G/P/K represent carry-out status. For example, when switches of inputs are a00 and b01,

carry-out state changes from K to P and the probability equals to prob(a00)*prob(b01).
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For GeAr, the probability of error condition 1 and 2 are the same as uniformly distribution

case when 0/1 appears evenly for all input bits. For CAP, the probability of error condition

2 is the same as GeAr which equals to 2−P , while the probability of error condition 1

XOR(carry(t− 1), carry(t)) == 1 depends on switching activity of carry bits. For the ith

bit, condition 1 is met when the group generation signal of [i−P−R : i−P ] under successive

input vectors changes, which can be expressed as

XOR(carry(i, t−1), carry(i, t)) = XOR(G(i−P−R : i−P, t−1), G(i−P−R : i−P, t)) (2.3)

Though there are nine possbile state transitions as shown in Table 2.2, only the following

three ay evaluate condition 2 to true. For transitions with ending state G/K, predictor

always give accurate carry values.

� GP: Prior carry-out is 1 and current state is P, current output will be 0 when G(i-P-

R:i-P-1)==0 which evaluates (2) to true.

� KP: Prior carry-out is 0 and current state is P, current output will be 1 when G(i-P-

R:i-P-1)==1 which evaluates (2) to true.

� PP: Both of prior state and current state is P, current output equals to XOR(G(i-P-

R:i-P-1,t-1),G(i-P-R:i-P-1,t)) and (2) is evaluated to true if the output is 1.

To simplify the notation, we define XORG as

XORG(i− P −R : i− P ) = XOR(G(i− P −R : i− P, t− 1), G(i− P −R : i− P, t))
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Equation 2.3 can be rewritten as

XORG(i− P −R : i− P ) = GPi−P ∗G(i− P −R : i− P − 1, t)

+ KPi−P ∗G(i− P −R : i− P − 1, t)

+ PPi−P ∗XORG(i− P −R : i− P − 1)

To simplify analysis, we assume that switching is unbiased so that

prob(01) = prob(10), prob(00) = prob(11)

Thus we have

prob(GPi) = prob(a10) ∗ prob(b11) + prob(a11) ∗ prob(b10)

= prob(a00) ∗ prob(b01) + prob(a01) ∗ prob(b00)

= prob(KPi)

The probability of condition (i) at location i can be simplified to

prob(XORG(i− P −R : i− P ))

= prob(GPi−P ) ∗ prob(G(i− P −R : i− P − 1, t) == 0)

+ prob(KPi−P ) ∗ prob(G(i− P −R : i− P − 1, t) == 1)

+ prob(PPi−P ) ∗ prob(XORG(i− P −R : i− P − 1))

= prob(GPi−P ) + prob(PPi−P ) ∗ prob(XORG(i− P −R : i− P − 1))

= prob(GPi−P ) + prob(PPi−P ∗GPi−P−1) + prob(PPi−P ∗ PPi−P−1 ∗GPi−P−2) + . . .

+ prob(PPi−P ∗ PPi−P−1 ∗ . . . ∗ PPi−P−R−1 ∗GPi−P−R)
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For sub-adder whose input bits showing high spatial correlation, we assume they have the

same state transition probability,

prob(GP ) = prob(GPi−P ) = . . . = prob(GPi− P −R),

prob(PP ) = prob(PPi−P ) = . . . = prob(PPi− P −R),

Then the equation can be represented as

prob(XORG(i− P −R : i− P )) = prob(GP ) ∗ (1− prob(PP )R)/(1− prob(PP ))

So the probability that CAP has an error at the ith bit is

prob(PP )P ∗ prob(GP ) ∗ 1− prob(PP )R

1− prob(PP )
(2.4)

Equation 2.4 shows that for input streams with high spatial correlation, the switching activi-

ties of prediction bits prob(GP) and prob(KP) are small, and prob(PP) is large, the error rate

of CAP can be greatly reduced. Equation 2.4 is the general form of calculating CAP carry-

out error. For uniformly distributed inputs, replacing prob(GP), prob(KP) and prob(PP)

with 0.25, 0.25 and 0.5 respectively, we get the same results in previous subsection.

To verify the analysis, we generate 32-bit highly correlated input signals with switching

probability of the kth bit equals to prob(k) = 0.5k, the LSB has the highest switching

activity and the MSB has the lowest switching activity. Figure 2.7 shows the error rate of

CAP predicted carry-out at bit 16 and bit 24 under highly correlated inputs. Simulation

results show the error rate of CAP is much smaller than GeAr.
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Figure 2.7: Error rate comparison under spatially correclated inputs

GeAr(32,8,6) CAP(32,6,2) Reduction
Delay(ns) 0.30 0.23 23.33%

Area(um2) 39.35 33.074 15.9%

Table 2.3: Synthesis Results of GeAr(32,8,6) and CAP(32,8,2)

Signed subtraction under sine wave inputs

Signed subtraction is a common operation in digital signal processing. In this case, we ana-

lyze the performance of CAP for signed subtraction. As mentioned in the previous section,

the signs of differences between consecutive inputs with strong temporal correlation seldom

change. Intuitively, signs of differences between consecutive inputs reflect the tendency of

signal changing, either increasing or decreasing. CAP can benefit a lot if signal frequency

is low. For example, for a sine wave input with signal frequency K1, sampling frequency

K2, signs of signal difference changes twice in K2/K1 operations so the error rate of CAP

is 2 ∗K1/K2.
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(a) GeAr(32,8) and CAP(32,8) area compasion with differnt number
of prediction bits

(b) GeAr(32,8) and CAP(32,8) delay comparison with differnt number
of prediction bits

Figure 2.8: CAP(32,8) and GeAr(32,8) synthesis results comparison

2.3.3 Synthesis Result

We implemented two 32-bit approximate adders (GeAr-based and CAP-based) in Verilog and

synthesized them using Synopsys Design Compiler with TSMC 16nm library. Both adders

have four 8-bit sub-adders. Figure 2.8 shows the area and latency results with different

predictive bits. With the same number of predictive bits, CAP consumes 12.5% more area

and has slightly higher delay when P > 4. However, CAP can achieve the same error rate
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with much less prediction bits for highly correlated input streams. As shown in Figure 2.8,

CAP with 2 predictive bits get the same error rate as GeAr with 6 predictive bits. Table 2.3

shows the corresponding latency, area and power results of GeAr(32,8,6) and CAP(32,8,2).

Based on Table 2.3, CAP is able to reduce latency by 23.33% and save as much as 15.9% in

silicon area.

2.4 Experimental Results

In this section, we experiment a 24-bit CAP based approximate adder and a GeAr adder for

interchannel decorrelation used in audio encoding standards FLAC [22] to reduce redundancy

and save bandwidth. Comparison results on delay, area and power are also reported.

Most of the existing approximate adders [11, 12, 13, 15] use fixed result bits R and predictive

bits P for all sub-adders since for uniform distributed inputs, the error rate is only decided

by the number of prediction bits. This may produce non-optimal design for non-uniformly

distributed inputs. To explore design space more efficiently, we implemented a procedure

which assigns just enough prediction bits for each sub-adder thus produce better design

in terms of latency and area. The procedure produced CAP based adder which can be

represented as

(N,P,R) = (24, [8, 6, 4, 6], [0, 2, 4, 1])

Note that previously we use (N,R, P ) to describe adder configuration which implies all

sub-adders have the same result bit R and predictive bits P . They become array with K

elements, where K is the number of sub-adders. The adder employs a hybrid prediction

scheme where the last predictor (where signal bits are highly correlated) is CAP based while

the other predictors (where signal bits are less correlated) are GeAr based. GeAr based
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GeAr(24,8,5) CAP(24,[8,6,4,6],[0,2,4,1]) Reduction
Delay(ns) 0.27 0.2 25.92%

Area(um2) 26.5 23.01 13.17%
Error Rate 7.57% 15.9% -110.03%

Effectiv Delay(ns) 0.2904 0.2318 20.18%

Table 2.4: Synthesis Results of GeAr(24,8,5) and CAP(24,[8,6,4,6],[0,2,4,1])

predictor suffers from high error rate when predicting for the last sub-adder. According to

[23], 99% of predicted errors can be fixed in two cycles and therefore effectiveness delay can

be estimated as (1+ER)*delay. To achieve the best effective delay, GeAr(24,8,5) is selected

for comparison.

Table 2.4 is the comparison results between GeAr(24,8,5) and CAP(24,[8,6,4,6],[0,2,4,1]) on

delay, area, error rate and effective delay. CAP based approximate adder consumes 13.17%

less in silicon area and reduces latency by 25.92% compared to GeAr. It’s interesting to note

though CAP has higher error rate, its effective delay is still lower than GeAr due to latency

reduction. By scaling supply voltage from 0.9V down to 0.71V so that CAP has the same

effective delay as GeAr, our simulation results show that 35% power saving can be achieved.

2.5 Conclusion

In this section, we first studied the spatial/temporal correlations existing in real input

streams as well as carry-in signals. For highly correlated input streams, we proposed cor-

relation aware predictor which unitizes correlation information to predict carry-in value to

reduce latency. Analysis and simulation results confirmed its effectiveness. Finally we im-

plemented a 24-bit CAP based approximate adder and demonstrated its usefulness for real

application.
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Chapter 3

Approximate Compressor based

Speculative Multi-Operand Adder

Multi-operand adder (MOA) is a basic block widely used in digital signal processing sys-

tems. Multiplier can be considered as a special case whose input bit-array is non-rectangular.

Recently many approximate multipliers are proposed to reduce the critical path delay by re-

placing the compressors on the timing critical paths with the approximate ones. However,

research works on approximate multi-operand adders with rectangular input bit-array are

rarely found to our knowledge. In this paper, we proposed an approximate compressor based

pipelined multi-operand adder (AC-MOA) macro-architecture with error recovery mecha-

nism. Approximate compressors (AC) are utilized in bit-array reduction tree to reduce the

overall delay and error detection and correction units are used to compensate the errors. A

light error correction scheme is adopted to cover the cases when error distance is 1 without

stalling the pipeline. Otherwise an extra cycle is required to correct the final results. To

further improve the overall performance, the proposed AC-MOA can operate in approxi-

mate mode when error correction signals of the least significant bit-blocks are masked. We

implemented an 8-bit 8-operand AC-MOA in Verilog and synthesized with TSMC 16nm
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library. Simulation results show that the proposed AC-MOA achieves 1.25X∼1.49X and

1.68X∼1.78X improvement on performance in accurate mode and approximate mode re-

spectively, compared with the conventional design. Synthesis results show the proposed

AC-MOA has the best area-efficiency and energy-efficiency.

3.1 Background

3.1.1 Multi-opereand Adder

A multi-operand adder performs additions for more than two operands. The input vectors

of multi-operand form a bit-array and reduction operation is needed to produce an output

bit-array with less number of bits. A carry propagation adder is used to calculate final results

until only 2 bit-vectors are left. [p:2] column compressors (also known as [p:2] adder), play

key roles on multi-operand adder design since all of them are on the critical timing paths.

Multi-operand adders can be implemented with adder tree or compressors. Recenet research

works on interpolation filter [24] and sum-of-product [25] show that compressor based multi-

operand adder has advantage on power dissipation over conventional adders from a state-of-

the-art synthesis tool. Therefore we will focus on compresssor based multi-operand adder.

Fig. 3.1 shows the input bit-array reduction process of an 8-bit 8-operate adder. In reduction

stage 1, two 4:2 compressors are used which reduce the bit-array into 4 rows. One 4:2

compressor is needed in reduction stage 2 to further reduce it into two rows. A final carry

propagate adder is used to calculate final results. As highlighted in Fig. 3.1, the critical path

of the multi-operand adder consists of ’bit-array reduction’ and ’final addition’. For high

performance applications, pipelines are used to split these two steps into two stages to reduce

critical path delay. Techniques on reducing the delay of carry-propagate adders (CPA) have

been well developed [26]. In this paper we assume final addition is not the bottle neck and
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Figure 3.1: Bit-array reduction process of a multi-operands adder with 8 operaends

focus on bit-array reduction stage only. For a pipelined 8-operand adder, the critical paths

of the bit-array reduction tree are the cascaded 4:2 compressors.

3.1.2 4:2 Compressor

As shown in Fig. 3.2a, a 4:2 compressor has five inputs and three outputs. Inputs x1, x2, x3, x4

and output sum are of the same weight, while output carry and Cout are of heavier weight

which would be passed to its upper neighboring bit. Cin is from the lower neighboring bit. A

classic implementation of 4:2 compressor is composed of two full adders connected in serial,

which can be described as follows:

Cout = (x1⊕ x2) ∧ x3 + (x1 ∧ x2)

sum = x1⊕ x2⊕ x3⊕ x4⊕ Cin

carry = (x1⊕ x2⊕ x3⊕ x4) ∧ Cin + (x1⊕ x2⊕ x3) ∧ x4

(3.1)
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(a) A 4:2 compressor

(b) Full-adder based 4:2 compressor

Figure 3.2: 4:2 compressor and the conventional implementation with full adders

Fig. 3.2b is the gate level schematic. An XOR gate has longer delay than AND and OR

gates with the same area [27]. It is clear that the critical path of 4:2 compressor consists

of 4 XOR gates [28]. It is worth mentioning that though some enhanced 4:2 compressors

with 3 XOR delay are proposed for ultra-low-voltage design [28], their actually delays under

normal voltage are close to the conventional design.

3.1.3 Approximate 4:2 Compressor

Approximate compressor (AC) uses simplified logic by modifying partial logic values in the

truth table in order to reduce delay, area and power consumption. Inevitably it introduces

errors in some cases. We present an implementation of 4:2 AC without using Cin and Cout

below as an example. With two outputs carry, sum, the proposed AC can only represents
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x1 x2 x3 x4 carry sum Err P (Err)
0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0
0 0 1 0 0 1 0 0
0 0 1 1 1 0 0 0
0 1 0 0 0 1 0 0
0 1 0 1 1 0 0 0
0 1 1 0 1 0 0 0
0 1 1 1 1 1 0 0
1 0 0 0 0 1 0 0
1 0 0 1 1 0 0 0
1 0 1 0 1 0 0 0
1 0 1 1 1 1 0 0
1 1 0 0 1 0 0 0
1 1 0 1 1 1 0 0
1 1 1 0 1 1 0 0
1 1 1 1 1 1 1 1/16

Table 3.1: Truth Table of The Proposed Approximate 4:2 Compressor

{0, 1, 2, 3}. An error is introduced when all four inputs are 1s. The value of carry and sum

are modified from ’0’ to ’1’ when all one inputs are 1. The error distance (ED) is reduced

to 1. The truth table of the proposed 4:2 AC is Table 3.1.

The logic expression of the proposed approximate 4:2 compressor can be described as

err = x1 ∧ x2 ∧ x3 ∧ x4

sum = (x1⊕ x2⊕ x3⊕ x4) + err

carry = (x1⊕ x2) ∧ (x3⊕ x4) + (x1 ∧ x2)⊕ (x3 ∧ x4) + err

(3.2)

The gate level schematic are shown in Figure 3.3. The critical path of the proposed AC

consists of 2 XOR gates and 1 OR gates, which is ∼35% shorter than conventional design

according to [27]. Assuming all inputs obtain uniform distribution, it produces errors in 1

out of 16 cases with error distance ED = 1.
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Figure 3.3: Gate level implementation of the proposed approximate 4:2 compressor

3.1.4 Related Work

Recently many approximate compressors were proposed [29, 30, 31, 32, 33] to build ap-

proximate multipliers. As explained in Section I, in almost all of the proposed designs, AC

introduced errors are ignored or only partially fixed and exact results are not guaranteed.

However, the runtime accuracy reconfigurability is a useful feature providing the flexibility

to tradeoff output quality with power and performance at run time. Besides, for general dig-

ital signal process systems, both of approximate and exact computation modes are needed

for applications with different accuracy requirement. A common approach to achieve this

feature is adding error detection and correction (EDC) units, which may consume extra area,

power or cycles when exact results are required [34]. [33] proposed dual-quality compressors

which can be configured at run time to switch between exact and approximate operating

modes. However, the error rate and area overhead are fairly large, preventing it from being

massively used in a system. [35] proposed a error detection and correction mechanism to fix

in-accurate compressor results which fits for the case when very limited ACs are used.
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3.2 Approximate Compressor based Speculative Multi-

operand Adder

The success of approximate compressor based multipliers motivated us to build multi-

operand adders with approximate compressors to reduce the delay of rectangular input bit-

array reduction tree. As shown in Fig. 3.1, a bit-array reduction tree has multiple critical

paths with the equal delays. The challenge is, replacing only part of the compressors with

approximate compressors won’t improve the overall performance significantly, while massive

replacements would introduce too many errors and produce unacceptable results. To resolve

this issue, we deployed error detection and correction (EDC) block to compensate the er-

rors. EDC block must be carefully designed to catch all potential errors without introducing

significant overhead.

To make EDC more efficient, we first consolidate all errors of the same bit-block and calculate

correction value for compensaton. At the same time, a ”light error correction” (LEC) value

with simplified logic is also generated to cover the most frequenct errors. When the LEC

value is the same as accurate one, it can be used to calculate exact results without losing

performance gains of approximations. The overall system performance can be significantly

improved when the miss rate of LEC is low.

Fig. 3.4 is the diagram of the proposed approximate compressor based pipelined multi-

operand adder (AC-MOA). It has multiple bit-blocks connected in serial to support input

operands with multiple bits. Bit-array reduction and final addition are split into different

stages. Optimized carry propagate adder (CPA) can be automated generated with commer-

cial logic synthesis tool under given constraints so the final addition is not the bottle neck.

In the proposed AC-MOA, approximate compressors are used in bit-array reduction tree to

generate Carry and Sun. EDC is used to generate error signal ERR and exact error com-

pensation value ECv to fix final results. The signal STALL is enabled to stall the pipeline
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Figure 3.4: Diagram of the proposed AC-MOA

when any of the bit-blocks require an extra cycle to correct errors with error distance greater

than one.

Figure 3.5 shows the bit-block diagram of the proposed AC-MOA with EDC. Each bit-block

consists of three major sub-blocks as described below.

3.2.1 Bit-array Reduction Tree with Approximate Compressors

Bit-array reduction tree consists lots of serially connected compressors. Multiple rows of

input vectors are reduced into two, Carry and Sum. The results are saved in flip-flops for

final addition. In the proposed design, the compressors are replaced with AC to reduce the

critical path delay. Error signals of ACs errk are passed to EDC block for further processing.
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Figure 3.5: Bit-block diagram of the proposed AC-MOA
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3.2.2 Error Detection and Correction Block

EDC takes error signals of ACs as input and generates the following outputs:

� ERR

ERR is error detection result indicating if any of the ACs of the bit-block generates

errors. It can be obtained by ”OR” all err signals from ACs. When there is no more

than 1 error in current bit-block, ’err’ can be used as correction value to fix final results.

This is an important feature to reduce penalty cycles since the probability that two or

more errors occur in the same cycle and the same bit-block is low.

� EC v

EC v is the error correction value for the current bit-block. It’s implemented by adding

all errors of the bit-block. It is worth mentioning that EC v results don’t need to be

generated within one clock cycle. When EC v is needed for correction, the pipeline

would be stalled for 1 extra cycle. This makes designing complex error compensation

possible since some err signals arrive late.

� EC en

EC en is error detection result indicating EC v should be used for compensation and

one extra cycle is needed. When there are more than one error in the current cycle,

EC en is enabled to request extra cycles for error correction. STALL is a global signal

and it’s enabled when any of the bit-blocks EC en is on. EDC should be designed to

reduce the probability of EC en == 1 so err can be used for error correction which

doesn’t incur penalty cycle.
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3.2.3 Carry Propagate Adder

Carry propagate adder calculates the summation of the reduced bit-vectors to get final

results. In the proposed design, error compensation results need to be added in this stage.

CPA results can be used as partial results by loading back as inputs of final addition to

support more operands. Various types of carry propagation adders can be used and a detailed

comparision is included in [25].

3.3 Implementation of an 8-Operands Pipelined AC-

MOA

We implemented an 8-bit 8-operand AC-MOA. Figure 3.6 shows the schematic diagram of

the proposed AC-MOA. The bit-blocks used at different bit positions are the same and only

the bit-blocks for 3 LSBs are shown here due to space limitation.

In each bit-block, the approximate bit-array reduction tree has three 4:2 approximate com-

pressors, which generates three error signals e1, e2, e3. A 3-input OR gate is used to generate

error detection result err. A 3:2 compressor is used to generate EC en indicating if there are

more than 1 error in this bit-block, which enables global signal STALL to stall the pipeline

for one extra cycle to correct final results with EC v. An adder is used to calculate accu-

rate compensation results EC v. Extra AND/OR gates are employed to reduce the error

probability of prob(e1 == 1) and prob(e2 == 1) without changing the final results.
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Figure 3.6: Schematic diagram of the proposed 8-operand AC-MOA
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Figure 3.7: Error probability under uniformly distributed inputs

3.3.1 Error Probability Analysis

Error probability determines the system performance since error correction may require extra

cycles to finish. The overhead is significant if the error probability is high. prob(EC en == 1)

is a key parameter for EDC design. Here is the analysis results on error probability of

proposed bit-block.

Assuming the input bit-array value obtains uniform distribution, then

P (EC en) = prob(EC en == 1) can be derived as following:

P (x1) = P (x2) = ... = P (x8) = 1/2
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The corresponding error probabilities of s1, s2, c1, c2, e1, e2 are

P (s1) = P (s2) = 9/16

P (c1) = P (c2) = 11/16

P (e1) = P (e2) = 1/16

As shown in Fig. 3.7, extra AND/OR gates are used to exchange signals values between

e1, e2 and c1, c2 to reduce potential ”1”s to EDC. To simplify error probability calculation,

we assume the internal signals are independent and the error probability can be calculated

as

P (s3) = P (s4) = P (c′1) + P (e1)− P (c′1) ∗ P (e1)

= 181/256

P (e1c) = P (e2c) = P (c′1) ∗ P (e1) = 11/256

P (e3) = P (s1) ∗ P (s2) ∗ P (s3) ∗ P (s4) ≈ 0.1582

P (err) = P (e1c) + P (e2c) + P (e3)

− P (e1c) ∗ P (e3) ∗ 2− P (e1c) ∗ P (e2c)

+ P (e1c) ∗ P (e2c) ∗ P (e3)

≈ 0.2207

P (EC en), the error probability that the error distance of the current bit-block is greater

than 1, can be calculated as

P (EC en) ≈ P (e1c) ∗ P (e2c)

+ P (e1c) ∗ P (e3|e1c == 1, e2c == 0)

+ P (e2c) ∗ P (e3|e1c == 0, e2c == 1)

≈ 0.0392
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For an 8-bit 8-operand AC-MOA, the probability of pipeline stalling P (STALL) is

P (STALL) ≈
7∑

k=1

Pk(EC en)

−
∑
p∈1∼7
q∈1∼7
p6=q

Pp(EC en) ∗ Pq(EC en)

≈ 24.36%

The error probability analysis results on single bit-block shows that most errors introduced

by ACs can be compensated since the occurence of multiple errors in a single cycle rarely

happens. Only 3.92% of the cases require extra cycle. However, the probability of stalling

pipelines increases fast when multiple bit-blocks are connected in serial. For 8-bit operands,

the overall P (STALL) is 24.36%, indicating 24.36% penalty cycles are used to correct the

final results with uniform distributed inputs. The proposed AC-MOA can achieve better

performance if the critical path can be reduced at least by 25%. One way to mitigate this

effect is to correct errors with penalty cycles for MSBs only, which would introduce errors

in LSBs.

3.3.2 Simulation Results

Previous error rate analysis is under the assumption that the input value obtains uniform

distribution, which may not be the case in real applications. In order to validate the effective-

ness of the proposed macro-architecture, we setup simulation environment in Matlab to get

error rate information with real applications. We apply Gaussian filtering and mean filtering

with 3x3 kernels on images for evaluation. We assume multiplications are implemented using

precise components and the proposed AC-MOA is used for the additions only.

Table 3.2 shows the simulation results, including
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Operations P (err) P (EC en) P (STALL)
Gaussian filtering on image 15.54% 5.19% 30.28%
Mean filtering on image 30.89% 8.87% 43.61%
Mean filtering on random inputs 21.49% 3.33% 20.48%
Average 22.63% 5.79% 31.45%

Table 3.2: Simulated Error Rate Results in Real Applications

� P (err): the probability that an error occurs at EDC level

� P (EC en): the probability that extra cycle is needed at EDC level

� P (STALL): the probability that AC-MOA stalls pipeline for error correction

From the simulation results, we find that distribution of input values has a significantly

impact on the overall performance due to data correlations. The error probability of mean

filtering on random inputs is close to our analysis result. However, mean filtering operation

on images showed much higher error rate. The reason is that many of the input value of

neighboring pixels are very close, causing high P (err) on some bit-blocks since all of the

input values are 1 at that bit position, which results in frequent pipeline stalling at top level.

3.3.3 Synthesis Results

We implemented the proposed 8-operands pipelined AC-MOA in Verilog and synthesized

with TSMC 16nm library. Accurate 4:2 compressor based pipelined 8-bit 8-operands adders

are also implemented for comparison. We generated low performance (LP), medium perfor-

mance (MP) and high performance (HP) versions under different constraints with commercial

synthesis tool. LP design consumes the least area and is considered as the baseline design

for comparison.

Table 3.3 shows the synthesis results. Compared with the LP design, the high performance

implementation (HP Design) consumes ∼60% more area and 10X power to get 50% per-
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Design Delay(ns) Area(um2) Power(mW)
LP Design 0.18 112.4952 0.1289
MP Design 0.14 141.1782 0.9017
HP Design 0.10 179.1852 1.4489
Proposed AC-MOA 0.10 136.9014 0.1355

Table 3.3: Synthesis results of 8-bit 8-operand multi-operand adders

Figure 3.8: Area breakdown of the proposed 8-bit 8-operand AC-MOA
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Figure 3.9: Area-delay-product and Power-delay-product comparison results

formance improvement. Our proposed AC-MOA achieves this target with 20% more area

and 5% more power. Fig. 3.8 shows the area breakdown of the proposed 8-bit 8-operand

AC-MOA. The area overhead of EDC is 12%.

We also calculate the Area-Delay-Product (ADP) and Power-Deay-Product (PDP) of differ-

ent designs to compare their area and energy efficiency. To make fair comparisons, we assume

the probability of stalling the pipeline is 31.45%, thus the effective delay of the proposed
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AC-MOA is

Teff = Tclk ∗ (1 + prob(STALL)) = 0.13145

Fig. 3.9 shows the ADP and PDP comparison results. The ADP of all 4 designs are close

indicating they have comparable area efficiency. HP design and the proposed AC-MOA

get lower ADP due to the improvement on delay. In terms of PDP, we saw 8X differences

across the designs. While the proposed AC-MOA and LP design maintain low PDP ranging

from 0.018∼0.023, the PDP of MP design and HP design are almost one order higher from

0.126∼0.145. The results clearly show that the energy overhead of gate sizing is significant.

Approximate results are acceptable for error-tolerant applications. Without introducing

significant errors in final results, the proposed AC-MOA can be switched to approximate

mode by masking EC en of LSB bit-blocks to reduce the probability of pipeline stalling thus

improve performance. To explore the performance of the proposed AC-MOA in approximate

mode, we conducted experiment to mask 0∼5 EC en signals. Mode 0 represents the exact

mode and mode 5 has the most number of errors. Three operations are evaluated in different

approximate modes. Mean error distance (MED) is used to reflect the error level. Table 3.4

shows the simulation results. When more EC en signals are masked, mean error distance

gets larger, the probability of pipeline stalling is reduced and the overall performance is

improved. Simulation results showed the proposed AC-MOA can achieve 1.68X ∼ 1.78X

speedup over the conventional design in approximate mode.

Based on the results, we can conclude that improving the performance of multi-operand

adders with accurate logic representation is difficult since gate sizing seems to be the only

way. Gating sizing does not only requires more area, the overhead on energy consumption is

significant since extra effort is needed to drive large size transistors. Approximate computing

is an effective way to improve overall performance. Low cost EDC can be used to effectively
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Gaussian Filtering on Images
Appx Mode 0 1 2 3 4 5
P(STALL) 0.303 0.278 0.209 0.160 0.049 0.001

MED 0 2.15 4.76 7.24 17.13 21.43
Teff 0.130 0.127 0.121 0.116 0.105 0.101

Speedup 1.38 1.41 1.49 1.55 1.71 1.78

Mean Filtering on Images
Appx Mode 0 1 2 3 4 5
P(STALL) 0.436 0.415 0.393 0.270 0.206 0.069

MED 0 2.161 3.367 11.303 16.446 34.775
Teff 0.144 0.141 0.139 0.127 0.121 0.107

Speedup 1.25 1.27 1.29 1.41 1.49 1.68

Mean Filtering on Random Inputs
Appx Mode 0 1 2 3 4 5
P(STALL) 0.205 0.178 0.151 0.122 0.094 0.065

MED 0 2.11 3.21 5.14 8.26 13.77
Teff 0.120 0.118 0.115 0.112 0.109 0.106

Speedup 1.49 1.52 1.56 1.60 1.64 1.69

Table 3.4: Simulation results in approximate mode

reduce the penalty cycles. The proposed AC-MOA helps reduce the overall effective delay

and the area and power overhead on error detection and correction units are marginal.

3.4 Conclusion

In this chapter, we reviewed the conventional design of multi-operand adder and 4:2 compres-

sors. Motivated by the success of approximate compressor based multipliers, we proposed

AC-MOA, an approximate compressor based hardware macro-architecture for multi-operand

adder design. The critical paths of input bit-array reduction tree can be greatly reduced with

approximate compressors and error detection and compensation blocks are used to correct

errors introduced by AC. We implemented an 8-bit 8-operand AC-MOA and synthesis in

TSMC 16nm. Simulation results showed it can achieve 1.25X∼1.49X and 1.68X∼1.78X per-

formance improvement in accurate mode and approximate mode respectively compared with
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the conventional design. Synthesis results show the proposed AC-MOA has the best area

efficiency and energy efficiency.
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Chapter 4

Bit-Width Configurable MAC for

Deep Learning Accelerator

Deep learning gained lots of attentions due to its unprecedented accuracy on many AI ap-

plications such as face recognition, image classification, object detection, speech recognition

and translation etc [1, 2]. The demands of high computations, mostly multiply-accumulate

(MAC) operations, and the need for high energy efficiency motivated designing dedicated

hardware accelerators to accommodate DNN computations. Recent research work shows

that the bit-width of MAC operations can be reduced without loss on accuracy [8]. While

many research works exploit high degree of parallelism at word level with fixed-bit-width

design [36, 37, 38, 39, 40, 41], recently hardware accelerators supporting variable bit-width

[42, 43, 44, 45, 9, 46, 47] are introduced to benefit from the fact that bit-width require-

ments varies significantly across applications and layers of DNNs [9]. Bit-width scalable

(also known as precision-scalable) hardware accelerators can allocate just enough processing

resources or execution cycles to meet the precision requirements, therefore improve overall

hardware efficiency.
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In this chapter, we present BC-MAC, a bit-width configurable MAC array which can be

reconfigured at run time to match the precision requirements. BC-MAC exploits bit-level

parallelism [48] and narrow datapaths for accumulation to improve hardware efficiency. The

basic processing element (PE) of BC-MAC is a pipelined multi-operand adder. Multiple PEs

can be combined together to support input operands of any precisions. Bit-serial summation

is used to accumulate partial addition results to perform MAC operations. In this way

the accelerator can save either hardware resources or execution cycles when the required

bit-width is reduced. Area overheads on reconfiguration logic are minimal compared with

state-of-the-art designs [9, 46, 47].

The remainder of this chapter is organized as follows. We first give a brief introduction on

deep learning networks and key operations. In section 4.1, several state-of-the-art bit-width

scalable DNN accelerators are reviewed. In section 4.2, we introduce the proposed bit-width

configurable MAC based deep learning accelerator. In section 4.3 simulation results and

comparison results with other designs are presented. Section 4.4 is the conclusion.

4.1 Background

4.1.1 Deep Neural Networks

DNN algorithm uses multiple computation layers to extract intermediate features and get

classified results [38]. Convolutional neural networks (CNN), as a common form of DNNs,

have multiple computation layers, including convolution layer (CONV), activation layer

(ACT), pooling layer (POOL), normalization layer (NORM) and fully connected layer (FC)

etc. CONV layers are used to extract features from low-level to high-level, and a couple of

FC layers to get classified results. Activation layers and normalization layers are applied in

the middle of CNN layers to introduce nonlinearity. POOL layers are inserted after each
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Figure 4.1: LeNet-5 Convolutional Neural Network Architecture

convolution layer to reduce the feature map size and help with overfitting problem.

LeNet-5 [49], which was one of the first CNN approaches proposed by Yann LeCun in 1989,

is a representative of the convolution neural network (CNN) for recognizing handwritten

digits and characters from pixel images with minimal preprocessing. As shown in Figure

4.1, LeNet-5 CNN architecture is made up of 7 layers, including 2 CONV layers, 2 POOL

layers and 3 FC layers. Layer C1 has 6 convolutional filters of 5x5 and layer C3 uses 16

convolutional filters of the same size. Layer S2 and S4 are pooling layers of 2x2, which are

used after CONV layers to reduce the dimensionality of intermediate feature maps. Three

FC layers are deployed to get classified results based on feature maps extracted from previous

layers.

Modern DNN models use very deep hierarchy of layers to achieve high accuracy. AlexNet

[50], the first CNN to win the ImageNet Challenge in 2012, has 5 CONV layers and 3 FC

layers. For CONV layers, the filter size ranges from 3x3 to 11x11 and the filter numbers are

from 96 to 384. VGG-16 [51], the runner up of the ILSVRC-2014, makes the improvement

over AlexNet by utilizing multiple stacked 3x3 filters. VGG-16 has 16 layers, consisting of

13 CONV layers and 3 FC layers. GoogLeNet [52], the winner of the ILSVRC-2014, has 22

layers with inception module. Different sized filters, including 1x1, 3x3 and 5x5, are used to

produce intermediate features at multiple scales to further improve accuracy. ResNet [53],
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the winner of the ILSVRC-2015, goes even deeper with 34 layers or more. The core idea of

ResNet is the introduction of ”identity shortcut connection” layer which skips one or more

weight layers to resolve the vanishing gradient problem during training. ResNet also uses

1x1 filters to reduce the number of weight parameters. A summary of popular DNNs with

detailed layer information can be found in [54]. The trends can be observed that the depth

of DNN models get deeper to achieve high accuracy and a wider range of filter shapes are

needed across CONV layers to keep network flexibility. Most computations of deep learning

algorithms would be placed on CONV layers due to the increasing number of CONV layers

and filters. Therefore efficient hardware implementations on CONV layers are increasingly

important for deep learning accelerators.

Another major form of DNN networks are recurrent neural networks (RNNs) [54]. Unlike

feedforward networks that all of the computations are performed on the outputs of a previ-

ous layer, RNNs have internal memory to store temporal information and allow long-term

dependencies to affect the output. RNNs and its popular variant, Long-Short-Term-Memory

(LSTM) networks, are widely used for applications such as natural language processing and

translation, where keeping a track of input history is important. The details of these models

won’t be reviewed since this thesis focuses on convolutional layers and full-connected layers.

However, the major computation in RNNs is still the weighted sum and the proposed MAC

can also be used for RNN accelerators.

4.1.2 Convolutional Neural Network Layers

In CONV layers, the major computation is high-dimensional convolution. Figure 4.2 demon-

strates the operation of a convolutional layer. Input feature maps (ifmaps) and output

feature maps (ofmaps) are 3D arrays. Both of them have multiple channels, each of which

is a 2D array of neurons. The dimensions of input feature maps is represented by (C,H,W ),
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Figure 4.2: Convolutional (CONV) Layer

where C is the number of channels and (H,W ) are the height and width of the 2D array

respectively. M groups of 3D convolution filters, denoted as W[0],W[1],...,W[M-1], are ap-

plied on the ifmaps to generate the ofmaps by calculating the inner product of each of

these M filters and a sub-array of 3D ifmaps of the same size. The dimensions of filters

are represented by (M ,C,R,S), where M equals to the channel number of ofmaps, C is

the channel number of ifmaps, and (R,S) defines the inner product sub-array sizes. The

convolutional filters slide across the ifmaps with a fixed stride U until the whole ifmaps

have been filtered. In addition, there is a 1-D bias that is added to the filtering results. The

M 2D output filtered results forms ofmaps which can be used as input for the next layer.

The dimensions of ofmaps are represented by (M ,E,F ), where M is the number of ofmaps

channels and (E,F ) are the height and width of the 2D array, which can be calculated as

E =
H −R

U
+ 1

F =
W − S

U
+ 1

(4.1)

With the definition in [38] where O, I, W, and B are the matrices of the ofmaps, ifmaps,

filters, and biases respectively. U is a given stride size. The computation of a CONV layer
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Figure 4.3: Fully-Connected (FC) Layer

can be defined as following:

O[u][x][y] = B[u] +
C−1∑
k=0

R−1∑
i=0

S−1∑
j=0

I[k][Ux + i][Uy + j] ∗W[u][k][i][j] (4.2)

Fully-connected layers are normally applied after the CONV layers to generate classified

results. Figure 4.3 shows the operation of FC layers. Similar to the CONV layers, FC layer

also applies filters on the ifmaps but the filters are of the same size as the ifmaps. Multiple

filters are applied to ifmaps to generate classified results. Therefore the FC layer can be

considered as a special case without weight sharing.

In addition to CONV and FC layers, CNNs also consist other layers such as the nonlinear,

pooling and normalization. Nonlinear functions, such as ReLU, Sigmoid etc, are typically

applied after CONV or FC layer to introduce nonlinearity. Pooling layer is used to reduce

dimensionality of feature maps and increase the robustness of neural network. Normaliza-

tion layers help improve accuracy by controlling the input distribution across layers. More

information on these layers can be found from [54]. These layers are out of the scope of the

thesis since they are not computation intensive and cannot be handled with MAC array.
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4.2 Overview of Prior Work

Many dedicated deep learning accelerators are proposed to run deep learning applications in

a more energy efficient way. This section provided an overview of prior work on deep learning

accelerators. DNNs require huge computations and the majority are multiply-accumulate

(MAC) operations. Deep learning accelerator (DLA) is essentially massive parallel multiply-

add accelerator. We first reviewed data-parallel designs which can be considered as baseline

designs for comparison. Then we overviewed some state-of-the-art bit-width precision scal-

able designs. Discussions on precision scalable design are included in the end of the section.

4.2.1 Data-Parallel Design

Diannao [39], is one of the earliest published deep learning accelerators with a data-parallel

engine, which is the de facto standard used for comparison in most accelerator studies [42, 47].

We consider a data-parallel engine similar to Diannao as baseline design. Figure 4.4 shows

the architecture that uses N-bit fixed-point input features and filters. Depending on the

network, the bit-width N can be 8 or 16. As shown in 4.4, each processing element PE

consists of multiple multipliers and a adder tree to perform 2-D convolution operations. A

final shift-adder is used to accumulate partial results. Multiple PEs can be deployed to

share activations. Every cycle each PE accepts multiple activations and the corresponding

weights. The activations are broadcast to all PEs. Each PE unit multiplies the activations

with its weights. An adder tree is used to calculate the summation of resulting products, and

accumulates the result into an output register that stores the partial output. The adder tree

helps reduce the cost of saving partial sum results compared with single MAC IPs, which

need to load and save partial sum for all multiply results, making adder-tree based IPs more

energy efficient.
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Figure 4.4: Data-parallel Baseline Architecture

Systolic MAC array is another popular architecture to accelerate 2-D convolutions [38, 9].

A PE usually consists of a multiplier and a final adder. All PEs are connected to their

neighbors from three directions: horizontal, vertical and diagonal. The whole MAC array

accepts multiple activations and weights from the boundary. Activations, weights and partial

sum results of each PE are passed to its neighbors from different three directions respectively

to save the IO bandwidth. The multipliers and adders are of fixed bit-width. Architectures

have an significant impact on memory access which is out of the scope of this thesis though.

4.2.2 Temporal Fusion and Spatial Fusion

Recent research works on DNN algorithm show that bit-width requirements of activations

and weights can be reduced with no loss of accuracy. The actual requirements varies signif-

icantly across DNNs for different individual layers [55, 56]. This provides an opportunity to

exploit bit-width configurable accelerrator for higher hardware efficiency. Precision-scalable

hardware accelerators allocate just enough processing resources or execution cycles to meet
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the bit-width requirement of individual layers, therefore improve hardware efficiency. What’s

more, fewer memory access is required if less bits are needed which further reduces power

consumption.

Two common approaches to realize variable bit-width designs are spatial fusion and temporal

fusion [9]. Prior works on precision scalable designs [9, 46? , 57, 47, 44, 45] use one or both

of them at different granularities. In this section we first take multiplier as an example to

briefly explain these two approaches. A review on state-of-the-art precision scalable deep

learning accelerators is also included.

Temporal Fusion

(a) Temporal fusion diagram of 4x4
multiplication

(b) Temporal fusion schematic of 4x4
multiplication

Figure 4.5: Temporal Fusion diagram and schematic of 4x4 multiplication

As shown in Figure 4.5(a), a 4x4 multiplier has three major stages: partial product generation

(PPG), partial product accumulation (PPA) and final addition (FA). Different fusion schemes

group partial products at different granularity or process them in different cycles. We found

fusion diagram is helpful to show the differences of various bit-width scalable designs. And

mapping a given fusion diagram to hardware schematics is straightforward. A fusion diagram

uses

54



1. rectangles with different colors to show if partial products are processed on the same

PE. Partial products in the same rectangle are assigned to the same PE and are

processed in the same cycle. Partial products belonging to different rectangles are

assigned to different PEs or are processed in different cycles. Shifters are needed to

align partial products bit-positions to calculate the summation results.

2. curved arrow to show if partial products are processed in the same cycle. A series of

curved arrows means multiple ’shift-add’ operations are needed to accumulate partial

products with partial sum results. Figure 4.5 shows a temporal fusion diagram and

schematic to calculate 4X4 multiplication results.

For the temporal design, the multiplier performs ’shift-add’ operations in multiple cycles to

get final results. For example, the temporal design requires 4 cycles to execute a 4-bit x

4-bit multiplication. Figure 4.5(b) is the hardware schematic. Compared to a fixed 4-bit

multiplier, the temporal design uses much smaller multiply units for PPG and PPA. However,

the hardware resources required for the FA (the shifter and the accumulator) depend on the

highest supported bit-width which is not scalable when less bit-width is needed. According

to [9], to support up to 16-bits using a temporal design, the shifter and the accumulator use

up around 90% of the area, which limits the benefits provided by this approach.

Spatial Fusion

Spatial fusion multiplier splits the 2D partial products array to multiple smaller bit-blocks

(of size 2x2 in this case) and combines them over a single cycle to execute either one 4-bit x

4-bit multiplication, two 4-bit x 2- bit multiplications, or four 2-bit x 2-bit multiplications.

Figure 4.6 shows the fusion diagram and schematic of a spatial multiplier that supports up to

4 bits for either of the two operands. Different from temporal design, the spatial multiplier

adds explicit shifters for each small bit-blocks. An adder tree is used to perform PPA. Each
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(a) Spatial fusion diagram of 4x4 mul-
tiplication

(b) Spatial fusion schematic of 4x4 mul-
tiplication

Figure 4.6: Spatial Fusion diagram and schematic of 4x4 multiplication

level of the shift-add tree consists of three shift-units and a four-input adder. Compared to a

4-bit fixed bit-width multiplier the spatial multiplier requires more area but delivers higher

performance when bit-width requirement is low.

4.2.3 Bit-width Scalable Design

Recently, many bit-width scalable hardware accelerators have been proposed for a variety of

neural networks enabling the optimization of power consumption and accuracy [7, 8, 10, 13,

14]. In this section, we reviewed some state-of-the-art designs with fusion diagrams.

Stripes [42] is a 1D bit-width scalable design supporting variable bit-width for activations

only. As shown in Figure 4.7, temporal fusion approach is used. An enhanced version,

called dstripes [57], can reduce the execution cycles on a finer granularity then a layer. In

UNPU [45], variable precision configurations are supported for weights only. As shown in

Figure 4.8, temporal fusion is adopted and a lookup-table is used to pre-calculate partial

sum results for reuse. As discussed before, 1D temporal design having bit-width flexibility

only for activations or weights, lead to limitation to choose optimal bit widths. And full

56



Figure 4.7: Stripes fusion diagram (1D Temporal Fusion)

Figure 4.8: UNPU fusion diagram (1D* Temporal Fusion)
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Figure 4.9: Loom fusion diagram (2D Temporal Fusion)

Figure 4.10: Bit-fusion fusion diagram (2D Spatial Fusion)
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Figure 4.11: Bit-blade fusion diagram (2D* Spatial Fusion)

bit-width is needed for FA which is a waste when low precision is needed. Loom [47] adopts

bit-serial multiplication to achieve the flexibility of bit widths. As shown in Figure 4.9,

2D temporal fusion is used to support variable bit-width for both of weight and activation.

However, it requires two level FA which requires much wider bit-width to store parital sum

results, which significantly decreases hardware efficiency. Bit Fusion [9] is a 2D spatial fusion

based bit-width scalable design. As shown in Figure 4.10, it performs multiplication with

variable bit-width by partitioning it into several 2-bit x 2-bit multiplications and then by

performing shift-addition operations. By doing so, it can always fully utilize all the sub-

multipliers. However, the shift-addition logic for the reconfigurable bit-width occupies large

area (67%) and consumes a lot of power (79%) [9]. Bit-Blade [46] reduces the overhead for

variable shift-addition using bitwise summation method, which has much smaller overhead

for shift-add logic compared to Bit Fusion. As shown in Figure 4.11, aligned 2-bit x 2-bit

bit-blocks from multiple multiplications are mapped to the same PE for processing, which

eliminates all of the shifters at 2x2 bit-block level. However, the overhead of supporting high

bit-width, 16-bit for example, is still significant.

Prior works on bit-width scalable designs showed that both of temporal fusion and spatial

fusion are effective ways to support various precision requirements. When the bit-width
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requirement can be reduced, temporal fusion helps save execution cycles while spatial fusion

saves hardware resources. However, the overhead of reconfiguration logic can offset the

benefits.

4.3 BC-MAC: Bit-width Configurable MAC for Deep

Learning Accelerator

In this section, we present Bit-width Configurable MAC which can be used to build deep

learning accelerators, which exploits both of spatial and temporal fusion approaches to save

hardware resources and execution cycles. We first explain the execution model with a sim-

plified diagram. Then we present the design considerations and implementation with details

from bit-block design to top level structure.

4.3.1 BC-MAC Execution Model

Figure 4.12 is the fusion diagram of the proposed BC-MAC, showing that the proposed

BC-MAC is a 2D bit-width scalable design with a spatial-temporal fusion approach. Spatial

fusion approach is used to support variable precisions of input feature maps. The input

partial products are split into groups of 4-bit and multiple aligned 4-bit partial product

blocks are allocated to a multi-operand adder to calculate partial sum results. 4-bit multi-

operand adders can be combined together to support input feature maps of wider bit-width.

Hardware resources can be saved when the input feature maps bit-width can be reduced.

Similar to Stripes, temporal fusion approach is used to accumulate partial sum results.

Depending on the bit-width of filters, the number shift-add operations can be saved when

the precision requirement is reduced. It’s worth mentioning that a ”narrow datapath” is used

at the final addition stage to accumulate partial sum results, only 3-bits more than input
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Figure 4.12: BC-MAC fusion diagram (Spatial-temporal fusion)

feature bit-width. This is for bit-width extension to accommodate addition of 8 operands.

The LSB of previous partial sum is always shifted out which keeps the final summation

bit-width unchanged.

Figure 4.13 is the diagram of a BC-MAC that consists of 4 MOAs. Each MOA has a config

signal to control if the neighboring MOA is combined to support wide input feature maps.

Here we explain how the proposed BC-MAC works.

1. Before processing, config bits are assigned to either ’0’ or ’1’ to match the precision

requirement of the input feature maps. Figure 4.14 shows three different configurations

to support input feature maps with different precisions, which are 4x4-bit, 2x8-bit

and 1x16bit respectively. If input feature maps bit-width is 4, all config bits are set

to ’0’ which means all signals from neighboring MOA are ignored. All MOAs work

independently to accumulate partial sum results. If input feature maps bit-width is

16, all config bit are set to ’1’ which enables all signals

2. At the same time, input feature buffer should be ready to provide 8 input feature maps

to MOAs. Sign extension is needed if the bit-width of input feature map is not multiple

of 4. Filter buffer should be ready to provide filter value.
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Figure 4.13: Diagram of the proposed BC-MAC

3. While keep input feature map unchanged, a fast clock is used to trigger filter buffer

to release 8-bit number at each cycle for partial sum accumulation. If the neighboring

config bit is set to 1, the ’cout’ results would be sent to the MOA on the left side, and

the final adder results will be shifted to the MOA on the right side for accumulation.

4.3.2 BC-MAC Implementation

As explained in the previous section, BC-MAC consists of multiple 4-bit 8-operands MOAs

which can be combined or split per precision requirement. In this section, we discuss the

detailed implementation from 1-bit 8:2 compressor tree, 4-bit bit-block, bit-plane and top

MAC architecture.

Figure 4.15 shows the schematic of 1-bit bit-block. It’s essentially a pipelined multi-operand

adder. The partial product reduction tree and the final summation are split into 2 stages.

An 8:2 compressor is used to reduce the partial products until only 2-bit results carry and

sum are obtained. As discussed in chapter 3, the critical path of compressor based reduction

tree is fixed. When multiple 1-bit bit-block are connected together to form wider MOA,
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(a) Configuration to support 4 x 4-bit MACs

(b) Configuration to support 2 x 8-bit MACs

(c) Configuration to support 1 x 16bit MAC

Figure 4.14: Configurations to support input features with different bit-widths
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Figure 4.15: bit-block schematic

there are no new timing critical paths coming out which make the structure very scalable to

support wide inputs. However, the timing critical path of final summation in pipeline stage

2, from ’cin’ to ’cout’, would get longer and eventually raise timing violations if too many

bit-blocks are connected together.

To resolve the critical timing path issue in FA, a 4-bit bit-block with carry lookahead logic

is designed to reduce the critical path delay for wide inputs. As shown in Figure 4.16, carry

lookahead block is added on the LSB side of 4-bit bit-block. There is also a config signal

IS LSB BLOCK to control ’cin’ selection depending on if it’s combined with neighboring

4-bit-block. Figure 4.17 shows that there are two potential critical timing paths: one path

from compressor tree which has a fixed delay, and another one from carry lookahead and

final addition. With the carry lookahead logic, the longest timing path to support 16-bit

input feature maps would be reduced from 16 ∗ TFA to 4 ∗ TFA + 3 ∗ Tcla, which is much

shorter, making BC-MAC scalable with spatial fusion approach.

To simplify the configuration and reduce control logic overhead, we proposed bit-plane which
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Figure 4.16: 4-bit-block schematic with carry lookahead logic
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Figure 4.17: Critical timing paths of 4-bit-block

Figure 4.18: Bit-plane of 4-bit-blocks
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Figure 4.19: Use multiple bit-planes to support wide input feature maps

is a parallel 2D 4-bit-block array. Each bit-plane has a ifmap and a weight. Similar to

Diannao tiles, both of the buffer data can be shared across 4-bit-blocks. As shown in Figure

4.18, the 4-bit-blocks within the same bit-plane share the same config value. No signal

connections exist in the same bit-plane. Multiple bit-planes can be combined together to

support wide input feature maps 4.19.

In summary, the proposed BC-MAC is based on 4-bit pipelined MOA. It adopts spatial-

temporal fusion approach to support variable bit-width requirements. The number of 4-

bit-blocks can be saved when input feature maps require less bits. Execution cycles can

be reduced when the precision requirement of filters are low. Compared with temporal

fusion designs which requires a final adder with full precision [42, 45], BC-MAC reduces

the overhead by using narrow datapath. Unlike adder tree based structure in spatial fusion

designs [9, 46], where sign extension logics are needed for the smallest 2x2 multipliers, BC-

MAC requires only one 4-bit-block for both of bit-width/sign extension which helps save
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Figure 4.20: Top level diagram of the deep learning accelerator

area when input feature map bit-width is wide. Beside, Booth encoding can be used to

boost MAC performance simply by replacing the input feature maps in activation buffer

with Booth encoded data.

4.3.3 Deep Learning Accelerator Architecture

To evaluate the performance and compare it with state-of-the-art designs, we integrated the

proposed BC-MAC into a deep learning accelerator. Figure 4.20 is the top level diagram of

the deep learning accelerator, which consists of 1 control block, 4 buffers (ifmap,ofmap,filters

and psum) and a 2D MAC array, which is similar to the design in [39, 47, 45].
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4.4 Experimental Results

4.4.1 Simulation Environment Setup

The proposed BC-MAC array was implemented in Verilog and synthesized in TSMC 16nm

technology. A version supporting Booth-encoding, BC-MAC-booth, was also implemented.

For comparison, we also implemented the MAC arrays used in other state-of-the-other designs

in Verilog and generated gate-level netlist. We developed a deep learning accelerator model

in Matlab for results validation. Matlab simulation data were saved as stimulus to drive

gate-level netlist simulation to get power information.

4.4.2 Comparison Methods and Results

To make fair comparison between designs with different fusion approaches, we use area-

efficiency method and energy-efficiency method instead of comparing peak performance or

energy consumption. Area efficiency indicates the performance under given silicon budget

(Mops/um2), while energy-efficiency evaluates the performance a MAC array can deliver

under given power constraint (Gops/mW ).

Figure 4.21 shows the area-efficiency comparason results under TSMC 16nm technologies.

Performances under different bit-width are scaled based on synthesis results. The area-

efficiencies of all bit-width scalable designs get higher except the baseline data-parallel design

Diannao. Bit-width scalable designs show great advantage over the fixed bit-width design

especially when the precision requirement is lower than 4. However, the advantages diminish

quickly when precision requirement get higher due to the overhead of reconfigurable logic at

low level. The proposed BC-MAC show advantages at the high precision requirement case

(8-bitx8-bit), mainly due to that area efficiency of the compressor tree structure over adder
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Figure 4.21: Area efficiency comparison results (Mops/um2)

tree [25, 24].

Figure 4.22 shows the energy-efficiency comparason results under different bit-width require-

ments. Similar to area-efficiency comparison results, the energy-efficiency of all bit-width

scalable designs get higher. However, the advantages over the fixed bit-width baseline design

are not significant. When the precision requirement is high, it’s not surprising to see the

fixed bit-width design gets highest energy efficiency since it is designed to work at 8bitx8bit

and the logic gates are fully in use. All bit-width scalable designs have lower energy effi-

ciency due to the overhead introduced by the reconfiguration logic. It’s worth mentioning

that designs using temporal fusion approach are not as energy efficient as spatial fusion

based designs, indicating the overhead introduced in final addition is significant. For the 2x2

case, Bit-Fusion shows highest energy efficiency since the smallest processing element is 2x2

multiplier. Bit-blade, the enhanced version 2D spatial fusion MAC, shows similar results

as Bit-Fusion. However, this becomes overhead when precision requirement increases. The

proposed BC-MAC achieves highest energy efficiency among all bit-width scalable designs

except the 2-bitx2-bit case, which shows it’s a promising ALU for deep learning accelerators.
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Figure 4.22: Energy efficiency comparison results (Gops/mW )

4.5 Conclusion

In this chapter, we presented a bit-width configurable MAC for deep learning accelerators.

We first introduced precision-scalable design uArch with spatial fusion and temporal fusion

approaches. Prior works are also reviewed. We proposed a multi-operand adder based MAC.

BC-MAC uses spatial-temporal approach to support variable precision requirements for both

of activations and weights. The bit-width can be reconfigureed at runtime to meet different

precision requirements. Experimental results showed the proposed BC-MAC achieved higher

area and energy efficiency than state-of-the-art designs.
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Chapter 5

Conclusions and Future Work

In this thesis, we have discussed implementations of key arithmetic logic units using ap-

proximate computing techniques, including adders, multi-operand adders. We also explored

bit-width scalable design techniques on multiply-accumulators for deep learning accelerators.

However there are some challenges that need to be addressed.

In chapter 2, we implemented a new carry predictor for the carry signal value based on the

correlation of input streams. Analysis and simulation results show that the latency of CAP

based approximate adder can be reduced significantly for highly correlated input streams.

We experimented with a CAP based approximate adder processing 24-bit audio streams.

Simulation results show that the proposed approximate adder can significantly reduce latency

and area for real applications. However, this structure is specific to an input stream with

known correlations. In the future, we can examine other sources of correlations, for example

structural correlations, and use the history based predictor to improve approximate adder

performance.

In chapter 3, an approximate compressor based multi-operand adder was proposed. All

compressors are replaced with approximate ones to reduce the overall latency. A light error
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detection and correction unit is used to compensate most of the errors without introducing

extra cycles. An error probability analysis to calculate MOA error rate with the proposed

approximate compressor was also presented. However, there is a lack of systematic and

automatic method to explore the results of other approximate compressors, which prevents

the exploration in large design space. In the future, a systematic program that can explore

new approximate compressors and MOA performance can be developed.

In chapter 4, we present BC-MAC, which can be reconfigured at run time to match the

precision requirements. BC-MAC uses spatial-temporal approach to support variable preci-

sion requirements for both of activations and weights. The basic processing element (PE) of

BC-MAC is a multi-operand adder. Multiple PEs can be combined together to support in-

put operands of any precisions. Bit-serial summation is used to accumulate partial addition

results to perform MAC operations. In this way the accelerator can save either hardware

resources or execution cycles when the required bit-width is reduced. In the future we can

implement a BC-MAC based deep learning accelerator and evaluate the performance at

system level.
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