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Recent years have witnessed the success of deep learning models such as convolutional

neural networks (ConvNets) for numerous vision tasks. However, ConvNets have a sig-

nificant limitation: they do not have effective internal structures to explicitly learn image

pairwise relations. This yields two fundamental bottlenecks for many vision problems of

label and map regression, as well as image reconstruction: (a) pixels of an image have

large amount of redundancies but cannot be efficiently utilized by ConvNets, which pre-

dict each of them independently, and (b) the convolutional operation cannot effectively

solve problems that rely on similarities of pixel pairs, e.g., image pixel propagation and

shape/mask refinement.

This thesis focuses on how to learn pairwise relations of image pixels under jointly,

end-to-end learnable neural networks. Specifically, this is achieved by two different ap-

proaches: (a) formulating the conditional random field (CRF) objective as a non-structured

objective that can be implemented via ConvNets as an additional loss, and (b) developing

spatial propagation based deep-learning-friendly structures that learn the pairwise relations

in an explicit manner.

In the first approach, we develop a novel multi-objective learning method that opti-

mizes a single unified deep convolutional network with two distinct non-structured loss
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functions: one encoding the unary label likelihoods and the other encoding the pairwise

label dependencies. We propose to apply this framework on face parsing, while experi-

ments on both LFW and Helen datasets demonstrate the additional pairwise loss signif-

icantly improves the labeling performance compared to a single loss ConvNet with the

same architecture.

In the second approach, we explore how to learn pairwise relations using spatial propa-

gation networks, instead of using additional loss functions. Unlike ConvNets, the propaga-

tion module is a spatially recurrent network with a linear transformation between adjacent

rows and columns. We propose two typical structures: a one-way connection using one-

dimensional propagation, and a three-way connection using two-dimensional propagation.

For both models, the linear weights are spatially variant output maps that can be learned

from any ConvNet. Since such modules are fully differentiable, they are flexible enough

to be inserted into any type of neural network. We prove that while both structures can

formulate global affinities, the one-way connection constructs a sparse matrix, and the

three-way forms a much denser one. While both structures demonstrate their effective-

ness over a wide range of vision problems, the three-way connection is more powerful

with challenging tasks (e.g., general object segmentation). We show that a well-learned

affinity can benefit numerous computer vision applications, including but not limited to

image filtering and denoising, pixel/color interpolation, face parsing, as well as general

semantic segmentation. Compared to graphical model base pairwise learning, the spatial

propagation network can be a good alternative in deep-learning based frameworks.
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Chapter 1

Introduction

1.1 Overview

Learning affinity with deep-learning frameworks is a challenging task. On one hand,

convolutional based network has a significant limitation: it does not have an effective in-

ternal structure to explicitly learn image pairwise relations. On the other hand, existing

pairwise learning frameworks, e.g., graphical models, are not efficient to be formulated

as a deep learning module. In this thesis, we focus on how to learn pairwise relations of

pixels under jointly, end-to-end learnable neural networks. This is achieved by two dif-

ferent directions: First, we formulate the conditional random field (CRF) objective as two

non-structured objectives that can be implemented via ConvNets with multiple losses, as

introduced in Chapter 3. Second, we develop spatial propagation based structures that are

capable of learning the pairwise relations explicitly. Such structures are fully differentiable

and can be inserted into any type of neural network as a jointly learning module. Specifi-

cally, Chapter 4 and 5 present two types of spatial propagation networks (SPNs) while both

utilize the one-way connections. Chapter 6 further extends the one-way connection to a

three-way connection, which substantially improves the capability of pairwise learning in

more complex vision tasks. We discuss the problem context and solutions respectively as

1
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follows.

1.2 Affinity Learning for Computer Vision Problems

An affinity matrix is a generic matrix that determines how close or similar two points

are in a space. In computer vision tasks, it is a weighted graph that regards each pixel as

a node, and connects each pair of pixels by an edge [88, 54, 53, 42]. The weight on that

edge should reflect the pairwise similarity with respect to different tasks. For example,

for low-level vision tasks such as image filtering, the affinity values should reveal the low-

level coherence of color and texture [29, 42]; For mid to high-level vision tasks such as

image matting and segmentation [54, 69, 41, 4], the affinity measure should reveal the

semantic-level pairwise similarities.

Introducing the affinity learning into a typical ConvNet is important but challenging.

Let’s consider using a fully convolutional network for problems of pixel-wise regression,

which typically refers to image object segmentation, filtering and denoising, etc. A well-

learned ConvNet that takes an image as its input will compute for each pixel the desired

output properties (e.g., semantic labels, smoothed pixel value, etc.), with the consideration

of its neighboring local region with a predefined receptive field. In contrast, it is not easy

to directly model the desired relation between any pair of pixel with a specific task using

such network architecture, since the output dimension is comparatively much larger and

redundant.

Another category of the applications for affinity matrices is image filtering. Typical

filters include bilateral filter [100], guided filter [42] and weighted least square filter [29].

All of these rely on the manual design of pairwise kernels that construct all the entries of

the corresponding affinity matrix. The main disadvantage is that such kernels are manu-

ally designed by low-level vision features; they cannot be generalized to high-level vision

problems, such as object semantic segmentation.

In this thesis, we focus on both low-level (Chapter 4) and semantic-level (Chapter 3, 5, 6)
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vision tasks. We show that with the proposed general framework, a well-learned affinity

matrix can accurately approximate various types of filtering effects, refine the semantic

probability maps and even help to correct the semantic integrity for object segmentation.

Other than this, it is also successfully applied to image denoising, inpainting and interpo-

lation with significant quantitative and qualitative improvements over the other solutions

and efficient computational speeds.

1.3 Solutions

In this thesis, we provide a convolutional network-based solution which introduces an

additional loss function for learning the local pairwise relations, and two types of propa-

gation network-based solutions, which design a novel, deep-learning friendly structure to

explicitly learn the global pairwise relations.

1.3.1 Affinity Learning with Deep Convolutional Networks

We model affinity via deep ConvNets for semantic segmentation through multiple ob-

jectives. The major goal is to leverage the prediction pixel-wise labels and the regular-

ization of labeling structures together, in order to jointly improve the performance. We

develop an end-to-end image segmentation network that can incorporate the structured

loss of pixel-wise labeling into the plain, no-structured ConvNet. Specifically, we formu-

late the labeling of pixels as a conditional random field with unary and pairwise classifiers.

This is carried out by developing a multi-objective learning method that optimizes a single

unified deep convolutional network with two distinct, non-structured loss functions: one

encoding the unary label likelihoods and the other encoding the pairwise label dependen-

cies. For segmenting some domain specific images (e.g., face), the network can be further

regularized by using a nonparametric prior (e.g., mean face) as new input channels in addi-

tion to the RGB image, which introduces significant performance improvements through a
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much smaller network size. The proposed algorithm is applied to face parsing on the LFW

and Helen datasets, reported in [64] and specified in Chapter 3. It demonstrates supe-

rior performance over all the existing non-deep-learning methods, with accurate labeling

results on challenging images.

1.3.2 Affinity Learning with Spatial Propagation Networks

The proposed spatial propagation networks (SPNs) focus on learning the pairwise rela-

tions via recurrent based structures. Compared to the graphical model-based methods (e.g.,

CRF), spatial propagation networks are fully differentiable and do not need the separate

design of learning and inference. In Chapter 6, we show that a general spatial propaga-

tion module can have two forms of connections: (a) one-way connection that shows great

effect and efficiency for both low-level [62] (Chapter 5) and high-level [63] (Chapter 5) vi-

sion problems, and (b) three-way connection [61] (Chapter 6) that can learn dense affinity

matrix for more challenging tasks.

Learning the one-way propagation for low-level vision. In Chapter 4, we use the one-

way connection structure for learning numerous low-level vision problems (e.g., edge-

preserving filtering and denoising). Specifically, we prove that the one-way connection is

equivalent to a one-dimensional recursive filtering, where the weights of connections are

equivalent to the coefficients of the recursive filter. We formulate a hybrid network that

contains several one-way propagation layers as equivalents of a group of distinct recursive

filters for each pixel, and a deep ConvNet that learns their weights. The deep ConvNet can

learn regulations of recurrent propagation for various tasks and effectively guides spatial

propagation over an entire image. The spatial propagation strategy makes sufficient use of

image pixel redundancy, and greatly reduces the model size as well as computational cost

required by a ConvNet-base framework on similar tasks. The proposed model does not

need a large number of convolutional channels nor big kernels to learn features for low-

level vision filters. We report both the theory and the experimental results in Chapter 4,



5

which demonstrates that many low-level vision tasks can be effectively learned and carried

out in real-time by the proposed algorithm.

Learning the one-way propagation for high-level vision. In Chapter 5, we further show

that the one-way connection structure brings substantial improvements to face parsing, a

relatively high-level vision task. We propose a face parsing framework that combines hier-

archical representations learned by a ConvNet, and accurate label propagation achieved by

a spatially variant recurrent neural network (RNN), which is a variant of the one-way con-

nection. The RNN-based propagation approach enables efficient inference over a global

space with the guidance of semantic edges generated by a local convolutional model. Un-

like Chapter 4, this work focus on formulating an efficient and light-weight solution. Since

the convolutional architecture can be shallow and the spatial RNN can have few parame-

ters, the framework is much faster and more light-weighted than the state-of-the-art Con-

vNets for the same task. We apply the proposed model to coarse-grained and fine-grained

face parsing. For fine-grained face parsing, we develop a two-stage approach by first iden-

tifying the main regions and then segmenting the detail components, which achieves better

performance in terms of accuracy and efficiency. We demonstrate in this chapter that, with

a GPU, the proposed algorithm parses face images accurately at 300 frames per second,

which facilitates real-time applications.

Learning the three-way propagation: A dense affinity. We provide a three-way con-

nection in Chapter 6, and theoretically prove that a dense affinity matrix can be formulated

in such an efficient way. We show that by constructing a row/column linear propagation

model, the spatially varying transformation matrix exactly constitutes an affinity matrix

that models dense, global pairwise relationships of an image. Specifically, we develop

a three-way connection for the linear propagation model, which (a) formulates a sparse

transformation matrix, where all elements can be the output from a deep ConvNet, but (b)

results in a dense affinity matrix that effectively models any task-specific pairwise similar-

ity matrix. Instead of designing the similarity kernels according to image features of two
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points, we can directly output all the similarities in a purely data-driven manner. The spa-

tial propagation network is a generic framework that can be applied to many tasks, which

traditionally benefit from designed affinity, e.g., image matting, colorization and guided

filtering, to name a few. Essentially, the model can learn semantically-aware affinity val-

ues for high-level vision tasks due to the powerful learning capability of the deep neural

network classifier. We validate the framework on the task of refinement for image seg-

mentation boundaries. Experiments on the HELEN face parsing and PASCAL VOC-2012

semantic segmentation tasks show that the spatial propagation network provides a general,

effective and efficient solution for generating high-quality segmentation results.

1.4 Organization

The organization of the thesis is as follows: In Chapter 2, we make the literature review

with respect to the general pairwise learning problems and methods, and specifically in-

troduce the related applications in this thesis. In Chapter 3, we present how to introduce a

local spatial pairwise term to deep convolution networks based on multiple objectives, and

validate it for the task of 3-class and 11-class face parsing. In Chapter 4, we introduce how

to construct a one-way connection propagation network that is equal to one-dimensional

recursive filter, in order to approximate any type of image filter using a light-weight deep

model. We specifically show the results with respect to numerous low-level vision appli-

cations, including but not limited to edge-preserving smoothing and enhancement, image

denoising and inpainting, image and color interpolation. In Chapter 5, we introduce a

fast solution for face parsing using the combination of a recurrent-based shallow net for

the main regions, and several subnets for the details facial components. In Chapter 6,

we provide the general theory of the spatial propagation network (SPN), in which the

Chapter 4 and 5 are special cases (a sparse affinity matrix) under this framework. We

introduce a three-way connection that can provide a dense affinity matrix, which proves

to have better performance for more complex vision tasks. We validate the method on
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both high-resolution face parsing in the HELEN dataset, and the general object seman-

tic segmentation in the Pascal VOC dataset. We conclude the thesis in Chapter 7, and

specifically discuss the potential future work with border range of pairwise learning and

its applications.



Chapter 2

Literature Review

In this Chapter, we review the literature related to the research work in terms of general

pairwise learning as well as its typical applications, including learning image filters, face

parsing and object segmentation.

2.1 Pairwise Learning

Numerous methods explicitly compute affinity matrices for image filtering [42], col-

orization [53], matting [54] and image segmentation [51] based on the physical nature

of the problem. Other methods, such as total variation (TV) [84] and learning to dif-

fuse [60] improve the modeling of pairwise relationships by incorporating more priors into

the framework of diffusion partial differential equations (PDEs). However, due to the lack

of an effective learning strategy, it is still challenging to model complex pairwise learning

problems. Recently, Maire et al. [69] trained a deep ConvNet to directly predict the enti-

ties of an affinity matrix, which demonstrated good performance on image segmentation.

However, since the affinity is followed by a solver of spectral embedding as an indepen-

dent part, it is not directly supervised for the classification/prediction task. Bertasius et

al. [4] introduced a random walk network that optimizes the objectives of pixel-wise affin-

8
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ity for semantic segmentation. Differently, the affinity matrix is additionally supervised

by ground-truth sparse pixel similarities, which limits the potential connections between

pixels.

On the other hand, many graphical model-based techniques have successfully model

pixel pairwise relations in semantic labeling spaces and improves the performance of im-

age segmentation. An early work is proposed in [28], which combines multiscale Con-

vNets with a region tree structure for scene parsing. Specifically, the ConvNet is trained

in an unsupervised layer-wise manner from multiple scales. The learned multiscale im-

age features are then used to train region-wise classifiers for label prediction in a pre-

constructed segmentation tree. This is a typical two-step approach that sequentially trains a

ConvNet and a graphical model. Other than sequential combination, joint training of Con-

vNets and graphical models have been reported in several algorithms [71, 81, 101]. Ranftl

et al. [81] combine a variational energy model with ConvNets for foreground/background

image segmentation. The variational model used in [81] can be considered as a relaxation

of CRF labeling models. Three ConvNets for unary, vertical pairwise and horizontal pair-

wise terms are trained separately without weight sharing. The joint training approach has

also been applied to human pose estimation. In [101], a ConvNet model is used to train

part detectors (unary) and part likelihood maps are then combined with image input to

train pairwise spatial models between parts. All the above methods are closely related to

the algorithm proposed in Chapter 3, however, our multi-objective learning uses shared

weights that further reduces the computational complexity, and was the first deep learning

framework introducing the pairwise learning into the problem of face parsing.

More recently, CRFs by efficient mean-field inference have been frequently used as

pairwise modules for deep learning frameworks [51, 125, 56, 15, 86, 3]. Some of them [125,

56, 86, 3] translate inference into a differentiable module with an end-to-end training strat-

egy. Others apply it as a post-processing step with manually defined kernels [51, 15].

While both CRFs and the affinity matrix describe the pairwise relationships between pix-

els, they solve for different objective functions. To connect with convolutional networks,
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mean-field approximation [51, 125] is commonly used to construct a jointly learnable

graphical module. However, since this module (a) still relies on a handcrafted kernel, and

(b) requires iterative computation during training and inference, its effectiveness and ef-

ficiency is potentially restricted. We specifically compare the propagation network-based

methods with Dense CRF [51, 15] for face parsing and general object semantic segmenta-

tion in both chapters 5 and 6. We show that the proposed algorithms are more suitable for

the deep-learning framework with better performance and faster computation speed.

Our propagation network structure is also related to the recurrent networks [18], which

have been shown to be effective for modeling long term dependencies in sequential data

(e.g., speech). Its variants include long short-term memory [37, 23, 39, 9], gated recurrent

units (GRUs) [18], and others. For image data, we can apply one-dimensional RNN to

multiple dimensions in row/column-wise manner [36, 105, 49] or multi-dimensional RNN

(MDRNN) [103, 9, 36] such that each neural node can receive information from multiple

directions [9, 104] (as opposed to one direction in the conventional RNN). In addition,

there are other variants that leverage these two models, e.g., the grid LSTM [49, 55]. In

Chapter 4 and 5, we propose one-dimensional propagation modules that fall into the first

category. Specifically, both models utilize linear recurrent formulation to associate the

adjacent pixels in either the semantic label space or the low-level image space. A simi-

lar module is proposed in [14] with the concept of domain transform, where object edges

learned on top of the intermediate layers of a fully convolutional network (FCN [66]) is

used to regularize the transforms between adjacent pixels. In contrast, the module pro-

posed in Chapter 4 extends the recurrent structure to high-order recursive filters to model

more variations in the low-level space, while on the other hand, the module proposed in

Chapter 5 is utilized to formulate a shallow and faster architecture as a real-time solu-

tion for face parsing. In Chapter 6, we propose a three-way, two-dimensional propagation

module that is more related to the second category. However, since this module is fully

linear as an affinity learning framework, it is very different with the standard RNN and

LSTM as well as their variants, which contain multiple non-linear units.
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2.2 Affinity Related Vision Applications

A well-learned affinity can benefit numerous vision problems in terms of performance

and visual quality. In this thesis, we mainly demonstrate the effectiveness of the proposed

methods for the applications of face parsing, general object semantic segmentation and

low-level vision filters. Among them, face parsing is a practical application of semantic

segmentation in the face domain for facial image analysis and editing, which is proposed

in Chapter 3, 5 as well as 6. We also demonstrate the proposed propagation networks

for general low-level vision problems in Chapter 4, and object semantic segmentation in

Chapter 6. We introduce the related work with these applications in the following part.

2.2.1 Face Parsing

Face landmark vs face parsing. While both are important methods for analyzing a face

image, they are different in concepts and applications. Face landmark detection [8, 10,

126] is to localize the key positions and define the basic shape of a face. Compared to

face parsing that semantically labels all pixels, it has very sparse definitions on a fixed

number of locations. One can use the landmarks to generate pixel-wise labels by connect-

ing all neighboring pixels in a certain order. However, the results can be very coarse and

even unavailable for some undefined regions, such as forehead and hair. However, face

landmark detection can provide the correspondences of all control points among different

faces, while face parsing cannot. For applications, face landmark detection is usually used

for deforming/warping a face image [46], while face parsing is more frequently applied by

image processing with semantic regions [80].

Face parsing. Face parsing considered in this work assigns dense semantic labels to

all pixels in an image. Typically, only one face image is assumed to be detected in an

input frame. Several approaches have been developed based on graphical models [48],

exemplars [94] and convolution networks [67]. Warrell and Prince [106] use a family of
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multinomial priors to model facial structures and a CRF for labeling facial components.

In [48], Kae et al. model the face shape prior with a restricted Boltzmann machine and

combine it with a CRF for 3 classes labeling (background, face and hair). These two meth-

ods train classifiers based on hand-crafted image features as the unary terms of CRFs. Luo

et al. [68] propose a deep learning based hierarchical face parsing method by combining

several separately trained models, in which only facial components are labeled. In [93],

Smith et al. develop a method to parse facial components and skin by transferring labeling

masks from aligned exemplars. In [116] Yamashita et al. propose a weight cost function

to deal with unbalanced samples for parsing small regions.

In this thesis, we provide two typical solutions for face parsing: Chapter 3 (also in [64])

develops a unified, ConvNet-based model to generate complete labels of facial regions in

one single pipeline. An additional supervision of semantic edges is utilized to achieve

substantial improvements for coarse-grained and fine-grained face parsing. Chapter 5 fur-

ther provides a much faster solution (also in [63]) using a two-stage training method with

hybrid networks based on the idea of spatial propagation. In addition, we also provide

a general propagation method for parsing high resolution face images in Chapter 6 (also

in [61]). All these methods demonstrate the efficiency and effectiveness of modeling the

pairwise relations in the labeling space.

2.2.2 Learning Low-level Vision Filters

Low-level vision. The recent years have witnessed significant advances in numerous low-

level vision problems due to the use of designed priors and propagation methods under the

guidance of image structures. In edge-preserving image smoothing, the key problem is to

design structural priors to preserve sharp edges. Some explicit weight-averaging filters,

e.g., bilateral filters [100] and guided image filters [42] exploit internal or guided image

structures to preserve the edges of filtered images. Most energy-based edge-preserving

methods explicitly or implicitly design adaptive weight maps through image structures
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(e.g., image gradients), such as edge-preserving decompositions [29], relative total varia-

tion [115], to achieve this goal. In PDE-based image processing, the edge-preserving ef-

fect is achieved by hand-craft anisotropic diffusion operators [107]. These adaptive weight

maps control whether the image regions should be smoothed or not. Similar ideas have

been used in image denoising and inpainting.

Numerous recent image processing methods, e.g., colorization [53, 114] and image

matting [54, 114], involve propagation that is equivalent to implicitly filtering an image

according to its structure. Although significant progress has been made, solving any of

these problems is not a trivial task as specific operations are required. For example, in [53,

54], the specific rules for the propagation affinity are manually designed. Such methods

cannot be easily generalized as a unified framework for image filtering.

Deep learning models for low-level vision problems. Several data-driven deep learning

methods for low-level vision have been explored in recent years [112, 113, 82, 83, 24]. One

significant advantage is that these data-driven models are good approximations to multiple

conventional filters/enhancers via one learning paradigm. The uniform edge-preserving

ConvNet filter [113] is able to achieve 200 times acceleration against some conventional

methods. In addition, ConvNets have been applied to image denoising [7, 110, 2], super

resolution [25], and deconvolution [112], among others. However, there are two factors

that limit the performance of deep ConvNet based models. First, these models are gen-

erally large due to numerous convolutional operations. Second, the redundancy between

pairs of pixels is not effectively made use of. As another class of neural networks, RNNs

have been recently exploited for high-level vision problems such as object recognition

[105] and scene labeling [9], through applying recurrent propagations over the spatial do-

main. In Chapter 4, we show that the one-dimensional recurrent networks can be better

exploited for effective and efficient image filtering for low-level vision problems. Different

with the standard RNNs, this network utilizes a linear, spatially variant structure that can

equivalently formulate a standard one-dimensional recursive filter with arbitrary orders.
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2.2.3 Object Segmentation

Non-deep learning methods. Object segmentation is an important computer vision prob-

lem that has been studied for decades. In the previous decade, most methods relied on

hand-crafted features combined with a unary classifiers (e.g., boosting [90], support vec-

tor machine [30], random forest [89]). Significant improvements have been achieved by

introducing richer information from context [11, 117, 65] and structure prediction [28, 71,

81, 101], where several of them are introduced in Section 2.1. Typically, the performance

of this system is limited by the expressive power of the handcraft features.

Deep regression of pixel-wise labels. More recently, deep ConvNet has been dominating

with its significant advantage of learning powerful feature representations. One of the most

typical categories of approaches is to utilize ConvNet to directly regress the dense image

labels [66, 26] in a fully convolutional fashion, transforming the last fully connected layers

of the ConvNet into convolutional or deconvolutional layers. Specifically, [66] produces

the class probability map with the softmax layer at the 8× smaller resolution of the original

input image. It then bilinearly upsamples the map to the desired resolution. [26] refines

the prediction result using an additional ConvNet. Much more advanced network architec-

tures have been proposed after these two work [17, 72, 124], which demonstrate superior

performance on the VOC 2012 dataset with respect to the object segmentation task. The

common disadvantage is that these work relies on pure convolutional units, which do not

explicitly model the pixel pairwise relations in the labeling space.

Segmentation refinement by utilizing pixel pairwise relations. As has been introduced

in Section 2.1, a well-designed/learned pairwise relations can significantly improve the

performance and object details visually for semantic segmentation. For modeling pixel

pairwise relations, graphical models are frequently exploited [28, 71, 81, 101, 51, 125, 56,

15, 86, 3]. We have specifically introduced the CRF-related methods [125, 3, 56, 15] in

Section 2.1. Similar strategies are frequently used to refine a coarse probability map. Other

than these, several affinity matrix related refinement modules [41, 4] are proposed, either
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using a learned guidance that is conditioned on the original input image [41], or integrated

through linear matrix multiplication based on a jointly learned kernel [4]. Similar as [4],

the method [13] is proposed under the framework of gaussian CRFs, with the key differ-

ence that the matrix multiplication uses a reversed formulation and thus requires solving

linear equations during both the training and inference stages. In this thesis, the propaga-

tion networks, either with one-way or three-way connections (specific introductions can

be found in Chapter 6), can be used as a segmentation refinement module as demonstrated

in Chapter 5 (for face parsing) and Chapter 6 (for general object semantic segmentation).

Our method also relies on the matrix multiplication similar with [4], but exploits the spa-

tial propagation structure instead of the kernel methods. We provide thorough theoretical

analysis and proofs for the properties of their corresponding affinity matrix in Chapter 6,

as well as substantial quantitative results in comparison to a typical graphical model based

pairwise learning methods [51, 16, 15] for face parsing and semantic object segmentation

in Chapter 5 and 6, respectively.



Chapter 3

Multi-Objective Convolutional Learning

for Face Labeling

3.1 Introduction

Deep convolutional neural networks (ConvNets) have been applied to image labeling

and parsing problems [21, 28, 19, 68, 95]. As powerful end-to-end nonlinear classifiers,

ConvNets generate more discriminative representations compared to traditional methods

based on hand-crafted features. Conditional random fields (CRFs) are another important

class of image labeling models [70, 31, 35, 5] that carry out structured prediction by con-

sidering label dependencies and allow flexible use of pre-trained image features. We are

concerned with combining ConvNets and CRFs for image labeling by exploiting rich fea-

tures from ConvNets and structured output from CRFs [81, 101]. Considering a typical

CRF energy function with unary and edge terms, a straightforward combination is to add

CRF based structured losses on top of ConvNets. Learning ConvNets with structured loss,

however, requires MAP inference of all the samples during training cycles. On one hand,

it significantly increases computational cost while restricting the training flexibility. On

the other hand, the direct combination of ConvNets and CRFs with the structured loss may

16
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not guarantee convergence.

This chapter presents a novel learning method by decomposing the structured loss into

two distinct, non-structured losses: softmax loss for the unary term and logistic loss for

the edge term. The training process is carried out through a multi-objective optimiza-

tion, which minimizes the losses of unary and edge terms respectively through a unified

convolutional network. Weight sharing is enforced between them so that the network is

strengthened by learning from both objectives. Compared to a structured loss ConvNets,

our method has two advantages. First, the training process is as efficient as existing Con-

vNets with non-structured losses. Second, by converting the edge term into a logistic loss

(edge versus non-edge), semantic image boundaries are learned for effective labeling.

Our model is trained on patches for flexibility. During the test stage, by making some

simple adjustments, we can apply our patch model directly to a full image without patch

cropping for efficient pixel-wise label prediction. We apply the proposed learning algo-

rithm to a practical problem, face labeling that assigns every pixel a facial component

label, e.g. skin, nose, eyes and mouth. Two examples are shown in Figure 3.1. Compared

to facial landmarks, face labeling provides a better intermediate representation for many

face analysis, synthesis and editing tasks.

Faces are highly structured visual patterns. For image labeling, we integrate a global

facial prior into our learning model. The global facial prior is estimated by transferring

labeling masks from exemplars through landmark detection [93]. Unlike existing meth-

ods [93, 118, 58] that use this nonparametric prior at the inference stage, our method uses

it as additional input channels, other than raw RGB image intensities, to train a ConvNet.

We show that this nonparametric prior significantly reduces the size of ConvNet in terms

of both parameters and connections. In other words, it provides strong regularizations for

ConvNet training to facilitate lightweight architectures.

The proposed face labeling algorithm is evaluated on two challenging benchmark

datasets with 3 classes (LFW) [45] and 11 classes (Helen) [93]. Experimental results

show that our algorithm performs favorably against state-of-the-art methods. We also
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present hair parsing results that can be generated simultaneously from the unified frame-

work, which is more challenging and rarely addressed by existing methods.

The contributions of this chapter are summarized as follows:

• a multi-objective convolutional learning method is developed for image labeling

problems by decomposing the structured loss of CRFs into two distinct, non-structured

losses, and optimizing a single unified ConvNet model with weight sharing;

• a nonparametric facial prior is introduced to ConvNet training that significantly re-

duces the network size;

• an efficient testing method is proposed to ensure fast, full-sized labeling.

3.2 Multi-Objective Convolutional Learning

We formulate the problem of labeling a face image X as a CRF model P(Y|X) =

1
Z exp(−E(Y,X)) where Z is the partition function and Y is a set of random variables yi ∈ Y

defined on every pixel i. Each variable yi takes a value from a set of labels {` = 1, 2, ..,K}.

To consider the label dependencies, we introduce a 4-connected graph (V,E) where each

node represents one pixel i ∈ V and edges represent the connections between any two

adjacent pixels i, j ∈ E. Therefore, the CRF model can be expressed as a energy function

E(Y,X) with two data-dependent terms:

E(Y,X) =
∑
i∈V

Eu(yi, xi) + λ
∑

(i, j)∈V

Eb(yi, y j, xi j). (3.1)

The unary term Eu(yi, xi) measures the assignment cost of variable yi based on the image

patch xi centered at the pixel i and the pairwise term V(yi, y j, xi j) encodes the consistency

cost of adjacent variables yi, y j given their overlapping patch xi j. In addition, λ is the

mixing constant. We introduce a multi-class classifier Pu(yi = `|xi, ωu) to express the label
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(a) input (b) unary (c) edge (d) label

Figure 3.1: Face labeling on the LFW [48] and Helen [1] (a) input images. (b) pixel-wise

label likelihoods. (c) semantic edge maps. (d) face labeling results. Our algorithm first

generates pixel-wise label likelihoods and semantic edge maps, which are combined in a

CRF energy function to generate face labels. The images in (b) are soft labels

(probabilistic outputs) and images in (d) are hard labels (excluding hair) which are shown

in different colors. While the pixel-wise maps alone are effective for labeling, the use of

edge maps further facilitates delineating the details, especially near the class boundaries.

assignment cost for the unary term,

Eu(yi, xi, ωu) = − log Pu(yi = `|xi, ωu). (3.2)

To measure the consistency of two adjacent pixels i, j in the pairwise term, we introduce

a new label zi j = 1, if yi = y j and zi j = 0, otherwise. Thus the pairwise term is defined by

the output of a binary classifier Pb(zi j = 1|xi, ωu),

Eb(yi, y j, xi j, ωb) = − log Pb(zi j = 1|xi, ωb). (3.3)

In this work, we use ConvNets with 9 layers for both unary and pairwise classifiers as they

provide end-to-end predictions without using hand-crafted features.
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Figure 3.2: Proposed ConvNet classifier with sliding window based inputs.

Learning ConvNet parameters ωu and ωb jointly with the CRF model is difficult as it

needs to explore not only the combinatorial labeling space but also the large parameter

space. To avoid this problem, an obvious approach is to train two independent ConvNets

for the unary and pairwise terms, respectively. We note that both ConvNets are based on

local image patches and should share very similar features in the lower layers [91]. In

addition, the potentially large set of parameters from two ConvNets may cause overfitting

problems. In this chapter, we propose to learn a single unified ConvNet for both unary and

pairwise classifiers. By sharing all the features within a single ConvNet, the two classifiers

are able to enjoy better generalization ability and higher computational efficiency.

We define two distinct loss functions for unary and pairwise classifiers, respectively.

We denote the parameters of shared ConvNet network by ω, and the feature response

extracted from the topmost intermediate layer of ConvNet by hi = h(xi, ω). Thus, the

output of the unary classifier is given by a softmax function,

Pu(yi = `|hi, ωu) =
exp((ω`

u)>hi)∑K
`=1 exp((ω`

u)>hi)
, (3.4)

where ω`
u represents the parameters for the `-th class. Accordingly, the softmax loss for

unary term is

Lu(yi, xi, ω, ωu) = − log Pu(yi = `|hi, ω, ωu). (3.5)



21

On the other hand, the output of pairwise classifier is given by a logistic function,

Pb(zi j = 1|hi, ωb) =
1

1 + exp(ω>b hi))
, (3.6)

and accordingly, the logistic loss for pairwise term is

Lb(zi j, xi j, ω, ωb) = − log Pb(zi j = 1|hi, ω, ωb). (3.7)

Based on these two loss functions (3.4) and (3.6), we train the unified ConvNet through

multi-objective optimization,

min
ω
{Ou(ω,ωu),Ob(ω,ωb)}, Ou(ω,ωu) = E(

∑
i∈V Lu(yi, xi, ω, ωu)) + Ψ(ω,ωu)

Ob(ω,ωb) = E(
∑

i, j∈E Lb(zi j, xi j, ω, ωb)) + Φ(ω,ωb)

(3.8)

where Ou(ω,ωu) is the expected loss E(·) for the unary classifier and Ob(ω,ωb) is the ex-

pected loss for the binary classifier over all the training samples. In addition, Ψ(ω,ωu) and

Φ(ω,ωb) are regularization terms. The network is updated through combining gradients

of both the softmax and logistic loss functions for backpropagation.

This multi-objective ConvNet has two main advantages: First, the convolutional net-

work generates expressive representations at lower levels (layers that are close to the input

end) that can be utilized for both unary and edge model regressions. Second, the unified

network can be learned by backpropagating errors from both outputs jointly such that the

network can learn features that are highly adaptive to both objectives. The shared model

also alleviates overfitting problems and reduces the overall model size such that both train-

ing and testing can be carried out efficiently.

3.2.1 ConvNet Architecture

Since ConvNets usually operate on a patch level centered at each pixel, Our labeling

pipeline is based on a sliding window input [87, 101] with overlapping patches, as shown
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Figure 3.3: Proposed ConvNet classifier for the LFW-PL dataset (patch-based training

phase) with input and activation size of each layer.

in Figure 3.2. We propose an architecture similar but deeper [91] than that of [52], with

7 convolutional and 2 fully connected layers. The inputs are 72 × 72 single scale patches

which are passed to two top consecutive convolutional unites with a filter of 5 × 5, where

each convolutional layer is followed by one max pooling layer with a downsampling stride

of 2. Following that is another stack of small convolutional unites with a receptive field of

3 × 3 and no pooling layer. All the layers are equipped with a rectification (ReLU) non-

linearity and a local response normalization (LRN) layer. We denote the input or activation

of each layer in the proposed ConvNet as h × w × d, where h and w are spatial size, and d

is the number of channels for the input, or dimensions for activation. The detailed pipeline

with nonparametric prior input is illustrated as shown in Figure 3.3.

3.2.2 Nonparametric Prior

We introduce a nonparametric prior as global regularization for face labeling, which is

estimated by transferring label masks from exemplars. Given a test image, 20 (K = 20)

exemplars are selected by comparing the Euclidean distance of PCA coefficients in the

keypoints subspace. The selected exemplars are then aligned to the test image through

the similarity transformation. The least-squares optimization is used on the corresponding
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five keypoint pairs (exemplar vs. test image) to estimate their similarity transformation.

The ground truth labels are then transformed using the the similarity transformation, and

combined with weights to generate the prior. For any specific class, the prior is:

M =

K∑
k=1

αkMK , αk =
‖UP − UPk‖

2
2

K∑
l=1
‖UP − UPl‖

2
2

, (3.9)

where U is the eigenvector of keypoints on the validation set. In addition, P and Pk are

respectively the detected five keypoints for test image and the k-th exemplar, and Mk is

the ground truth binary label for the k-th exemplar. In (3.9), UPk forms the projection

of Pk in the subspace. The weight α is proportional to the Euclidean distance of the test

image to the exemplars, where αk are the weight for the k-th exemplar among the nearest

K exemplars. The value of M ranges from 0 to 1, which is then used as an additional input

channel for training the ConvNet. A typical labeling improvement using this prior is shown

on the right side of Figure 3.4. The ConvNet trained on image patches incorrectly labels

the face on the upper left part according to its local content while the ConvNet trained on

both prior and image patches is able to reject the false label assignments. Moreover, the

prior input introduces relaxation to the ConvNet so that the training could converge faster.

We will also show that using the prior leads to significant reduction of the network size

without degrading performance.

3.2.3 Adaptive Inference

Submodular energy function. In the testing stage, the labeling process involves evaluat-

ing the learned ConvNet for both unary and pairwise terms and CRF inference. Figure 3.2

demonstrate the inference pipeline. Given pixel-wise label likelihood maps for the unary

term Eu(yi) and the edge map for the pairwise term Eb(yi, y j), we convert the original

energy function to a submodular one such that the GraphCut algorithm can be used for
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Figure 3.4: An nonparametric prior is proposed based on label transfer, as shown on the

left. A typical labeling improvement is show on the right. The ConvNet trained on image

patches without exemplars incorrectly labels the face on the upper left part according to

its local content while the ConvNet trained on both prior and image patches is able to

reject the false label assignments.

efficient inference,

min E(Y) =
∑
i∈V

Eu(yi) +
∑
i, j∈V

Eb(yi, y j)I(yi , y j), (3.10)

where I(·) is the indicator function.

Adapting the patch ConvNet to the full image. To generate pixel-wise label likelihood

maps efficiently, we make some adjustments for the ConvNet trained on patches. Our Con-

vNet architecture consists of more layers but smaller filter size, compared to that in [52].

Thus, we have a considerate size of overall receptive field and more nonlinearity of the de-

cision function, without increasing the number of parameters. Specifically, we use fewer

pooling layers (only in the first two convolutional units) to preserve more spatial informa-

tion from the input image. We propose to use the following efficient testing schemes to
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enable full-sized label likelihood maps. In the training stage, we sample a group of patches

centered with randomly selected pixels for each training image. The network is supervised

through the corresponding labels y and z respectively for unary and edge training. We up-

date model by mini-batch gradient descent.

Since convolutional operations share computations between overlapped patches, com-

puting the sliding-window pipeline for each pixel of a test image is computationally redun-

dant. We propose to use an efficient patch-training and image-testing strategy introduced

in [87] by replacing the fully connected (FC) layers with equivalent convolutional layers,

and setting the filter size as 1 × 1 (See Figure 3.2). We then apply the full-convolutional

model directly to a test image. Note that a test image is proper padded to ensure that every

pixel corresponded “window” can be covered in order to generate the exactly equivalent

result. Thus, both unary and edge probability maps can be generated by one full image

forward propagation, which is much faster than applying the model many times to sliding

windows.

One problem with the proposed full image testing approach is that the size of the

output maps is smaller than that of the original image due to the downsampling strides in

the max pooling layers. Most existing approaches upsample the low-resolution map to the

image size [28]. We propose to obtain the full-sized output maps by forward propagating

a group of input images, generated by shifting the original input image with one or more

pixels (depending on the zooming factor) on the x and y axis, as described in [77]. The

way of generating an upsampled output map with a zooming factor of 2 is illustrated in

Figure 3.5. In this work (two pooling layers with downsampling stride of 2), 4×4 times of

forward propagations from shifted input images generate an upsampled output map with a

zooming factor of 4 in a similar way. Since the size of the maps may still be inconsistent

with that of the original image due to border effect of convolutional operation, the final

output map can be obtained by rescaling them to the exact input image size. Note that 16

times of forward propagation is still much faster than applying the convolutional network

to patches at each location of an image.
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Figure 3.5: Generation of a twice upsampled output map. The original image in (a) is

shifted with additional 3 versions (b-d) along the x- and y-axis, with a step of 1. The

desired high-resolution one is obtained by interlacing them in the way shown on the right,

with a 2 × 2 block. The final upsampled map layouts are shown on the right.

3.3 Experimental Results

We evaluate the proposed algorithm on two different benchmark dataset with different

face labeling tasks. We show that it applies to both tasks and performs favourably against

state-of-the-art methods with the same framework and experimental settings. Specifically,

we demonstrate that both the multi-objective approach and the nonparametric prior im-

proves the performance in all aspects compared to a per-pixel ConvNet classifier. We

validate that the nonparametric prior introduces regularization to the network by reducing

the number of network parameters and connections.

3.3.1 Datasets and Settings

Datasets. We use the LFW [48] dataset which has been used by recent methods for face

labeling [106, 68]. However, the image subsets that are used for training and testing by

these two methods are not available to the public. Kae et al. [48] report their 3-classes

face labeling results on a released subset of LFW. For fair comparison, we choose to

conduct our first labeling experiment on the same subset of images, named LFW part

labels database (LFW-PL), with the same evaluation criteria.

The LFW-PL set contains 2927 face images of 250 × 250 pixels acquired in uncon-
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strained environments. All of them are manually annotated with skin, hair and background

labels using superpixels. This dataset is divided into a training set with 1500 images, a test-

ing set with 927 images, and a validation set with 500 images. The validation set is used

to generate the nonparametric prior for each training and testing image, as described in

Section 3.4.

We use the HELEN [1, 93] dataset with 11-classes face labels for the second set of

experiments. It is composed of 2330 face images of 400 × 400 pixels with labeled facial

components generated through manually-annotated contours along eyes, eyebrows, nose,

lips and jawline. The hair region, not considered in the labeling categories in [93], is

annotated through a matting algorithm. The dataset is also divided into a training set (cor-

responding to the exemplar set in [93]) with 2000 images, a testing set with 100 images,

and a validation set (corresponding to the tuning set in [93]) with 300 images.

Network Configurations. Similar network configurations are applied to the LFW-PL

and Helen datasets for face labeling. As mentioned in the Section 3.2.1, we use a single-

scale patch input with size of 72 × 72 pixels in order to keep a proper receptive field.

Compare to a multi-scale input [28, 101], the single-scale configuration make the network

to be easily adapted from patch-based training to image-based testing. The released images

in the LFW-PL dataset are coarsely aligned using the congealing alignment method [48].

We align the images of the HELEN dataset to a canonical position by detecting five fa-

cial keypoints using [97], and computing the similarity transformation using least squares

minimization. To adapt to the receptive field to the input patch size, we further resize the

images and evaluate them with size of 250 × 250 pixels.

The ConvNet training procedure is carried out using mini-batch gradient decent with

where the momentum, weight decay, dropout ratio, and batch size are set to 0.9, 5 × 10−4,

0.5, and 50, respectively. All are kept unchanged throughout the training procedures. The

learning rate is initially set to 10−3 and is manually decreased by a factor of 10 when the

loss on the validation set starts fluctuating.
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Table 3.1: Overall per-pixel accuracy on the LFW-PL dataset with channel numbers of

two FC layers setting as 4096 and 1024. Also the F-measure of skin (F-skin), hair

(F-hair) and background (F-bg) are presented.

(%) accuracy F-skin F-hair F-bg
S-CNNs 92.92 90.07 73.73 95.18

MO-unary 93.45 91.45 78.03 95.84
MO-GC 93.77 91.95 79.06 96.03

S-CNNs with prior 94.25 92.79 77.18 96.63
MO-unary with prior 94.94 93.64 79.95 97.02
MO-GC with prior 95.12 93.93 80.70 97.10

For evaluation, we use the sliding-window ConvNets, without edges and nonparamet-

ric prior, as a baseline of our approach, denoted as S-CNNs. We evaluate our multi-

objective approach with respect to: (a) unary term (MO-unary) with a softmax proba-

bilistic output; (b) inference results from both unary and edge terms through GraphCut,

denoted as MO-GC. We denote a suffix of “with prior” for the approaches with the non-

parametric prior.

Sampling. In the training stage, patch sampling is generally based on a random criteria.

However, the number of patches from rare classes may be insufficient for training an ef-

fective network with such sampling strategy. This is particularly obvious with semantic

edges and facial components, where the edge and some facial components such as eyes

and lips takes a relatively small portion of pixels. Therefore, we apply a two-stage training

with different sampling approaches. We first train the convolutional network by keeping a

certain ratio of patch number between one or more rare classes and the others, such that

we draw a sufficient of samples for the rare classes. We then apply the globally random

sampling for fine-tuning to ensure the network adapts to the natural distributions of classes

so in order to further improve the performance.
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(a) image (b) no prior (c) prior (d) no prior (e) prior

Figure 3.6: Comparison for usage of nonparametric prior. (a) test images; (b) labeling

results generated by MO-GC; (c) labeling results generated by MO-GC with

nonparametric prior. (d) semantic edge generated by MO-GC; (e) semantic edge

generated by MO-GC with nonparametric prior. Best viewed in colors.

Table 3.2: Overall accuracy on LFW-PL with comparison to [48]. Note that the

evaluation of GLOC is based on a superpixel-wise accuracy, and ours are based on a

per-pixel evaluation.

(%) GLOC (SP) MO-unary MO-GC
accuracy 94.95 95.03 95.24

error reduction 25.41 26.59 29.69
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(a) accuracy (b) F-skin (c) F-hair (d) F-bg

Figure 3.7: We show the network regularization by introducing the proposed

nonparametric prior as an additional input. Four FC settings associated with Table 3.3 are

used to control the size of the network, as shown in the X-axis.

Runtime. All models are trained and tested using the Caffe package on a single NVIDIA

Tesla K10c GPU. Our proposed method (MO-GC with prior) with FCs setting of 1024 ∗

1024 takes approximately 120 ms to forward propagate an 250× 250 6-channel input (See

Figure 3.2). To generate original-sized output maps with 16 shifted versions of an input

and to infer the final labeling results, it takes less than two seconds for the full pipeline.

The configurations and code will be released to the public.

3.3.2 LFW-PL

We first show results on face labeling of skin, hair and background. In this task, the 3

classes are relatively balanced in the number of pixels, and we randomly sample 12 batches

from each training image. We additionally sample 12 batches with the ratio of non-edge

and edge setting to 1.2 (this step is removed in the fine-tuning stage). We also apply jitter

that generated with random affine transformations over patches [28], to one of the batches.

This is easy to be applied to a patch-based training approach, and is particularly effective

for increasing the variation of training samples, especially when the number of training

images is small.

In table 3.1, we test a series of approaches with the channel numbers of the two FC
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layers as 4096 and 1024, and evaluate the results with respect to per-pixel accuracy and

F-measure of each class. The first 3 rows show the approaches without nonparametric

prior input, while the lower 3 rows are those using it. Overall, the nonparametric prior

significantly improves the results when compared with all corresponding approaches. We

specifically compare the labeling and semantic edge results in terms of the nonparamet-

ric prior in Figue 3.6. By comparison between network with (shown in (c) and (e)), and

without (shown in (c) and (e)) the nonparametric prior, we observe that the labeling is

improved in terms of blurry hair region (Figure 3.6(a)), blurry face (Figure 3.6(b)), multi-

ple persons (Figure 3.6(c)) and moustache (Figure 3.6(c)), through introducing the prior.

Moreover, the proposed multi-objective approach (begin with MO) generally outperform

the ConvNet classifiers (S-CNNs and S-CNNs with prior). The inference step can further

improves the performance of all tested approaches.

Another major improvement of the multi-objective approach can be observed from the

comparison between S-CNNs and MO-unary, as shown in the row 1 vs.2 and 4 vs.5 in

Table 3.1. Both of them are generated directly from the output probabilities. The only

difference is that, the MO-unary contains an additional output that learns the semantic

edges. Namely, even when two networks are trained under the same conditions (net-

work configurations, inputs, with or without nonparametric prior, etc.), the one with a

supervised semantic edge learning generates results in more expressive representations by

back-propagating information of edges.

Network Regularization. By introducing a nonparametric prior as an additional input,

the network size can be significantly reduced without degrading the performance. We use

different settings of the FC layers as they usually take a large portion of weights and con-

nections in a deep ConvNet architecture. The combination of channel numbers regarding

to two FC layers is denoted by a∗b, where a and b are numbers for the first and the second

FC layer, respectively. Four network configurations, as listed in Table 3.3, are applied to

evaluate of different model sizes, as shown in Figure 3.7 and table 3.4-3.7. Note that we
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Table 3.3: Four settings of channel numbers for the two FC layers, and their corrsponding

model size in MB.

FC 4096* 4096* 2048* 1024* 1024*
a ∗ b 4096 1024 1024 1024 512

size (MB) 163 119 65 38 36

only test and compare at the setting of 4096 ∗ 1024 (119MB) for S-CNNs and S-CNNs

with prior.

With a nonparametric prior input (colored with green and purple), the performance of

the small size networks (e.g. 1024 ∗ 1024 and 1024 ∗ 512) are comparatively similar to

that of the large-size networks (e.g. 4096 ∗4096 and 4096 ∗1024). With the inference step

(MO-GC with prior), the network of 1024 ∗ 1024 achieves the highest overall accuracy,

while the network of 1024 ∗ 512 achieves the highest F-score for the class of skin. On

the contrary, with no prior input (colored with blue and dark red), the network generally

has a worse performance when decreasing its size. For the networks less than 119 MB

(4096 ∗ 1024), the per-pixel accuracies are no higher than 93%.

Table 3.4: Overall per-pixel accuracy on the LFW-PL dataset.

accuracy 4096* 4096* 2048* 1024* 1024*
(%) 4096 1024 1024 1024 512

S-CNNs - 92.92 - - -
MO-unary 93.05 93.45 92.74 92.91 92.70
MO-GC 93.41 93.77 92.89 93.23 93.05

S-CNNs with prior - 94.25 - - -
MO-unary with prior 94.82 94.94 95.03 95.03 94.99
MO-GC with prior 94.95 95.12 95.19 95.24 95.16

Comparison to GLOC. We compare the results with GLOC [48] by following their

evaluation of overall accuracy and error reduction with respect to a standard CRF with

features in Huang et al. [44], as shown in Table 3.2. We apply the setting of FCs with
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Table 3.5: Overall F-measure of skin on the LFW-PL dataset.

F-skin 4096* 4096* 2048* 1024* 1024*
(%) 4096 1024 1024 1024 512

S-CNNs - 90.07 - - -
MO-unary 90.84 91.45 89.58 90.39 89.99
MO-GC 91.37 91.95 90.21 90.88 90.49

S-CNNs with prior - 92.79 - - -
MO-unary with prior 93.61 93.64 93.73 93.73 93.75
MO-GC with prior 93.89 93.93 94.00 94.03 94.05

Table 3.6: Overall F-measure of hair on the LFW-PL dataset.

F-hair 4096* 4096* 2048* 1024* 1024*
(%) 4096 1024 1024 1024 512

S-CNNs - 73.73 - - -
MO-unary 76.56 78.03 74.84 76.76 76.17
MO-GC 77.45 79.06 75.90 77.64 77.42

S-CNNs with prior - 78.03 - - -
MO-unary with prior 79.70 79.95 80.67 80.27 80.24
MO-GC with prior 80.47 80.70 81.09 81.27 80.70

Table 3.7: Overall F-measure of background on the LFW-PL dataset.

F-bg 4096* 4096* 2048* 1024* 1024*
(%) 4096 1024 1024 1024 512

S-CNNs - 95.18 - - -
MO-unary 95.56 95.84 95.51 95.48 95.37
MO-GC 96.79 96.03 95.73 95.68 95.59

S-CNNs with prior - 96.63 - - -
MO-unary with prior 96.84 97.02 97.03 97.03 97.02
MO-GC with prior 96.90 97.10 97.10 97.10 97.10

1024 ∗ 1024 which achieves the best performance. Note that, a major difference of the

evaluation is that [48] applies a superpixel-wise accuracy since it is a superpixel based

method, while we use a per-pixel accuracy evaluation since our approach outputs a per-
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pixel labeling map. For GLOC, the per-pixel evaluations may be slightly different, which

however is not reported in their paper.

Figure 3.8- 3.10 more experimental results using challenging images including blurry

hair region with low contrast, occlusions and mustache. For unary output on the third

column, we show a “soft mask” with values ranges from 0 to 1 for each class. Specifically,

the hair region (red) reveals its natural properties of transparency by showing a smooth

probability map. For edge output on the second column, we also illustrate a probabilistic

output ranging from 0 to 1, which is directly used on the inference step. Our generated

edge is clean (with much little of the background) and accurate, which further helps infer

labeling results with better class boundaries as shown on the forth column. Although our

approach is not specifically designed to handle occlusions, it handles such factors well as

shown in Figure 3.8(row 2, 5), Figure 3.9(row 1) and Figure 3.10(row 3).

The fifth column of figure 3.8- 3.10 shows the ground truth labeling for selected exam-

ples. We notice that the superpixel labeling proposed by [48] does not generate accurate

annotations. Some typical examples are shown in Figure 3.8(row 1, 3, 4, 5), Figure 3.9(row

2, 5, 6, 7) where the boundary regions are not well defined by superpixels, and inaccurate

annotations are thus generated. Furthermore, humans may not be able to annotate details

well, e.g., the mustache region in Figure 3.9(row 3) and the low-contrast hair region in

Figure 3.10(row 6). On one hand, the inaccuracy introduces noise to the supervised Con-

vNet training, on the other hand, the superpixel-wise evaluation in [48] does not reveal a

real accuracy. For instance, our results in the forth column contain a certain number of

incorrect label assignments evaluated on the ground truth in the fifth column. However,

they are visually even better than the ground truth, particularly along the class boundaries.

3.3.3 HELEN

We also show results on the labeling of 11 classes: two eyes, two eyebrows, nose,

upper and lower lips, inner mouth, facial skin and hair. Unlike LFW-PL, some facial
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components are rare classes (e.g. eyes, lips, etc.) and therefore the two-stage sampling

strategy proposed in Section 3.2.3 is applied. Instead of sampling the first 12 batches

in a random way as in LFW-PL, we propose to firstly separate the labels as foreground

(containing all facial components, skin and hair) and background. We then sample the

first 11 batches randomly from foreground and the remaining one from background. In

this way, the foreground is sufficiently trained in the first stage, and a natural foreground

label distribution can be preserved. We repeat the same edge sampling and jitter generation

strategy with LFW-PL. Specifically we train two models for HELEN: For the first model,

we train a 11-classes unified convolutional network, with the multi-objective approach

with nonparametric prior as additional input. Therefore, we show that the hair labeling

can be generated along with other facial labels, which is not addressed in prior work. For

the second model, we merge the ground truth hair label with the background to train a

10-classes network using the same approach. In this way, a fair comparison with the work

of [93] can be obtained.

Based on the same subset of images with same evaluation criteria, we simply report

the results of [93]. In Table 3.8, a large variation in F-measure with respect to each facial

component can be seen between [93] and the proposed approaches. While [93] bases

the work on exemplar transfer, and obtains better results on relatively rare facial classes,

such as eyes, nose and mouth, we outperform it in facial skin and the overall components.

Specifically, we achieve an overall F-measure of 0.854, which is a noticeable improvement

over the work of [93].

Table 3.8 shows that the labeling of hair regions, which is challenging and seldom

addressed in existing facial component labeling methods, can be successfully generated

together with other facial components by the proposed algorithm in a unified model. With

hair labeling, this proposed method still performs well in overall facial components against

the state-of-the-art method on the HELEN dataset. Unlike the superpixel-based annotation

in the LFW-PL dataset, the hair in the HELEN dataset is annotated by matting with a

“soft mask” that ranging from 0 to 1, as shown in the fifth row in Figure 3.113.12. To be
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Table 3.8: Evaluations on HELEN. We use float numbers instead of percentage to keep

consistent on the numarical pericision with [93]. For comparison, eyes, brow and mouth

all are computed by combining related categories, and the overall denotes all facial

components excluding facial skin.

methods eyes brows nose in mouth upper lip lower lip mouth all facial skin overall

Smith et.al [93] 0.785 0.722 0.922 0.713 0.651 0.700 0.857 0.882 0.804

Ours, 11 classes 0.768 0.713 0.909 0.808 0.623 0.694 0.841 0.910 0.847

Ours, 10 classes 0.768 0.734 0.912 0.824 0.601 0.684 0.849 0.912 0.854

consistent with the ground truth, we also visualize hair regions with “soft masks” generated

by unary probabilistic output maps, while keeping the other classes with “hard masks”, as

shown on the fourth row of Figure 3.113.12. Our approach generates accurate labeling

results on each facial component (second row) compared to the ground truth (third row).

Specifically, it generates visually pleasant labeling results in some challenging cases (even

for human beings), as shown in the sixth and seventh column.

3.4 Summary

We propose a deep convolutional network that jointly models pixel-wise likelihoods

and label dependencies through a multi-objective learning method. We introduce a non-

parametric prior, combined with the RGB image together as input to the network, and show

that this prior provides a strong regularization to the network, so that we can use a much

smaller model to achieve a competitive performance. Experiments on face labeling tasks

show that the proposed multi-objective learning and the nonparametric prior significantly

improves the labeling performance.
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(a) image (b) edge (c) unary (d) GC (e) ground truth

Figure 3.8: Face labeling results and semantic edge maps from LFW-PL dataset. (a) test

images; (b) edge term output; (c) unary term output; (d) labeling result by GraphCut

inference, denoted as GC; (e) ground truth. Best viewed in colors.
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(a) image (b) edge (c) unary (d) GC (e) ground truth

Figure 3.9: Face labeling results and semantic edge maps from LFW-PL dataset. (a) test

images; (b) edge term output; (c) unary term output; (d) labeling result by GraphCut

inference, denoted as GC; (e) ground truth. Best viewed in colors.
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(a) image (b) edge (c) unary (d) GC (e) ground truth

Figure 3.10: Face labeling results and semantic edge maps from LFW-PL dataset. (a) test

images; (b) edge term output; (c) unary term output; (d) labeling result by GraphCut

inference, denoted as GC; (e) ground truth. Best viewed in colors.
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(a) image (b) edge (c) unary (d) GC (labeling) (e) ground truth

Figure 3.11: Face labeling results and semantic edge maps from the HELEN dataset. GC

denotes labeling result by GraphCut inference. Best viewed in colors.
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(a) image (b) edge (c) unary (d) GC (labeling) (e) ground truth

Figure 3.12: Face labeling results and semantic edge maps from the HELEN dataset. GC

denotes labeling result by GraphCut inference. Best viewed in colors.



Chapter 4

Learning Recursive Filters for

Low-Level Vision via a Hybrid Neural

Network

4.1 Introduction

Recursive filters, also called Infinite Impulse Response (IIR) filters, are efficient algo-

rithms that account for signals with infinite duration. As such, recursive implementations

are commonly exploited to accelerate image filtering methods, such as spatially invari-

ant/variant Gaussian filters [22, 120, 99], bilateral filters [119] and domain transforms

[32]. However, few methods are developed based on recursive formulations for low-level

vision tasks mainly due to the difficulty in filter design.

Recently, several deep ConvNet based methods have been proposed for low-level vi-

sion tasks [112, 113, 82, 83, 24]. A convolutional filter can be considered equivalent to a

finite impulse response (FIR) filter. Unlike IIR filters, it is easier to design FIR filters at the

expense of using more parameters to support non-local dependency. In deep ConvNets, Xu

et al. [113] approximate a number of edge-preserving filters using a data-driven approach

42
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(a) smoothing (b) denoising (c) inpainting (d) color interpolation

Figure 4.1: Several applications of the proposed algorithm. (a) Approximation of relative

total variation (RTV) [115] for edge-preserving smoothing. (b) Denoising. (c)

Restoration of an image with random 50% pixels occluded. (d) Restoration of an image

with only 3% color informations retained.

which can utilize hundreds of convolutional channels to support spatially variant filtering

or large (up to 16 × 16) kernels to support global convolution. In spite of using a large

number of parameters, this model does not present local image structures well. Further-

more, it is difficult to extend the deep ConvNet model to other low-level vision problems

such as colorization and image completion.

Figure 4.1 shows a number of low-level vision tasks, e.g., denoising and inpainting,

which can be efficiently carried out by the proposed algorithm. In this chapter, we incor-

porate a group of RNNs as an equivalent of a recursive filter. As an important class of

neural networks, RNNs have been used for modeling contextual information in sequential

data [36, 9, 105]. The linear formulation of a RNN is equivalent to a first order recur-

sive filter, and the weight matrix corresponds to the coefficients. In addition, higher order

recursive filters can be formulated with several RNNs integrated either in cascade, or in

parallel. To design a data-driven RNN filter, a straightforward approach is to take each

pixel as a hidden recurrent node in a two-dimensional (2D) spatial sequence [73, 96, 49],
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and use the recurrent structure to learn the propagation weight matrix. However, a standard

RNN uses an invariant weight matrix, which makes all pixels share one single recursive

filter. Thus, this approach cannot be directly applied to filters that are conditioned on an

input image with spatially variant structures, e.g. edge-preserving smoothing.

To address these issues, we propose a spatially variant RNN by introducing a weight

map conditioned on the input image. The map has a set of distinct values for each

node which control the node-wise recurrent propagation, or equivalently, each node has

a distinct recursive filter. The weight map is associated with an image representation

that reveals important structures e.g., salient edges (useful for edge-preserving smooth-

ing and denoising). It can be jointly trained through a deep ConvNet that is combined

with RNNs in an end-to-end fashion. The proposed hybrid network is shown in Fig-

ure 4.3, which exhibits significant differences from existing pure data-driven ConvNet

models [112, 113, 82, 83, 24]. It is worth emphasizing that the ConvNet is not used to

extract hierarchical image features, but to learn the coefficients of RNNs. We show that

a variety of low-level vision tasks can be carried out as recursive image filtering by the

proposed neural network.

The contributions of this chapter are summarized as: (a) A hybrid neural network is

proposed to learn recursive filters for low-level vision tasks. The network contains sev-

eral spatially variant RNNs as equivalents of a group of distinct recursive filters for each

pixel, and a deep ConvNet that learns the weights of the RNNs. (b) The deep ConvNet

effectively guides the propagation of RNNs through learned regulations in a data-driven

fashion. Specifically, the weight map from the ConvNet is highly correlated to the cor-

responding image structures, which plays an important role in low-level vision problems.

(c) The proposed model achieves promising results without any special design, regular-

ization of the coefficients, pre-training or post-processing, and is suitable for real-time

applications.
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Figure 4.2: An illustrative example of the proposed model for edge-preserving image

smoothing with a single RNN. The deep ConvNet generates a weight map (b) that guides

the propagation of the RNN. We consider an image as a group of sequences, and take the

left-to-right recurrent propagation in 1D as an example, where k denotes a spatial

location. For a single RNN, the weight map corresponds to the edges of an image and can

be clearly visualized. When pk is close to zero, it cuts off the propagations from k − 1 to k

so that the edge is preserved (i.e., near boundary). On the other hand, pk+1 maintains the

propagation from k to k + 1 so that the image is smoothed at any non-edge location. The

ConvNet and RNN are jointly trained and the proposed network can be generalized to

many other applications such as colorization, inpainting and denoising (see Figure 3.1).

4.2 Recursive Filter via RNNs

The proposed model contains two parts: a deep ConvNet, and a set of RNNs that take

the output of the ConvNet as their input. Different from existing ConvNet based methods

[112, 113, 82], the filtered images are generated only through the set of RNNs. The deep

ConvNet, on the other hand, does not contribute any features or outputs for the filtered

result. Instead, it learns the internal regulations (see Figure 4.2, an example of a single

RNN for edge-preserving smoothing) to guide the propagation process for each hidden

node. In terms of the network structure, the deep ConvNet does not need to have a large
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number of channels or large kernels, since it focuses on learning the guidance for recurrent

propagation instead of kernels for low-level filters. In comparison to recent deep ConvNet

models for [25, 112, 113], the proposed model is much more efficient and light-weighted.

In this section, we describe the algorithmic details of the low-level part in the proposed

network. We show that a recursive filter can be equally expressed by a set of RNNs, with

its coefficients corresponding to the weight matrices of RNNs. We present two schemes to

combine a group of RNNs for constructing a recursive filter, and show how to ensure the

stability of the system.

4.2.1 Preliminaries of Recursive Filters

We first review recursive IIR filters [78] before presenting the hybrid neural network.

For illustration, we use a one-dimensional (1D) convolution FIR filter, in which the output

y [k] is composed of a weighed sum of the input signal x [k − i], expressed in the causal,

discrete-time formulation:

y [k] =

M∑
i=0

aix [k − i] , k = 0, . . . ,N, (4.1)

where N is the range of the sequence to be filtered, k is one point in the signal which

practically corresponds to a frame, character, or pixel in the sequential data. A 1D IIR

filter is different in the sense that the output also contains the previously computed values:

y [k] =

P∑
i=0

aix [k − i] +

Q∑
j=1

b jy
[
k − j

]
, k = 0, . . . ,N, (4.2)

where x [k − i] is the input and y [k] is the output sequence, {ai, bi} ∈ R are filter coeffi-

cients, P and M are the order of convolutional filters, and Q is the order of the recursive

filter. A 0-th order IIR filter is reduced to a FIR filter. An IIR filter (4.2) is equivalent

to a FIR filter (4.1) by recursively expanding its second term. For an impulse input, the

expanded terms can be infinitely long with exponentially decaying coefficients. That is, an

IIR filter bypasses a long convolution, with only a few coefficients involved. The causal
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IIR system from (4.2) is equivalently described in the z-domain by its transfer function

H(z) [78]:

H (z) =

∑P
i=0 aiz−i

1 −
∑Q

j=1 b jz− j
. (4.3)

It describes the frequency properties of IIRs independent of specific input signals. The

output sequence y [k] can be obtained from the z-transform of the input signal X (z) and

H (z) by computing the inverse z-transform of H (z) X (z). Note that for causal filters, we

need to define the initial conditions of the input signal x [−i] where i = 1, ..., P, and the

output signal y
[
− j

]
where j = 1, ...,Q. In this work, we set the initial conditions to zero

in the training process since we only use up to the second order (Q ≤ 2). Similarly, we

obtain the testing results by padding image borders.

4.2.2 Recursive Decomposition

The Q-th order IIR filter can be decomposited into a set of first order filters in two

different forms.

Cascade Decomposition. A recursive filter can be described in the z-plane with poles and

zeros [78]. Denoting the poles by {p j}
Q
j=1 and the nonzero zeros by {qi}

P
i=1, we have

H (z) = Hr (z) Hc (z) ,

Hr =
∏Q

j=1
g j

1−p jz−1 , Hc =
∏P

i=1 hi(1 − qiz−1),
(4.4)

where Hr and Hc are recursive and convolutional parts, gi and h j are their coefficients

respectively, {g, h, p, q} ∈ C. While Hc is equivalent to an ordinary 0-th order FIR that can

be constructed through a convolutional layer, Hr is a cascade of Q first order IIR units.

The spatial domain formulation with respect to the j-th unit from sequences of input xr [k]

and output yr [k] is:

yr
j [k] = g jxr

j [k] + p jyr
j [k − 1] . (4.5)

We denote this formulation as a cascade decomposition.
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Parallel Decomposition. In [33], it is shown that H (z) can be decomposed into a sum of

Q first order recursive filters:

H (z) = Hr (z) + Hc (z) ,

Hr =
∑Q

j=1
g j

1−p jz−1 , Hc =
∑P−Q

i=0 hiz−i,
(4.6)

where {g, h, p} ∈ C. Similar to the cascade formulation, the parallel decomposition also

contains a FIR Hc with different kernel size (P − Q + 1) of a convolutional layer, as well

as Q summed first order IIR units. Each one shares the same formulation as in (4.5). We

refer to this formulation as a parallel decomposition.

To simplify the framework, we do not apply Hc from (4.4) and (4.6) in this work.

Therefore, the parallel way has P = Q − 1, which is greater than the cascade one with

P = 0 when Q > 1. It is more amenable to be designed as a high-pass filter (e.g., for

enhancement effect) compared to the cascade connection [78].

4.2.3 Constructing Recursive Filter via Linear RNNs

Single Linear RNN is 1st Order Filter. RNNs have been used to learn sequential data

of varying length for various tasks. Let x ∈ X be the input signal, h ∈ H be the hidden

state, and {Wx,Wh} be the weight matrices, then the recurrent relation over space or time

is modeled by

h [k] = f {Wxx [k] + Wh (h [k − 1] + b)} . (4.7)

The formulation (4.7) is slightly different from the first order recursive filter, as expressed

in (4.5), where the sigmoid is often used for f to ensure the output is bounded and the

recurrent system is stable in transition.

To model the recursive filter (4.5), we set f as an identity function f (x) = x, and

{Wx,Wh} as diagonal matrixes. We refer to this neural network as the Linear Recurrent

Neural Network (LRNN) in this chapter. With this method, we ignore the bias term in (4.7)

and formulate LRNN using the dot product:

h [k] = g · x [k] + p · h [k − 1] , (4.8)
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where x [k] ∈ Rn×1. The {g, p} ∈ Rn×1 can be regarded as the diagonal values of Wx and

Wh, where · is a dot product operator.

We further formulate (4.8) in a normalized filter, which has unit gain at some specified

frequency. For example, a low-pass filter commonly has unit gain at z = 1, which implies

that its discrete impulse response should sum to one. Normalizing a filter is carried out by

scaling its impulse response by an appropriate factor, where (4.8) is computed by setting

g = 1 − p such that the prediction of coefficients is reduced to estimating the parameter p

only:

h [k] = (1 − p) · x [k] + p · h [k − 1] . (4.9)

Its backward pass can be generalized by back propagation thorough time (BPTT) used in

RNNs [38]. The derivations with respect to h [k], denoted as θ [k] is,

θ [k] = δ [k] + p · θ [k + 1] . (4.10)

The stability of LRNN (4.9) is different from the standard RNN (4.7) because the range

of h [k] is not controlled through some nonlinear functions (e.g., sigmoid). The output

sequence is likely to go to infinity when p is greater than one. According to z-transform

[78], the causal recursive system can be stabilized by regularizing p inside the unit circle

|p| < 1, which we discuss in the next section. In addition, the propagation of (4.9) can

reach to a long range when p is close to one, thereby enabling global propagation over an

entire image.

Construction of High Order Filters. High order recursive filters [33] can be constructed

by combining a group of LRNNs in cascade or parallel schemes as discussed in Sec-

tion 4.2.2. In the cascade decomposition, LRNNs are stacked with the input signal passing

through one to the next. In the parallel approach, each LRNN receives the input signal

respectively, where the outputs are integrated with node-wise operations. The FIR terms

(which we do not use in this work) can be implemented by convolutional layers that are

integrated in the same way.
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Two Dimensional Image. To filter an image we need to extend the 1D LRNN in (4.9) to

2D. We adopt a strategy similar to the 4-way directional propagation for two-dimensional

data in [14]. First, the 1D LRNN is processed respectively along left-to-right, top-to-

bottom and their reverse directions, as shown in Figure 4.3. In any direction, we treat

each row or column as 1D sequence. Taking the left-to-right case as an example, the

LRNN scans each row from left to right. As a result, four hidden activation maps are

generated. We integrate the four maps through selecting the optimal direction based on

the maximum response at each location. This is carried out by a node-wise max pooling,

which effectively selects the maximally responded direction as the desired information to

be propagated and rejects noisy information from other directions. We note that the four

directions can be executed in parallel for acceleration as they are independent.

4.3 Learning Spatially Variant Recursive Filters

One problem with the standard or linear RNN in (4.7) and (4.9) is that it takes a group

of fixed weights for every point k. Filtering an image in such a way means that each pixel

is processed with the same recursive filter, which is not effective for many low-level tasks,

e.g., edge-preserving smoothing, where the edge and texture areas need to be processed

differently.

4.3.1 Spatially Variant Linear Recurrent Network

Therefore, we propose a spatially variant recurrent network by extending the fixed pa-

rameter p to p [k], so that each pixel has a distinct recursive filter. Taking edge-preserving

smoothing as an example (see Figure 4.2), and considering the first order recursive filter

(a single LRNN), {p [k]}, namely the weight map, is supposed to be associated with an

“edge map”. Specifically, the weights that lie on the edge regions should be close to zero

such that the input x [k] is preserved, and one otherwise so that the other regions can be



51

Figure 4.3: Proposed hybrid network that contains a group of RNNs to filter/restore an

image and a deep ConvNet to learn to propagate the RNNs. The process of

filtering/restoration is carried out through RNNs with two inputs and one output result,

denoted in red. Both parts are trained jointly in an end-to-end fashion.

smoothed out via recurrent propagation (as in (4.9)). For higher order recursive filters and

some other tasks, e.g., inpainting, the weight maps are more complex and do not corre-

spond to some explicit image structures. However, they reveal the propagation regulations

with respect to specific tasks, which are conditioned on the input image.

We have two types of input to a LRNN, i.e., an image X and a weight map P. Given a

hidden node h [k] and similar to (4.9), the spatially variant LRNN is:

h [k] = (1 − p [k]) · x [k] + p [k] · h [k − 1] . (4.11)

In the back propagation pass, the derivative σ [k] with respect to p [k] is:

σ [k] = θ [k] · (h [k − 1] − x [k]) , (4.12)

such that the weight map p [k] of a spatially variant recursive filter can be learned.

4.3.2 Learning Weight Maps of Recurrent Networks via ConvNets

We propose to learn the weight maps through a deep ConvNet, which takes an image

to be filtered as its input. The ConvNet can be small and deep, since it learns the guidance
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of propagation instead of learning convolutional filters. The proposed network is equipped

with 10 convolutional layers. The first five layers are followed by a max pooling, while

the other five are followed by a bilinear upsampling. The RELUs are used between adja-

cent convolutional layers. In addition, 4 links between corresponding downsampling and

upsampling units connect feature maps of the same size at different levels in order to learn

better representations, where similar settings can be found in [66]. We use 3 × 3 kernels

with the number of channels ranging from 16 to 64, as shown in Figure 4.3.

To connect with the LRNNs of different directions (4 distinct hidden layers, see Fig-

ure 4.3), the weight map can be equally split into 4 parts for the 4 directions. To simplify

the network implementation, each axis is allowed to share the same part (e.g., the left-to-

right and right-to-left directions share a common horizontal map). Thus, for each LRNN,

we have two parts in a weight map for the x and y-axis, respectively. We find that better re-

sults can be obtained by linearly transferring the RGB input of LRNN into a feature space,

e.g., through one convolutional layer, and then perform LRNN on the proposed transform

space. We are then able to select a best direction at each point on the feature space using

a node-wise integration strategy, which combines the four directions. The combined maps

can be transferred back to a 3-channel image through another convolutional layer. We con-

figure both of the transform convolutional layers using 3 × 3 kernels. We set the number

of channels in each hidden layer of LRNNs to m = 16 in all experiments so that each x [k]

and p [k] in (4.11) are vectors with dimension of 16. The number of output channels for

ConvNet is 2 × m × R, where R denotes the order of recursive filter (or equivalently the

number of LRNNs), e.g., it should be set to 64 with a network configured with a 2nd order

recursive filter. It is important that we equip a hyperbolic tangent function as the topmost

layer of the ConvNet, so that the weight map is restricted to (−1, 1) to stabilize the LRNN,

as introduced in Section 4.2.3.
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4.4 Experimental Results

We apply the proposed model to a variety of low-level vision problems including edge-

preserving smoothing, enhancement, image denoising, inpainting and colorization. All the

following applications share the same model size as well as the run-time. Specifically, our

model reaches real-time performance on images of 320 × 240 pixels (QVGA) using a

Nvidia Geforce GTX Ti GPU with 3 GB memory. Due to space limitations, we present

some results in this section. During the training phase, the momentum, weight decay

and batch size are set to be 0.9, 10−3, and 20, where the initial learning rate is set as

10−4. Specifically, our model takes 0.55 and 0.88 ms for an input image with 1080p or

2k resolution, respectively. The corresponding run time performance of the ConvNet filter

can be found and compared in [113]. The trained models and source code is available at

www.sifeiliu.net/project.

Experimental Settings. To obtain rich information from different scales of an image, we

use multi-scale input through downsampling the color image with ratio of {1/2, 1/4, 1/8, 1/16},

resizing them to the original size, and concatenating them to be a single input. Therefore,

nodes in a LRNN can reach to a more global range via processing on coarse scales, with-

out increasing the number of coefficient maps to be learned. We use 96×96 image patches

as the original inputs that are randomly cropped from training images, which are then

processed as multi-scale input through average pooling and upsampling. All patches are

augmented through perturbation using the similarity transform, so as to adapt to the scale-

variant property for some existing filters. We use roughly 400, 000 image patches that are

randomly cropped from the MS COCO dataset [57] in the training process with data aug-

mentations. For all the following applications, the order of filter is set to 2 with specific

structures shown in Figure 4.3. The only difference lies in the integration manner with

respect to these 2 LRNNs, e.g., cascade or parallel, which is specified in each application.

www.sifeiliu.net/project
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(a) original (b) RTV-x (c) RTV-y (d) weight-x (e) weight-y (f) our result

Figure 4.4: Visualization of weight maps for approximating the RTV filter using first

order recursive filter. (a) original image; (b) and (c): manually designed edge prior maps

in RTV for x and y axes; (d) and (e): weight maps generated from the ConvNet for x and

y; (f) our filtered result.

4.4.1 Edge-Preserving Smoothing

Xu et al. in [113] propose a ConvNet model to approximate various filters such that

many conventional implementations can be accelerated significantly. We show that the

proposed algorithm is able to approximate various filters and performs favorably against

[113] in terms of accuracy, run time, and model size. We selectively learn a group of local

and global filters including bilateral filter (BLF) [100], weighted least square (WLS) [29],

L0 smoothing [111], RTV texture smoothing [115], weighted median filter (WMF) [122],

and rolling guidance filter (RGF) [121].

Visualization of Weight Maps. We first demonstrate through a first order recursive filter

using a single scale RGB image without any linear transformation as the input to both

ConvNet and LRNN, where the weight maps with respect to x and y axes accurately cor-

respond to the edges of the image. This is carried out by setting the number of output

channels of the ConvNet to 2, such that the maps for x and y axes, which are then shared

by all channels of the hidden layers in the LRNN, can be obtained and visualized.

We note that some edge-preserving methods, e.g., RTV [115], focus on extracting the

main structures of an image. The designed edge prior maps for RTV (Figure 4.4(b) and

(c)), which reflect the main structures of an image, determine whether the image regions
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(a) Input (b) Xu et al. [113] (c) Ours (d) Original filters

Figure 4.5: Approximation of edge-preserving filters. (a) input images. (b) results by

Xu et al. [113]. (c) results of our model. (d) results from the original filters. First row:

Results by approximating RGF [121]. Second row: Results by approximating WLS

smoothing [29].

should be smoothed or not in the propagation step [115]. Interestingly, the learned data-

driven weight maps by our model (see Figure 4.4(d) and (e)) have the similar effects to

the handcrafted maps. They accurately locate the image edges with cleaner background,

and effectively remove the grid-like texture in the input image, as shown in Figure 4.4(f).

As our method is data-driven, different weight maps can be generated for different tasks.

The data-driven approach allows the proposed algorithm to be generalized to a variety of

applications without handcrafted priors. Similar weight maps can be generated through

approximating other edge-preserving filters (e.g., L0 filter [111]), which is not designed

based on edge prior, as shown in Figure 4.10. While one can also manually design the

weight maps and feed them to the RNNs to create new type of filters, it is beyond the

scope of data-driven approach and not be discussed in this chapter.
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Table 4.1: Quantitative evaluations for learning various image filters.

Methods L0 [111] BLF [100] RTV [115] RGF [121] WLS [29] WMF [122] Shock filter [74]

PSNRs of [113] 32.8 38.4 32.1 35.9 36.2 31.6 30.0

Our PSNRs 30.9 38.6 37.1 42.2 39.4 34.0 31.8

SSIM of [113] 0.99 0.99 0.98 0.99 0.98 0.98 0.97

SSIM ours 0.97 0.99 0.98 0.99 0.99 0.97 0.97

Quantitative Comparisons. We show the applications that are based on a second order fil-

ter. Specifically for edge-smoothing tasks (e.g., L0, WLS and RTV, etc.), the two LRNNs

are connected in cascade since it is more amicable to low-pass filtering. On the other hand,

we use the parallel integration scheme for learning shock filters [74] with enhancement ef-

fects. We quantitatively evaluate the proposed algorithm against [113] on the dataset used

in [113]. Table 4.1 shows that our method generates high quality filtered images with sig-

nificant improvements over the state-of-the-art ConvNet based method. In addition, the

proposed model is much smaller and faster due to its hybrid structure, which can be used

to accelerate more conventional algorithms, e.g., region covariance filter (RegCov) [50]

and local laplacian filter (LLF) [75].

Figure 4.5 shows approximations of RGF [121] and WLS smoothing [29]. The results

by our model preserve more accurate structures without including details that are supposed

to be removed. The filtered images are visually the same as those generated by the original

implementations. We note that the ConvNet based filter [113] misses important local

structures by approximating the RGF, and includes some details that should be removed

by approximating the WLS, as shown in Figure 4.5(b). We also show more qualitative

results for the approximation of other edge-preserving/enhancement filters to demonstrate

the effectiveness of the proposed method. Specifically, we crop one patch for each image

in visualizing the approximation of shock filter (see Figure 4.15), for better comparisons

with respect to the region details.

Run Time and Model Size We evaluate all the following methods with the same computer
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Table 4.2: Run-time (second) performance against [113] and some conventional methods

at different resolutions of color images.

method QVGA VGA 720p
BLF [100] 0.46 1.41 3.18
WLS [29] 0.71 3.40 11.38
RTV [115] 0.81 3.51 9.94
WMF [122] 0.67 1.70 3.80
EPLL [128] 33.82 466.79 1395.61
Levin [53] 2.10 9.24 31.09

Xu et al. [113] 0.23 0.83 2.10
Ours 0.05 0.16 0.37

introduced in the beginning of this section. The proposed method achieves favorable speed

as shown in Table 4.2, and is significantly smaller than that of [113] (0.54 vs 5.60 MB).

It can speed up a variety of conventional filters for denoising, inpainting and colorization,

etc.

4.4.2 Image Denoising

The proposed method can be used to learn filters for image denoising. Specifically, we

train the model with thousands of patches in which white Gaussian noise with the standard

deviation of 0.01 is added. At the output end, the model is supervised by the original image

patches. We apply the parallel connection to the two LRNNs to preserve more details. The

other settings are the same as those used in Section 4.4.1.

Figure 4.6 shows the results with two state-of-the-art algorithms including expected

patch log likelihood (EPLL) [128] and a deep ConvNet based model [83]. The denois-

ing method [128] is based on a prior of image patches, and the vectorization-based deep

ConvNet [83] is based on a two-layer convolutional model. Although significant noise

has been removed by both methods, some details are not preserved well and the restored

results can be over-smoothed. The learned filter by the proposed model generates clear
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images with well preserved fine details, as shown in Figure 4.6(d). It retains important

image contents such as the brushstrokes of oil painting in the first row, or pattens of the

feather in the second row.

We apply the test set of Berkeley segmentation dataset 500 (BSDS500) which contains

200 natural images, and compare the proposed algorithm with the state-of-the-art methods,

including EPLL [128], bm3d [20] and deep ConvNet based model [83].

In Figure 4.16, several patches are cropped for better visualization and comparisons.

The EPLL algorithm over-smooths many regions (in all examples) especially on the back-

ground, and introduces color noise (being obvious on the first and third columns). The

ConvNet based method preserves more details. However, it produces more texture-like

noise on smooth regions. Comparatively, the results generated by the proposed algorithm

(see Figure 4.16, the 4-th row) are visually pleasant on both preserving details and remov-

ing noise.

Table 4.3: Quantitative evaluations for image denoising on BSDS500-test.

Methods EPLL [128] deep ConvNet [83] bm3d [20] ours
Average PSNRs 28.38 28.82 28.38 31.05

The deep ConvNet method is likely to be slower in terms of run-time (was not specified

in [83]) due to its large model size, while the EPLL takes more than hundreds of seconds to

process one image. In contrast, the proposed method achieves several order of magnitude

accelerations (see Section 4.4.1). As a result, it outperforms the state-of-the-art methods

in terms of the overall performance as well as efficiency.

4.4.3 Image Propagation Examples

In this section, we validate the effectiveness of propagation-study of the network by

restoring images from degraded frames with masks. The deep ConvNet here learns more

complex rules than the edges that are used for smoothing. We apply the proposed model
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(a) Input (b) EPLL, PSNR: 31.0 (c) ConvNet, PSNR:31.0 (d) Ours, PSNR: 32.3

(a) Input (b) EPLL, PSNR: 31.1 (c) ConvNet, PSNR: 29.5 (d) Ours, PSNR: 31.6

Figure 4.6: Image denoising. (b) denotes the results of image patch prior based method

EPLL [128]. (c) denotes the results by end-to-end trainable ConvNet method [83].

to two interesting applications for pixel and color interpolation (e.g., inpainting and col-

orizaiton). Specifically, we retain randomly 50% pixels for the image interpolation and 3%

monochrome pixels for the color interpolation. The proposed model takes degraded im-

ages as well as masks as input channels, and learns the weight maps with the supervision of

the original images. It learns complex regulations including identifying the occluded pix-

els and restoring them by propagating information from the other pixels, and identifying

the image structures such that the restored pixels can naturally adapt to them.

Pixel Interpolation. The goal of pixel interpolation is to restore the values in missing

regions according to a mask of pixels that are to be restored. In this model, the random
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mask is concatenated with the degraded image as the input, such that it learns the propa-

gation rules according to all the visual information. The LRNNs filter the degraded image

according to the learned rules and output an interpolated result. It does not require explicit

regulations to compute the missing data, nor expensive optimizations for each test image.

Therefore, it is accurate and fast to execute through forward propagation.

(a) occluded (b) restored (c) original

Figure 4.7: Pixel interpolation. (a) input image. (b) restored image for masking half

pixels in (a).

We show that the proposed algorithm can restore fine details (e.g., pattens on a butter-

fly) in Figure 4.7 with randomly half pixels are masked. We discover that the proposed

model trained for image interpolation can be directly applied to image inpainting with

texts, as shown in the first row of Figure 4.8. Both results are visually very similar to the

original images, as shown in Figure 4.7(b) and 4.8(c).

For ease of comparison, we show all results by different methods on one page, and the

details can be clearly viewed at the original image resolution, or equivalently by zooming

in on Figure 4.17. The EPLL algorithm can recover the edges but over-smooths many

details (in all examples). The ConvNet based method, on the other hand, produces jagged

boundaries (e.g., edges along houses on the hill in (a), long edges in (b)). Comparatively,

the results generated by the proposed algorithm (fourth row of Figure. 4.17) are visually

pleasant on both detail and edge preserving, and are visually similar to the ground truth

images (fifth row of Figure. 4.17).

Color Interpolation. The proposed algorithm can be applied to color image restoration
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(a) occluded (b) Xu et al. (c) ours (d) original

(e) degraded (f) Levin et al. (g) ours (h) original

Figure 4.8: First row: image inpainting on the regions of texts with comparison to Xu et

al. [82]. We directly apply the pixel interpolation model to inpainting. The model does

not require any network finetuning on texts masks. Second row: color interpolation with

comparison to Levin et al. [53].

and editing despite providing little color information, e.g., user inputs. Given the bright-

ness channels (y channel in the YCbCr color space), we retain only 3% color pixels, as

shown in Figure 4.8(e). Taking a degraded image and a mask as input, the proposed model

learns to propagate the known colors to other regions to be restored. We compare the re-

sults of the proposed algorithm with those generated by the state-of-the-art method [53]

in Figure 4.18, and show more results in Figure 4.19. The proposed model generates fa-

vorable results (visually the same with the original image) compared to the state-of-the-art

method [53], which takes more than 3 seconds on a QVGA image.

The proposed model can also be generalized to image re-colorization by applying

the brightness channel of an input image, and directly taking 3% color pixels from the

monochrome channels in a reference image of the same size. The re-colored image has

the contents of the original image, but with the color style of the reference image. Figure

4.9 shows examples of image re-colorization.
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(a) origin (b) reference (c) re-colored

Figure 4.9: Re-colorization by applying the brightness channel of (a) and directly taking

3% color pixels from the monochrome channels in a reference image with the same size.

4.5 Summary

In this chapter, we propose a novel hybrid neural network for low-level vision tasks,

based on the recursive filters whose coefficients can be learned by a deep ConvNet. We

show that the proposed model is faster and significantly smaller than the deep ConvNet

filters. It is also more generic, and can effectively and efficiently handle a variety of appli-

cations including image smoothing and enhancement, image denoising and pixel interpo-

lation.
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(a) input (b) x-map (c) y-map (d) smoothed

Figure 4.10: Visualization of weight maps for L0 edge-preserving smoothing filter [111].
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(a) input (b) proposed (c) L0

Figure 4.11: Approximation of L0 edge-smoothing method [111]. Zooming in to see

details.
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(a) input (b) proposed (c) RGF

Figure 4.12: Approximation of RGF [121] edge-smoothing method. Zooming in to see

details.
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(a) input (b) proposed (c) RTV

Figure 4.13: Approximation of RTV [115] edge-smoothing method. Zooming in to see

details.
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(a) input (b) proposed (c) WLS

Figure 4.14: Approximation of WLS [29] edge-smoothing method. Zooming in to see

details.
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(a) input (b) proposed (c) shock

Figure 4.15: Approximation of Shock filter [74] image enhancement method. Zooming in

to see details.
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(a) (b) (c)

Figure 4.16: Image denoising. First row: image with white Gaussian noise; Second row:

image denoised by EPLL [128]; Third row: image denoised by deep ConvNet based

method [83]; Forth row: image denoised by the proposed algorithm. Zooming in to see

details.
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(a) (b)

Figure 4.17: Pixel interpolation. First row: occluded image; Second row: EPLL based

inpainting [128]; Third row: ConvNet based inpainting [82]; Fourth row: restored by

proposed algorithm; Fifth row: the original image. Zooming in to see details.
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(a) degraded (b) Levin et al. (c) proposed (d) original

Figure 4.18: Color interpolation with comparison to Levin et al. [53].
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(a) degraded (b) proposed (c) original

Figure 4.19: Color interpolation via proposed algorithm.



Chapter 5

Face Parsing via Recurrent Propagation

5.1 Introduction

Recent years have witnessed significant progress in object segmentation and image

parsing using deep ConvNets [28, 21, 85, 16, 125, 65]. With end-to-end nonlinear clas-

sifiers and hierarchical features, ConvNet-based face parsing methods [64, 102] achieve

the state-of-the-art performance than approaches based on hand-crafted features [48]. The

main issues with existing ConvNet-based face parsing are the heavy computational load

and large memory requirement. Both issues can be alleviated by using shallow or light-

weighted convolutional structures, but at the expense of parsing accuracy.

In this work, we propose a face parsing algorithm in which a spatially variant recurrent

module is incorporated for global propagation of label information. A straightforward

combination of ConvNet and RNN is to take each activation in a ConvNet feature map as

the input to a hidden recurrent node in a two-dimensional (2D) spatial sequence and use

the recurrent structure to learn the propagation weight matrix in an end-to-end fashion [9,

55]. These models either utilize a spatial RNN [9], or a stacked long short-term memory

(LSTM) [55]. In contrast, the proposed recurrent structure exploits the strength of both

models in which we apply a simple structure similar to a typical RNN but maintains the

73
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capability of spatially variant propagation of an LSTM. Specifically, the proposed model

uses a spatially variant gate map to control the propagation strength over different locations

in the label space. For face parsing, this gate is naturally associated with the semantic

boundary. A gate allows propagation between pixels in a label-consistent region or stops

it otherwise. We show that this gate can be obtained via a relatively shallow ConvNet

that focuses on learning low and mid-level image features. The RNN module, controlled

by the gate, can utilize rich redundant information by propagating the predicted labels to

their neighboring pixels in the label-consistent region. Compared to a deep ConvNet face

parser with similar performance, the propagation layer requires a small amount of model

parameters and significantly reduces the computational cost. As a result, we construct a

model that is hundreds of times faster and smaller than deep ConvNet-based methods [64,

102] for face parsing without loss of accuracy.

We validate the proposed algorithm on both coarse-grained (parsing an image with ma-

jor regions including skin, hair and background) and fine-grained (parsing an image with

detailed facial components such as eyes, eyebrows, nose and mouth) face parsing. Both are

of critical importance for real-world applications in face processing, e.g., coarse-grained

face parsing for style transfer [12] and fine-grained face parsing for virtual makeup. Pars-

ing only the main classes is generally easier under the same settings due to the complexity

of solutions and more balanced distributions of training samples. We show that the pro-

posed model can parse all faces of an image in one shot, and significantly outperform the

state-of-the-art methods in terms of accuracy and speed.

One issue with applying a single network to fine-grained face parsing is the perfor-

mance on small facial components. This is due to the extremely unbalanced sample dis-

tributions and image size of these regions. We design a two-stage method to parse these

components efficiently. We train the model for the main classes in the first stage and then

focus on the others with relatively simpler sub-networks. Specifically, the sub-networks

in the second stage take a cropped facial region as input. In contrast to a face component

may occupy a small amount of pixels from a whole image, the distributions of the pixels
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for a cropped region are more balanced. We show that by dividing the second face parsing

problem into several sub-tasks, the overall network complexity is significantly reduced.

The contributions of this work are summarized as follows. First, a light-weighted

network is proposed for pixel-wise face parsing by combining a shallow ConvNet and a

spatially variant RNN, which significantly reduces the computational load of deep Con-

vNet. Second, we show that when parsing a face image with multiple detailed components,

dividing the problem into several sub-tasks is significantly more efficient than using one

single model, with even better accuracy. Experimental results on the HELEN [94], LFW-

PL [48] and Multi-Face demonstrate the efficiency and effectiveness of the proposed face

parsing algorithm against the state-of-the-art methods.

5.2 Proposed Algorithm

Most ConvNet-based face parsing algorithms [64, 116] apply deep networks with a

large number of parameters, which entail heavy computational loads. On the other hand,

shallow models can be executed efficiently but not able to model global data dependency.

In this work, we use a shallow ConvNet with a combination of spatially variant recurrent

propagation module to model image data effectively and efficiently.

Our model contains a shallow ConvNet and a spatial RNN, as shown in Figure 5.1.

First, the ConvNet takes a color image as its input and learns a coarse pixel-wise label

score map (Figure 5.1(b)). Second, the coarse label result is fed to a spatial recurrent unit

for global propagation. Specifically, the spatial propagation is controlled by a gate map

(Figure 5.1(c)), which is referred to as a recurrent gate in the rest of the chapter. Each pixel

in the map, formulated as a scalar weight coefficient to the recurrent term, controls the

connection between two adjacent hidden nodes at the corresponding location. Since a gate

map can be supervised by the ground truth semantic boundaries from labeled annotations,

it enables the recurrent propagation to be discriminative between semantically consistent

and inconsistent regions, with respect to the specific input image.
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Figure 5.1: Proposed parsing network architecture by combining a ConvNet and a spatial

RNN. The ConvNet generates a coarse label map (b) and a recurrent gate (c), which are

fed into 4 RNNs with different directions to generate a more accurate result (d). The

network structure is shown where the notation for Conv1 “5×5×16/1” means convolution

layer with 5 × 5 kernel, 16 channels and stride 1. The face image in (d) is further

segmented with detailed labels in the second stage (see text and Figure 5.2).

We first briefly review conventional RNNs and describe how we extend it to the 2D

space for image data, before introducing the recurrent gates. We then discuss how to train

the hybrid model in an end-to-end fashion.

5.2.1 Recurrent Neural Networks

The conventional RNN is developed to process 1D sequential data where each hidden

node represents a single character, frame, pixel and is connected to its adjacent neighbor.

The hidden node i, denoted as hi ∈ H receives two inputs: an external input xi ∈ X and

its previous activation hi−1 from one step back. The summation of these two inputs is then

non-linearly mapped via a function θ (·) as the activation of the current step:

hi = θ (ai) , ai = ωxxi + (ωhhi−1 + b) . (5.1)

In this formulation, xi and hi can have different dimensions, where the input transition

matrix ωx aligns xi to have the same dimension as hi. In addition, b is a bias or offset term
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to model data points centered at a point other than the origin. For simplicity, we set xi and

hi to have the same dimension, and remove the ωx so that only the recurrent state transition

matrix needs to be learned.

To extend the 1D RNN in (5.1) to 2D images, we consider each row/column as 1D

sequence, and then adopt an approach similar to the bidirectional recurrent neural net-

work for processing temporal sequences [36]. First, the 1D sequential RNN is processed

respectively along left-to-right, top-to-bottom, and their reverse ways. Taking the left-to-

right direction for a 2D feature/label map as an example, the 1D sequential RNN scans

each row from left to right. As a result, four hidden activation maps are generated.

The four hidden activation maps can be grouped either in parallel or cascade, as in-

troduced in [62]. The four maps share the same input X with the parallel method, while

in the cascade way, each RNN takes the output from a previous RNN as its input. We

adopt the parallel method and integrate the maps by selecting the optimal direction based

on the maximum response at each location. This is carried out by a node-wise max pool-

ing operation that can effectively select the maximally responded direction as the desired

information to be propagated and reject noisy information from other directions. We note

that the four-directional RNNs with parallel integration can be executed simultaneously

with multiple GPUs for further acceleration as they are independent.

The backward pass is also an extension of the back propagation through time (BPTT)

method used in RNNs [109]. Due to space limitation, we only present the derivative with

respect to ai:

δi = θ′ (ai) · (ξi + ωhδi+1) , (5.2)

where ωh is a square weight matrix and all the others are 1D vectors. We denote ξ as

the influence from the output layer on top of the proposed spatial RNN, and the second

term in (5.2) the influence from the next hidden node. The derivatives are passed back

in reverse order against the feedforward process, with four distinct directions computed

respectively [109].
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5.2.2 Spatially Variant Recurrent Network

The fundamental problem of the RNN in (5.1) is that the hidden state transition matrix

ωh is spatially invariant. As such, it tends to propagate any pixel to its adjacent ones with

a group of fixed weights. However, the label space is spatially variant with respect to

different locations. The propagation between pixels that share the same label should be

distinguished from those between pixels with different labels on the semantic boundaries.

To this end, we propose a spatially variant recurrent network with gate maps gi ∈ G

as an additional input to the spatial RNN. Each gi is an additional coefficient that controls

the strength of connections between nodes to guide the recurrent propagations. Intuitively,

strong connections (e.g., gi is close to 1) should be enforced between nodes in the label-

consistent region. On the other hand, weak connections (e.g., gi is close to 0) should be

assigned to the nodes belonging to semantically different categories, so that they can be

successfully separated.

To reformulate the framework, we have two types of inputs to a RNN, i.e., an external

input X, and a spatially variant gate G. Given a hidden node hi, the spatially controllable

recurrent propagation is:

ai = xi + gi · (ωhhi−1 + b) . (5.3)

The propagation of the hidden activation at i − 1 to i is controlled by dot product with

gi. We use the identity function θ (x) = x as the activation (also used by [14, 62]), since

experimentally it achieves better performance. To maintain the stability of the linearized

formulation, the absolute value of gi, and norm of ωh are both normalized to be within

one during parameter update in order to prevent the hidden activation in H to increase

exponentially.

Similar to the sequential RNN, the BPTT algorithm is adopted to adjust X and G in the

spatially variant RNN. The derivatives with respect to ai and gi, denoted as δi and εi are:

δi = ξi + gi · ωδi+1, εi = δi · (ωhhi+1 + b) . (5.4)
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In addition, the derivative from RNN with respect to xi is equal to δi.

5.2.3 Hybrid Model of ConvNet and RNN

In the proposed framework, we apply a ConvNet that provides label representation X

and spatially variant gate representation G to the spatial RNN (see Figure 5.1). With the

effective propagation of RNN, the ConvNet can be relatively shallow as revealed in the

experimental analyses. Taking the three-class face parsing as an example, the main part

of ConvNet is equipped with only three convolutional layers, two max pooling (down-

sampling) as well as deconvolutional (upsampling) layers, as shown in Figure 5.1, and

at most 32 channels for each layer. The proposed network is significantly smaller than

most existing ConvNet-based face parsing models based on 6 convolutional layers with 2

fully-connected layers [64], or 16 layers [102] from VGG [92].

To connect with the spatial RNN, the feature maps with 16 channels generated from the

first deconvolutional layer (Deconv6 in Figure 5.1) are equally split into two components

(each with 8 channels), where one is for pixel-wise labels and the other is for the recurrent

gate, with equal width and height. They are then fed to four recurrent layers with different

directions as X and G respectively, where each pixel i in the hidden layers is processed by

combining xi and gi based on (5.3).

The hybrid network contains three different loss layers. At the top of the ConvNet, both

X and G are supervised with the softmax cross entropy loss. The labeling representations

are transferred by a convolutional layer to be directly supervised by the ground truth labels

(see Figure 5.1(b)). The gate representations are transferred by a 1× 1 convolutional layer

to have a single channel output, which is supervised by the boundary between different

categories (see Figure 5.1(c)). Finally, the output of RNN with 8 channels are transferred

to 3 channels, upsampled to the original image scale, and supervised by the ground truth

labels (see Figure 5.1(d)). All the losses encourage the ConvNet to learn better label can-

didates as well as guidances to the propagation. Specifically, the ground truth boundaries
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are obtained from the annotated labels, by setting its boundary pixels to zeros and all the

others to one. For example, with a pixel i that is located on a boundary of two categories,

the ground truth value is set to zero, which can encourage the gi to “cut off” the connection

between different classes, and vise-versa.

5.3 Sub-networks for the Detailed Components

As discussed in Section 5.1 and revealed in the experiments, a single network does not

perform well on small facial components. One problem is that some facial components

amount to small percentage of the entire dataset, e.g., the eye regions in Figure 5.1(a)

occupy less than 1% of the whole image. It is difficult to parse such components in one

stage due to unbalanced labeled data. The work of [64] applies a simple strategy by sam-

pling with an equal number of input patches. However, the performance on small facial

components is not satisfactory compared to categories with more pixels, e.g., skin. The

other problem is the limited resolution of facial components. With a larger input image,

more details of the components can be learned. However, it requires deeper or larger mod-

els to adapt to the enlarged receptive fields. For a single model, it is a trade-off between

effectiveness and efficiency.

We decompose a unified face segmentation network into a two-stage framework. In

practice, parsing major classes with either frontal, canonical face or multiple random faces

can be handled using the first stage only. For parsing 11 classes in the HELEN dataset,

each component can be labeled independently first and then combined with the major ones.

First Stage Skin-Hair-Background Network. The first stage network classifies an image

into skin, hair and background regions using the combination of ConvNet and RNN, as in-

troduced in Section 5.2. Since there are only three labels with relatively equal distribution,

we do not need to balance the samples. As these classes do not contain detailed structures

such as facial components, the input resolution does not need to be high. Similar to [64],
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Figure 5.2: The second stage network operates on the cropped region, i.e., left and right

eyes, nose, and mouth, to parse accurate facial components. The final parsing result in (d)

is the combination of segments from two stages.

a face image is detected and roughly aligned to the center using [98], with a resolution of

128 × 128 pixels. The result of the label has the same resolution as the input image.

Second Stage Facial Component Networks. We locate the facial components for high

resolution faces image through 5 detected key points (eye centers, nose tip, and mouth cor-

ners) [98], and crop the patches accordingly. We train three simple and efficient networks

to segment eye and eyebrow, nose, and mouth regions, respectively. Figure 5.2(b) shows

the structure of eye/eyebrow network. It contains five convolution layers, two max-pooling

layers, and two deconvolution layers, with an input size of 64× 64. Similar network struc-

tures are used for the nose as well as the mouth, and the input image size is 64 × 64 and

32 × 64, respectively. Since each image is cropped around each facial component, it does

not include many pixels from the skin region. Therefore, the sample distribution is bal-

anced for network training. The final parsing result is composed of the accurate facial

component segments in the second stage and the coarse segments in the first stage. Since

the segmentation task in the second stage is easier, we do not apply the spatial RNN for

efficiency reason.
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Table 5.1: Quantitative results on the LFW-PL dataset.“F” denotes f-score, “bg” denotes

background, “-” denotes not available. We denote the results by Chapter 3 as Liu et

al. [64]

(%) GLOC [48] Liu et al. [64] CNN-S CNN-deep CNN-CRF [16] RNN [129] RNN-G
F-skin - 93.93 90.47 91.63 91.25 93.72 97.55
F-hair - 80.70 76.09 78.30 75.21 81.21 83.43
F-bg - 97.10 95.42 95.95 99.58 97.15 94.37

Accuracy 94.95 95.09 92.44 93.27 92.59 94.85 95.46
Time (ms) 254 (CPU) ∼ 110 < 1 ∼ 2 ∼ 7 ∼ 2 ∼ 2

5.4 Experimental Results

We carry out experiments on images containing one or multiple faces. For single

face parsing, we evaluate our method on the LFW-PL [48] and HELEN [94] datasets.

In addition, we develop a Multi-Face dataset to evaluate parsing numerous faces in one

image. All experiments are conducted on a Nvidia GeForce GTX TITAN X GPU.

5.4.1 Datasets and Settings

LFW-PL and HELEN Datasets. The LFW part label (LFW-PL) dataset contains 2, 927

face images. Each face image is annotated as skin, hair or background using superpixels,

and roughly aligned to the center [48]. The HELEN dataset contains 2, 330 face images

with manually labeled facial components including eyes, eyebrows, nose, lips, etc. For

both datasets, the most centered face in each image is annotated. We adopt the same

setting of data splits as [64] and resize each image and its corresponding label to 128×128.

For the HELEN dataset, the hair region is trained as one category in the first stage of our

algorithm but is not evaluated for fair comparisons with the existing method [94, 64].

Multi-Face Dataset. We collect a Multi-Face dataset where each image contains multiple

faces. It contains 9, 645 images in unconstrained environments with pixel-wise labels
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Figure 5.3: Face parsing results on the LFW-PL dataset. First row: input image. Second

row: ground-truth annotations. Third row: results from [64]. Fourth row: results from

CNN-S. Fifth row: results from CNN with dense CRF. Sixth row: results by RNN-G.

including skin, hair, and background. This dataset is divided into a training set of 9, 045

images, a test set of 200 images, and a validation set of 200 images. We rescale each

image and its corresponding label according to the length of the long side to maintain the

aspect ratio. Each one is zero padded to result in a 512× 512 image where all faces appear

clearly.

Network Implementation. Our network structures are described in Figure 5.1 and 5.2.

We use the first stage model (see Figure 5.1) to parse images in the LFW-PL and Multi-

Face datasets, and the facial skin and hair regions in the Helen dataset. In addition, we

use the second stage model (see Figure 5.2) to parse facial components of images in the
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(a) (b) (c) (d) (e) (f)

Figure 5.4: Parsing results on the Multi-Face dataset. (a) input image. (b) results by the

baseline ConvNet. (c) results by the standard RNN. (d) results from RNN-G. (e) the

ground truth. (f) a visualized version of RNN-G. Our method is able to effectively and

efficiently parse multiple faces in the cluttered background.

(a) Input Ground truth (c) Our result (d) Input (e) Ground-truth (f) Our result

Figure 5.5: Parsing results on the Multi-Face dataset. We can successfully process

multiple face with our network.

HELEN dataset.

For fair comparison with the previous work, we align the input images according to

the standards in Chapter 3 in the HELEN dataset. The faces in the LFW-PL dataset do

not need additional processing since the released images are already coarsely aligned. On

the other hand, we directly use the 512 × 512 images as the network inputs, and do not

preprocess any face for the Multi-Face dataset. We quantitatively evaluate and compare

our model using per-pixel accuracy and F-measure for each class in all experiments.

In the first stage, the boundaries in Figure 5.1(c) are balanced with the ratio of pos-

itive/negative number of pixels set to 1 : 5 such that a sufficient number of boundary

samples can be drawn. The training images are augmented by random affine and mir-
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Table 5.2: Quantitative results on the Multi-Face dataset.

(%) CNN-deep CNN-CRF RNN Det+RNN-G single RNN-G
F-skin 75.56 77.84 73.33 81.02 87.36
F-hair 64.62 61.53 62.85 55.35 73.09

F-background 96.5 97.08 96.18 97.10 98.19
AC 93.39 94.5 92.78 94.42 96.35

ror transformations for increasing the variation of training samples. The network for the

Multi-Face dataset has two more 3 × 3 × 16 convolutional units (with max-pooling) and

one more deconvolutional layer to adapt to the input size. The results are evaluated with

the resolution of 256×256. The boundary loss sampling and training image augmentation

strategies are uniformly applied to all experiments. For the second stage model, we crop

the facial components based on the 5 facial key points from [98] for training and tests. We

include at least additional 20% height/width of the total foreground height/width in the

cropped images during training and maintain the aspect ratio.

5.4.2 Coarse-grained Face Parsing

Face parsing with 3 classes are carried out using the first stage model on the LFW-PL

and the Multi-Face datasets, respectively. We compare the proposed method, denoted as

RNN-G with: (a) shallow ConvNet part only (CNN-S). (b) shallow ConvNet with the RNN

module replaced by two 3×3 convolutional layers with 32 channels as a baseline network,

denoted as CNN-Deep. We increase the number of the output channels of Deconv6 (Fig-

ure 5.1) from 8 to 16 to ensure that the shallow model can converge. (c) a combination

of the shallow ConvNet and the post processing with a dense CRF, denoted as CNN-CRF,

which is commonly used in recent semantic segmentation tasks [16]. (d) a standard RNN

in (5.1) (similar to [129]) with the same ConvNet. We note that both [16, 129] do not have

experiments on shallow networks.

We show two more baseline methods [48, 64] (also Chapter 3) evaluated on the LFW-
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(a) (b) (c) (d) (a) (b) (c) (d)

Figure 5.6: Face parsing results on the HELEN [94] dataset. (a) input image. (b)

ground-truth annotations. (c) results from [64]. (We roughly crop the results for better

visual comparisons.) (d) our results with 11-class pixel-wise parsing.

PL dataset. Specifically, we adjust the results in Chapter 3 by using only one-time feedfor-

ward with 2× bilinear upsampling layer for fair comparisons in speed and accuracy. For

the Multi-Face dataset, we use the models to parse all faces in images without using any

detector. This is computationally efficient and useful for numerous applications without

the need of instance-level information. We note the label distribution of the Multi-Face

dataset with respect to different categories are significantly unbalanced since the vast ma-

jority of pixels belong to the background regions. Thus, we apply a data sampling strategy

at each loss layer by maintaining the number of sampled background pixels as 5 times of

the total number of pixels for skin and hair regions.

Table 5.1 and 5.2 show the results with similar trends on these two datasets. Overall,

the shallow ConvNet, i.e., CNN-S, has limited performance. There is no significant im-
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Table 5.3: Quantitative evaluation results on the HELEN dataset. We denote the upper

and lower lips as “U-lip” and “L-lip”, and overall mouth part as “mouth”, respectively.

See Chapter 3 (denoted as Liu et al. [64] in the table) and [94] for more details.

Methods eyes brows nose in mouth U-lip L-lip mouth skin overall
Liu et al. [59] 77.0 64.0 84.3 60.1 65.0 61.8 74.2 88.6 73.8

Smith et al. [94] 78.5 72.2 92.2 71.3 65.1 70.0 85.7 88.2 80.4
Liu et al. [64] 76.8 71.3 90.9 80.8 62.3 69.4 84.1 91.0 84.7
Ours 1-stage 63.3 53.7 87.5 65.7 54.0 72.6 80.6 91.1 78.8
Ours 2-stage 86.8 77.0 93.0 79.2 74.3 81.7 89.1 92.1 88.6

provement gain by simply adding more layers (CNN-Deep) or adding an additional dense

CRF module (CNN-CRF). The standard RNN without the spatially variant gate performs

better, but still worse than the proposed method. With the spatially variant gate, the RNN-

G model performs significantly better than the baseline CNN-S, CNN-Deep and RNN

models. The results demonstrate the effectiveness of the proposed spatially variant RNN

structure. The proposed models operate at 500 fps for a 128 × 128 single face image and

200 fps for a 512 × 512 image with multiple faces.

Figure 5.3 and 5.4 show some parsing results on the two datasets. The proposed

RNN-G model performs favorably against the CNN-S, CNN-CRF, standard RNN, and

the method using nonparametric prior and graph cut inference in Chapter 3. For Multi-

Face dataset, we evaluate the alternative method using a face detector [79] and the single

face parser trained on the LFW-PL dataset, which operates at 37 fps on average (depending

on the number of detected faces). The RNN-G model performs favorably in the cluttered

background against all alternative methods in terms of accuracy and efficiency.

5.4.3 Fine-grained Face Parsing

In the HELEN dataset, we evaluate the parsing results following the settings in Chap-

ter 3, where the second stage network is utilized to improve parsing results. Since the
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second stage takes less than 1 ms, the overall run-time for parsing a face with 11 classes

can operate at 300 fps on a single GPU.

Table 5.3 and Figure 5.6 show the quantitative and qualitative parsing results. We first

show that by using a single stage, the unified model cannot handle detailed facial parts

even with the spatially variant RNN module. Our two-stage network performs favorably

against the state-of-the-art methods, and the one stage network model, on all categories.

It is worth noting that the overall F-measure achieved by the RNN-G model is 0.886,

which amounts to 20% reduction in error rate from the state-of-the-art method [59]. These

experimental results demonstrate that the two-stage network structure with the spatially

variant gate is effective for accurate and efficient face parsing.

5.5 Applications

Based on the proposed fast face parsing algorithm, automatic facial editing applica-

tions can be constructed. We take (a) eyebrow type switching, (b) eyelash editing, (c)

lip color adjustment, (d) facial skin beautification, and (e) facial makeup transferring as

examples to demonstrate the applications of the proposed algorithm.

(a) input (b) mask (c) removal (d) new #1 (e) new #2

Figure 5.7: Swithcing of eyebrow types given the parsed facial components.
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5.5.1 Eyebrow Editing

The application of eyebrow editing can be carried out by removing the existing eye-

brow and appending a new type based on the accurate boundaries generated by face pars-

ing. Given the input image in Fig. 5.7 (a), and eyebrow parsing results in (b), we apply

Poisson image editing [76] to remove the existing eyebrow, shown in (c). In particular, we

slightly dilate the mask to accommodate for any error caused by an uncovered boundary.

New types of eyebrows can be easily generated through alpha blending. Fig. 5.7 (d) and

(e) show two different eyebrow types enabled by our mask.

5.5.2 Eyelash Editing

We can append eyelashes on the eye regions based on the accurate eye boundaries

generated from parsing results. Given a face image in Fig. 5.8 as input, we adopt the thin

plate splines (TPS) algorithm [6] to map the eyelash template to the eye boundary. The

results are obtained through alpha blending.

input with eyelash input with eyelash

Figure 5.8: Eyelash editing. Best viewed by zooming in.

5.5.3 Lip Color Adjustments

With the accurate mouth region in Fig. 5.9, we can directly change the color tone of

the lips. Two examples are shown in Fig. 5.9 (b) and (c).
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(a) input (b) color #1 (c) color #2

Figure 5.9: Lip Color Adjustments. Best viewed in color.

5.5.4 Skin Smoothing

Equipped with the facial skin mask, we can smooth the facial area without affecting

the details in other components. We first apply the rolling guidance filter (RGF) [121]

for edge-preserving smoothing. However, the filtered image does not contain fine details

and is visually inauthentic. We denote the edges located by the RFG as edge region, and

the other part as the smooth region. To preserve the fine details (e.g., skin poles), we

preserve the high-frequency image texture on the corresponding smooth region, which can

be obtained through the residue of a standard Gaussian filter (δ = 2). The final result is

illustrated in Fig. 5.10 (c).

5.5.5 Makeup Transfer

We combine the above-mentioned applications for full makeup editing. Specifically,

we can transfer the makeup from a set of reference images with distinct makeup styles

(see first row of Fig. 5.11) to a test image (see second row of Fig. 5.11). This is carried
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(a) input (b) parsing skin area (c) smoothed

Figure 5.10: Smoothing the skin region. Best viewed by zooming in.

out by first accurately aligning the face on the reference image to the one on the test

image through TPS with the semantic boundaries extracted from the parsing result, and

then applying the facial fine texture and color from the corresponding components on the

reference face. Given the fine segments, the proposed processing is simpler compare to

the work by Guo and Sim [40].

For makeup transfer, we first apply the facial texture and color by linearly blending the

gradients of facial skin of two images in the brightness channel, where the weights with

respect to each image can be adjusted by user according to the final visual effect. Second,

we reconstruct the brightness channel with the new facial gradient map through Poisson

image editing [76]. Third, we apply the chromatic channels of the reference image with

respect to facial skin and lips. The final virtual makeups, as shown in the second row of

Fig. 5.11, are realistic and accurate on the facial component boundaries due to the fine

precision of the face parsing results.
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Figure 5.11: Facial makeup transfer. First row: reference model images with

specific-stylized makeup. Second row: virtual makeup by applying facial detail and color

from the models in the first row. Best viewed in color through zooming in.

5.6 Summary

In this chapter, we propose a pixel-level face parsing network by combining a shallow

ConvNet and a spatially variant RNN. The recurrent propagation infers globally over the

entire image with the guidance of a local model, which reduces the computational load

of deep ConvNets. We develop a two-stage approach for accurate parsing of the detailed

facial component. Experimental results on the HELEN [94], LFW-PL [48] and the pro-

posed Multi-Face datasets demonstrate the efficiency and effectiveness of the proposed

face parsing algorithm against the state-of-the-art methods.



Chapter 6

Learning Affinity via Spatial

Propagation Networks

6.1 Introduction

An affinity matrix is a generic matrix that determines how close or similar two points

are in a space. In computer vision tasks, it is a weighted graph that regards each pixel as a

node, and connects each pair of pixels by an edge [88, 54, 53, 42]. The weight on that edge

should reflect the pairwise similarity with respect to different tasks. For example, for low-

level vision tasks such as image filtering, the affinity values should reveal the low-level

coherence of color and texture [29, 42]; for mid to high-level vision tasks such as image

matting and segmentation [54, 69, 41, 4], the affinity measure should reveal the semantic-

level pairwise similarities. Most techniques explicitly or implicitly assume a measurement

or a similarity structure over the space of configurations. The success of such algorithms

depends heavily on the assumptions made to construct these affinity matrices, which are

generally not treated as part of the learning problem.

In this chapter, we show that the problem of learning the affinity matrix can be equiv-

alently expressed as learning a group of small row/column-wise, spatially varying linear

93
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transformation matrices. Since a linear transformation can be easily implemented as a

differentiable module in a deep neural network, the transformation matrix can be learned

in a purely data-driven manner as opposed to being constructed by hand. Specifically, we

adopt an external deep ConvNet to output all entities of the matrix with the input of the

original RGB images, such that the affinity is learned from a deep model conditioned on

the specific inputs. We show that using a three-way connection, instead of the fully con-

nection, is sufficient for learning a dense affinity matrix and requires much fewer output

channels of a deep ConvNet. Therefore, instead of using designed features and kernel

tricks, our network outputs all entities of the affinity matrix in a data-driven manner.

The advantages of learning affinity matrix in a data-driven manner are multifold. First,with

SPN, high-level affinity measures (e.g, object segmentation requires semantic-level simi-

larity) that are not easy to design by hand can be learned in an end-to-end fashion. Since

the proposed method learns and outputs all entities of an affinity matrix under direct su-

pervision of ultimate loss functions, it learns an effective metric to measure similarities,

without considering how the pairs of pixels are compared. Second, it does not need itera-

tive processing during learning and inference. Thus, it is much more efficient with a deep

learning framework than the existing solutions for performing similar tasks, such as dense

conditional random fields (CRFs) [51, 15, 125].

The proposed spatial propagation network (SPN) contains a deep ConvNet that learns

the affinity entities and a spatial linear propagation module. Images or general 2D matrix

are fed into the module, and propagated under the guidance of the learned affinity for

specific tasks. All modules are differentiable and jointly trained using stochastic gradient

descent (SGD) method. The spatial linear propagation module is computationally efficient

for inference due to the linear time complexity of the propagation architecture.



95

6.2 Proposed Approach

In this chapter, we construct a spatial propagation network (SPN) that can transform

a two-dimensional (2D) map (e.g., the result of coarse image segmentation) to a new one

with desired properties (e.g., a new segmentation map with significantly refined details).

With spatially varying parameters that supports the propagation process, we show theoret-

ically in Section 6.2.1 that this module is equivalent to the standard anisotropic diffusion

process [108, 60]. As proved, the transformation of maps is controlled by a Laplacian

matrix that is constituted by the parameters of the spatial propagation module. Since the

propagation module is differentiable, its parameters can be learned by any type of neural

network (e.g., a typical deep ConvNet) that is connected to this module through joint train-

ing. We introduce the propagation network in Section 6.2.2, and specifically analyze the

properties of different types of connections within the framework for learning the affinity

matrix.

6.2.1 Linear Propagation as Spatial Diffusion

We apply a linear transformation by means of the spatial propagation network, where

a matrix is scanned row/column-wise in four fixed directions: left-to-right, top-to-bottom,

and verse-vise. This strategy is used widely in [36, 103, 62, 14] (see Chapter 4 and 5). We

take the left-to-right direction as an example for the following discussion. Other directions

are processed independently in the same manner.

We denote X and H as two 2D maps of size n × n, with exactly the same dimensions

as the matrix before and after spatial propagation, where xt and ht, respectively, represent

their tth columns with n × 1 elements each. We linearly propagate information from left-

to-right between adjacent columns using an n × n linear transform matrix wt as:

ht = (I − dt) xt + wtht−1, t ∈ [2, n] (6.1)

where I is the n × n identity matrix, the initial condition h1 = x1, and dt(i, i) is a diagonal
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matrix, where the ith element is the sum of all the off-diagonal elements of the ith row of

wt:

dt(i, i) =

n∑
j=1, j,i

wt(i, j). (6.2)

As shown, the matrix H, where {ht ∈ H, t ∈ [1, n]}, is updated in a column-wise manner

recursively. For each column, ht is a linear, weighted combination of the previous column

ht−1, and the corresponding column xt in X.

When the recursive scanning is finished, the updated 2D matrix H can be expressed

with an expanded formulation of Eq. (6.1):

I 0 · · · · · · 0

w2 λ2 0 · · · · · ·

w3w2 w3λ2 λ3 0 · · ·

...
...

...
. . .

...
...

... · · · · · · λn


Xv = GXv, (6.3)

where G is a lower triangular, N × N(N = n2) transformation matrix, which relates X and

H. Hv and Xv are vectorized versions of X and H, respectively, with the dimension of N×1.

Specifically, they are created by concatenating ht and xt along the same, single dimension,

i.e., Hv =
[
hT

1 , ..., h
T
n

]T
and Xv =

[
xT

1 , ..., x
T
n

]T
. All the parameters {λt,wt, dt, I} , t ∈ [2, n]

are n × n sub-matrices, where λt = I − dt.

In the following section, we validate that Eq. (6.3) can be expressed as a spatial

anisotropic diffusion process, with the corresponding propagation affinity matrix consti-

tuted by all wt, t ∈ [2, n].

Theorem 1. The summation of elements in each row of G equals to one.

Since G contains n× n sub-matrices, each representing the transformation between the

corresponding columns of H and X, we denote all the weights used to compute ht as the
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tth block-row Gt. On setting λ1 = I, the kth constituent n × n sub-matrix of Gt is:

Gtk =


t∏

τ=k+1

wτλk, k ∈ [1, t − 1]

λk, k = t

(6.4)

To prove that the summation of any row in G equals to one, we instead prove that for

∀t ∈ [1, n], each row of Gt has the summation of one.

Proof. Denoting E = [1, 1, ..., 1]T as an n×1 vector, we need to prove that Gt [1, ..., 1]T
N×1 =

E. Equivalently
∑t

k=1 GtkE = E, because G is a lower triangular matrix. In the following

part, we first prove that when m ∈ [1, t − 1], we have
∑m

k=1 GtkE =
∏t

τ=m+1 wtE by mathe-

matical induction .

Initial step. When m = 1,
∑m

k=1 GtkE = Gt1E =
∏t

τ=2 wτE, which satisfies the assertion.

Inductive step. Assume there is a n ∈ [1, t − 1], such that
∑n

k=1 GtkE =
∏t

τ=n+1 wtE, we

must prove the formula is true for n + 1 ∈ [1, t − 1].

n+1∑
k=1

GtkE =

n∑
k=1

GtkE + Gt(n+1)E =

t∏
τ=n+1

wτE +

t∏
τ=n+2

wτ

=

t∏
τ=n+2

wτ [(wn+1 + I − dn+1) E] .

(6.5)

According to the formulation of the diagonal matrix in Eq. (6.2) we have
∑n+1

k=1 GtkE =∏t
τ=n+2 wτE. Therefore, the assertion is satisfied. When m = t, we have:

t∑
k=1

GtkE =

t−1∑
k=1

GtkE + GttE =

t∏
τ=t

wτE + λtE

= wτE + (I − dt) E = E,

(6.6)

which yields the equivalence of Theorem 1. �

Theorem 2. We define the evolution of a 2D matrix as a time sequence {U}T , where U(T =

1) = U1 is the initial state. When the transformation between any two adjacent states
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follows Eq. (6.3), the sequence is a diffusion process expressed with a partial differential

equation (PDE):

∂T U = −LU (6.7)

where L = D − A is the Laplacian matrix, D is the degree matrix composed of dt in

Eq. (6.2), and A is the affinity matrix composed by the off-diagonal elements of G.

Proof. We substitute the X and H as two consecutive matrices UT+1 and UT in (6.3).

According to Theorem 1, we ensure that the sum of each row I −G is 0 that can formulate

a standard Laplacian matrix. Since G has the diagonal sub-matrix I − dt, we can rewrite

(6.3) as:

UT+1 = (I − D + A) UT = (I − L) UT (6.8)

where G = (I − D + A), D is an N × N diagonal matrix containing all the dt and A is the

off-diagonal part of G. It then yields UT+1 − UT = −LUT , a discrete formulation of (6.7)

with the time discretization interval as one. �

Theorem 2 shows the essential property of the row/column-wise linear propagation in

Eq. (6.1): it is a standard diffusion process where L defines the spatial propagation and A,

the affinity matrix, describes the similarities between any two points. Therefore, learning

the image affinity matrix A in Eq. (6.8) is equivalent to learning a group of transformation

matrices wt in Eq. (6.1).

In the following section, we show how to build the spatial propagation (6.1) as a differ-

entiable module that can be inserted into a standard feed-forward neural network, so that

the affinity matrix A can be learned in a data-driven manner.

6.2.2 Learning Data-Driven Affinity

Since the spatial propagation in Eq.(6.1) is differentiable, the transformation matrix can

be easily configured as a row/column-wise fully-connected layer. However, we note that

since the affinity matrix indicates the pairwise similarities of a specific input, it should also



99

Figure 6.1: Different propagation ranges for (a) one-way connections; and (b) three-way

connections. Each pixel (node) receives information from a single line with one-way

connection, and from a 2 dimensional plane with three-way connection.

be conditioned on the content of this input (i.e., different input images should have different

affinity matrices). Instead of setting the wt matrices as fixed parameters of the module, we

design them as the outputs of a deep ConvNet, which can be directly conditioned on an

input image.

One simple way is to set the output of the deep ConvNet to use the same size as the

input matrix. When the input has c channels (e.g., an RGB image has c = 3), the output

needs n × c × 4 channels (there are n connections from the previous row/column per pixel

per channel, and with four different directions). Obviously, this is too many (e.g., an

128 × 128 × 16 feature map needs an output of 128 × 128 × 8192) to be implemented in a

real-world system. Instead of using full connections between the adjacent rows/columns,

we show that certain sparse connections can also achieve good results for affinity learning.

Specifically, we introduce the (a) one-way connection and the (b) three-way connection as

two different ways to implement Eq. (6.1).

One-way connection. The one-way connection enables every pixel to connect to only

one pixel from the previous row/column (see Figure 6.1(a)). It is equivalent to an one
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dimensional (1D), linear recurrent propagation that scans each row/column independently

as an 1D sequence. Following Eq. (6.1), we denote xk,t and hk,t as the kth pixels in the tth

column, where the left-to-right propagation for one-way connection is:

hk,t =
(
1 − pk,t

)
· xk,t + pk,t · hk,t−1, (6.9)

where p is a scaler weight indicating the propagation strength between the pixels at {k, t − 1}

and {k, t}. Equivalently, wt in Eq. (6.1) is a diagonal matrix, with the elements constituted

by pk,t, k ∈ [1, n].

The one-way connection is a direct extension of sequential recurrent propagation [36,

105, 49]. The exact formulation of Eq. (6.9) has been used previously for semantic seg-

mentation [14] and for learning low-level vision filters [62] (also in Chapter 4). In [14],

Chen et al.explain it by domain transform, where in semantic segmentation, p corresponds

to the object edges. Chapter 4 explain it by arbitrary-order recursive filters, where p cor-

responds to more general image properties (e.g., low-level image/color edges, missing

pixels, etc.). Both of these can be explained as the same linear propagation framework of

Eq. (6.1) with one-way connection.

Three-way connection. We propose a novel three-way connection in this chapter. It

enables each pixel to connect to three pixels from the previous row/column, i.e., the left-

top, middle and bottom pixels from the previous column for the left-to-right propagation

direction (see Figure. 6.2(b)). With the same notations, we denote N as the set of these

three pixels. Then the propagation for the three-way connection is:

hk,t =

1 −∑
k∈N

pk,t

 xk,t +
∑
k∈N

pk,thk,t−1 (6.10)

Equivalently, wt forms a tridiagonal matrix, with p:,k, k ∈ N constitute the three non-zero

elements of each row/column.

Relations to the affinity matrix. As introduced in Theorem 2, the affinity matrix A

with linear propagation is composed of the off-diagonal elements of G in Eq. (6.3). The
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one-way connection formulates a spares affinity matrix, where each sub-matrix of A has

nonzero elements only along its diagonal. On the other hand, the three-way connection,

also with a sparse wt, can form a relatively dense A with the multiplication of several

different tridiagonal matrices. It means pixels can be densely and globally associated, by

simply increasing the number of connections of each pixel during spatial propagation from

one to three. As shown in Figures 6.2(a) and 6.2(b), the propagation of one-way connec-

tions is restricted to a single row, while the three-way connections can expand the region

to a triangular 2D plane (blue in Figure. 6.2(b)). The summarization of the four directions

result in dense connections of all pixels to each other.

Stability of linear propagation. Model stability is of critical importance for designing

linear systems. In the context of spatial propagation (Eq. 6.1), it refers to restricting the

responses or errors that flow in the module from going to infinity, and preventing the net-

work from encountering the vanishing of gradients in the backpropagation process [127].

Specifically, the norm of the temporal Jacobian ∂ht \ ∂ht−1 should be equal to or less than

one. In our case, it is equivalent to regularizing each transformation matrix wt with its

norm satisfying

‖∂ht \ ∂ht−1‖ = ‖wt‖ ≤ λmax, (6.11)

where λmax denotes the largest singularity value of wt. This condition, λmax ≤ 1 provides a

sufficient condition for stability.

Theorem 3. Let
{
pK

t,k

}
k∈N

be the weight in wt, the model can be stabilized if
∑

k∈N

∣∣∣pK
t,k

∣∣∣ ≤ 1.

Proof. Let λ be the eigenvalue of matrix wt and λmax be the largest one. According to

Gershgorin′s Theorem [34], where every eigenvalue of a square matrix wt satisfies:

∣∣∣λ − pt,t

∣∣∣ ≤ n∑
k=1,k,t

∣∣∣pk,t

∣∣∣ , t ∈ [1, n] (6.12)
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then
∣∣∣λ − pt,t

∣∣∣+∣∣∣pt,t

∣∣∣ ≤ ∑n
k=1

∣∣∣pk,t

∣∣∣. According to the triangle inequality, and since
∑n

k=1,t,k

∣∣∣pk,t

∣∣∣ ≤
1, we have

λmax ≤
∣∣∣λ − pt,t

∣∣∣ +
∣∣∣pt,t

∣∣∣ ≤ n∑
k=1

∣∣∣pk,t

∣∣∣ ≤ 1 (6.13)

which satisfies the model stability condition. �

Theorem 3 shows that the stability of a linear propagation model can be maintained by

regularizing the all weights of each pixel in the hidden layer H, with the summation of their

absolute values less than one. For the one-way connection, Chen et al. [14] limited each

scalar output p to be within (0, 1). We extended the range to (−1, 1) in Chapter 4, where the

negative weights showed preferable effects for learning image enhancers. It indicates that

the affinity matrix is not necessarily restricted to be positive/semi-positive definite (e.g.,

the setting is also applied in [54].) For the three-way connection, we simply regularize the

three weights (the output of a deep ConvNet) according to Theorem 3 without restriction

to be any positive/semi-positive definite.

6.3 Implementation

We describe the implementation of the three-way connection-based network. We spec-

ify two separate branches: (a) a deep ConvNet, namely the guidance network that outputs

all elements of the transformation matrix, and (b) a linear propagation module that outputs

the propagation result (see Figure 6.2). The structure of a guidance network can be any

typical deep ConvNet, which is designed for the task at hand. Examples of this network

are described in Section 6.4. The propagation module receives an input map and outputs

its refined or transformed version. It also takes the matrix learned by the deep ConvNet

guidance network as the second input.

The guidance network takes, as input, any 2D matrix that can help with learning the

affinity matrix (e.g., typically an RGB image). It outputs all the weights that constitute

the transformation matrix wt. The linear propagation module takes, as inputs, a 2D map
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Figure 6.2: We illustrate the general architecture of the SPN using a three-way

connection for segmentation refinement. The network, divided by the black dash line,

contains a propagation module (upper) and a guidance network (lower). The guidance

network outputs all entities that can constitute four affinity matrices, where each

sub-matrix wt is a tridiagonal matrix. The propagation module, being guided by the

affinity matrices, deforms the input mask to a desired shape. All modules are

differentiable and jointly learned via SGD.

that needs to be propagated (e.g., a coarse segmentation mask), and the weights generated

by the guidance network. Suppose that we have a map of size n × n × c that is input

into the propagation module, the guidance network needs to output a weight map with

the dimensions of n × n × c × (3 × 4), i.e., each pixel in the input map is paired with 3

scalar weights per direction, and 4 directions in total. The propagation module contains 4

independent hidden layers for the different directions, where each layer combines the input

map with its respective weight map using Eq. (6.10). All submodules are differentiable and

jointly trained using stochastic gradient descent (SGD). We use node-wise max-pooling,

similarly to Chapter 4, to integrate the hidden layers and to obtain the final propagation

result. See the project page for the information of development details.
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6.4 Experimental Results

We validate the SPN on the task of refinement of image segmentation masks. Given a

coarse image segmentation mask as the input to the spatial propagation module, we show

that the SPN can produce higher-quality masks with significantly refined details at object

boundaries (see Figure 6.2). Many models [66, 15] generate low-resolution segmentation

masks with coarse boundary shapes, to seek a balance between resolution and semantic

accuracy. On the one hand, producing an original high-resolution segmentation mask

usually requires the network to neither reduce the size of the input nor that of the output.

In such settings, configuring a network with both sufficient capacity and a global receptive

field is usually impractical due to the huge model size. On the other hand, keeping a

reasonable model capacity while maintaining semantic accuracy, which requires a large

receptive field usually results in some sacrifice of the output resolution. The majority of

the work [66, 15, 125] chooses the later option and tries to refine the results using either

post-processing [15] or jointly trained refinement modules [125]. It is a non-trivial task

for producing high-quality segmentation results.

We carry out the refinement of segmentation on two tasks: (a) generating high-resolution

segmentation results on the HELEN face parsing dataset [94]; and (b) refining generic

object segmentation on top of a pretrained model (e.g., VGG and ResNet based mod-

els [66, 15]. For the HELEN dataset, we directly use low-resolution RGB face images to

train a baseline parser, which successfully catches the global semantic information. The

SPN is then trained on top of the coarse segmentation to generate high-resolution output.

For the Pascal VOC dataset, we train the SPN on top of the coarse segmentation results

generated by the FCN-8s [66], and directly generalize it to any other pretrained model.

We implement the network with a modified CAFFE [47]. The SPN is parallelized during

propagating each row-column to the next one with CUDA. We used SGD optimizer, and

set the base learning rate to 0.0001. In general, we train 10 epochs, The inference time

of SPN on HELEN and Pascal VOC is about 7ms and 60ms for an image of 512 × 512
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resolution, respectively. The source code will be made available to the public.

General network settings. For the HELEN dataset, we train the SPN with smaller patches

cropped from the original high-resolution images, their corresponding coarse segmenta-

tion maps produced by our baseline parser, and with the corresponding high-resolution

ground-truth segmentation masks for supervision. All coarse segmentation maps are ob-

tained by applying the baseline (for HELEN) or pre-trained (for Pascal VOC) image seg-

mentation ConvNets on their standard training splits [27, 15]. Since the baseline HELEN

parser produces low-resolution segmentation results, we upsample them using a bi-linear

filter to be of the same size as the desired higher output resolution. For the Pascal VOC

dataset, we use the original output image segmentation masks produced by the pre-trained

ConvNet models as is. These ConvNet models contain upsampling layers, that typically

upsample the internal feature representations by 8× (e.g., in [66, 15]) and produce output

segmentation masks that are of the same size as that of the input images. We set the SPN

as a patch refinement model on top of the coarse map with basic semantic information. We

fix the size of our input patches to 128×128, use the softmax loss, and use the SGD solver

for all the experiments. During training, the patches are sampled from image regions that

contain more than one ground-truth segmentation label (e.g., a patch with all pixels labeled

as “background” will not be sampled).

We combine the guidance network and the spatial propagation module similarly to [62].

We use two propagation units (e.g., the bottom dashed block in Figure. 6.2 is one prop-

agation unit) with cascaded connections to achieve better results. Differently, we feed in

the integrated hidden map of the first unit to the second unit, instead of cascading each

direction separately and integrate them at the end of the second unit. We use two more

convolutional layers with 32 channels before and after the propagation units to transfer

the input map to an intermediate feature map, to make it compatible with the node-wise

max-pooling. In addition, we maintain a smaller size of the propagation layer to make

the model more efficient w.r.t computational speed and memory. This is carried out by bi-

linearly downsampling/upsampling after the two convolutional layers, so that the hidden
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maps of propagation module is with a smaller dimension of 64× 64. Note that to compare

the one-way with the three-way connection, we use exactly the same settings except the

propagation units. We do not apply any configuration used by [14] or [62] (Chapter 4).

HELEN Dataset. The HELEN dataset provides high-resolution photography-style face

images (2330 in total), with high-quality manually labeled facial components including

eyes, eyebrows, nose, lips, and jawline, which makes the high-resolution segmentation

tasks applicable. All previous work utilize low-resolution parsing output as their final

results for evaluation. Although many [94, 116, 64] achieve preferable performance, their

results cannot be directly adopted by high-quality facial image editing applications. We

use the setting that splits 100 samples for test following [116, 64]. We still take the hair

region as one category, but do not evaluate it for fair comparisons with the state-of-the

work [64] (also in Chapter 3). We use similarity transformation according to the results

of 5-keypoint detection [123] to align all face images to the center. Keeping the original

resolution, we then crop or pad them to the size of 1024 × 1024.

We first train a baseline ConvNet with a symmetric downsample/upsample structure.

The input image is 8× downsampled from the original version. The downsampling part

of the network is equipped with five consecutive conv+relu+max-pooling (with stride of

2) layers. Starting from 32, each one has double the number of channels, resulting in

a 4 × 4 × 512 feature maps at the bottleneck. In order to use the information at differ-

ent levels of image resolution, we add skipped-links by summing features maps of the

same dimensions from the corresponding upsample and dowsample layers. The upsample

part has symmetric configurations, except that the max-pooling is replaced with bilinear

upsampling, and the last sub-module has 11 channels for the 11 classes. We apply the

multi-objective loss as introduced in Chapter 3 to improve the accuracy along the bound-

aries. We note that the symmetric structure is powerful, since the results we obtained for

the baseline ConvNet are comparable (see Table. 6.1) to that of Chapter 3, who apply a

much larger model (38 MB vs. 12 MB) in comparison. We then train a SPN on top of

the baseline ConvNet results, with patches of input RGB image and coarse segmentations
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Table 6.1: Quantitative evaluation results on the HELEN dataset. We denote the upper

and lower lips as “U-lip” and “L-lip”, and overall mouth part as “mouth”, respectively.

The label definitions follow that in Chapter 3, and denoted as Liu et al. [64] in the table.

method skin brows eyes nose mouth U-lip L-lip in-mouth overall
Liu et al. [64] 90.87 69.89 74.74 90.23 82.07 59.22 66.30 81.70 83.68
baseline-CNN 90.53 70.09 74.86 89.16 83.83 55.61 64.88 71.72 82.89
Highres-CNN 91.78 71.84 74.46 89.42 81.83 68.15 72.00 71.95 83.21

SPN (one-way) 92.26 75.05 85.44 91.51 88.13 77.61 70.81 79.95 87.09
SPN (three-way) 93.10 78.53 87.71 92.62 91.08 80.17 71.63 83.13 89.30

masks sampled from the preprocessed high-resolution image. For the guidance network,

we use the same structure as that of the baseline segmentation network, except that its

upsampling part ends at a resolution of 64 × 64, and its last layer has 32 × 12 = 384 chan-

nels. In addition, we train another face parsing ConvNet with 1024 × 1024 sized inputs

and outputs (CNN-Highres) for better comparison. It has three more sub-modules at each

end of the baseline network, where all are configured with 16 channels to process higher

resolution images.

We show quantitative and qualitative results in Table. 6.1 and 6.3 respectively. We

compared the one/three way connection SPNs with the baseline, the CNN-Highres and

the most relevant state-of-the-art technique for face parsing [64]. Note that the results of

baseline and [64]1 are bi-linearly upsampled to 1024 × 1024 before evaluation. Overall,

both SPNs outperform the other techniques with a significant margin of over 6 intersection-

over-union (IoU) points, especially for the smaller facial components (e.g., eyes and lips)

where with smaller resolution images, the segmentation network performs poorly. We

note that the one-way connection-based SPN is quite successful on relatively simple tasks

such as the HELEN dataset, but fails for more complex tasks, as revealed by the results of

Pascal VOC dataset in the following section.

Pascal VOC Dataset. The PASCAL VOC 2012 segmentation benchmark [27] involves
1The original output (also for evaluation) size it 250 ∗ 250.
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original CNN-base CNN-Highres one-way SPN three-way SPN ground truth

Figure 6.3: Results of face parsing on the HELEN dataset with detailed regions cropped

from the high resolution images. (Images are all with high resolution and can be viewed

by zoom-in.)

20 foreground object classes and one background class. The original dataset contains

1464 training, 1499 validation and 1456 testing images, with pixel-level annotations. The

performance is mainly measured in terms of pixel IoU averaged across the 21 classes.

We train our SPNs on the train split with the coarse segmentation results produced by the

FCN-8s model [66]. The model is fine-tuned on a pre-trained VGG-16 network, where dif-

ferent levels of features are upsampled and concatenated to obtain the final, low-resolution
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Figure 6.4: Visualization of Pascal VOC segmentation results (left) and object probability

(by 1 − Pb, Pb is the probability of background). The “pretrained” denotes the base

Deeplab ResNet-101 model, while the rest 4 columns show the base model combined

with the dense CRF [15] and the proposed SPN, respectively.

segmentation results (8× smaller than the original image size). The guidance network of

the SPN also fine-tunes the VGG-16 structure from the beginning till the pool5 layer as the

downsampling part. Similar to the settings for the HELEN dataset, the upsampling part has

a symmetric structure with skipped links until the feature dimensions of 64× 64. The spa-

tial propagation module has the same configuration as that of the SPN that we employed

for the HELEN dataset. The model is applied on the coarse segmentation maps of the val-

idation and test splits generated by any image segmentation algorithm without fine-tuning.

We test the refinement SPN on three base models: (a) FCN-8s [66], (b) the atrous spatial

pyramid pooling (ASPP-L) network fine-tuned with VGG-16, denoted as Deeplab VGG,

and (c) the ASPP-L: a multi-scale network fine-tuned with ResNet-101 [43] (pre-trained

on the COCO dataset), denoted as Deeplab ResNet-101. Among them, (b) and (c) are the

two basic models from [15], which are then refined with dense CRF [51] conditioned on

the original image.

Table 6.2 shows that through the three-way SPN, the accuarcy of segmentation is sig-
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Table 6.2: Quantitative evaluation results on the Pascal VOC dataset. We compare the two

connections of SPN with the corresponding pre-trained models, including: (a) FCN-8s

(F), (b) Deeplab VGG (V) and (c) Deeplab ResNet-101 (R). AC denotes accuracy.

model F F+1 way F+3 way V V+1 way V+3 way R R+1 way R+3 way
overall AC 91.22 90.64 92.90 92.61 92.16 93.83 94.63 94.12 95.49
mean AC 77.61 70.64 79.49 80.97 73.53 83.15 84.16 77.46 86.09
mean IoU 65.51 60.95 69.86 68.97 64.42 73.12 76.46 72.02 79.76

Table 6.3: Quantitative comparison (mean IoU) with dense CRF-based refinement [15]

on Deeplab pre-trained models.

mean IoU ConvNet +dense CRF +SPN
VGG-16 68.97 71.57 73.12

ResNet-101 76.40 77.69 79.76

nificantly improved over the coarse segmentation results for all the three base image seg-

mentation models. It has strong capability of generalization, and can successfully refine

any coarse maps from different pre-trained models by a large margin. Different with the

Helen dataset, the one-way SPN fails to refine the segmentation, which is probably due

to its limited capability of learning preferable affinity with a sparse form, especially when

the data distribution gets more complex. Table 6.3 shows that by replacing the dense CRF

module with the same refinement model, the performance is boosted by a large margin,

without fine-tuning. One the test split, the DeepNet ResNet-101 based SPN achieves the

mean IoU of 80.22, while the dense CRF gets 79.7. The three-way SPN produces fine

visual results, as shown in the red bounding box of Figure 6.4. By comparing the proba-

bility maps (column 3 versus 7), SPN exhibits fundamental improvement in object details,

boundaries, and semantic integrity.
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6.5 Summary

In this chapter, we propose spatial propagation networks for learning the affinity matrix

for vision tasks. The spatial propagation network is a generic framework that can be

applied to numerous tasks, and in this work we demonstrate the effectiveness in object

segmentation. Experiments on the HELEN face parsing and PASCAL VOC semantic

segmentation tasks show that the spatial propagation network is general, effective and

efficient for generating high-quality segmentation results.
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Figure 6.5: Visualization of Pascal VOC segmentation results (left) and object probability

(by 1 − Pb, where Pb denotes the probability of the background region).



Chapter 7

Conclusion and Future Work

7.1 Summary

This thesis investigates problems of how to efficiently and effectively model pixel pair-

wise relationships in general deep learning framework. We explore a pure ConvNets based

approach through introducing multiple objectives in Chapter 3, and new spatial propaga-

tion structures that model the pairwise connections explicitly in Chpater 4 5 and 6. We

experimentally demonstrate the effectiveness of all the related theories and methods with

numerous applications in computer vision. In this Chapter, we specifically discuss the re-

lations among all these approaches according to the properties of their individual affinity,

and their performance with respect to the common applications.

Low-level vs high-level for recurrent propagation. In this part, we exploit the relations

between Chapter 4 and Chapter 5 that deal with low-level image filtering and high-level se-

mantic segmentation, respectively. Both work utilize very similar, one-dimensional propa-

gation module that either filters the original image, or refines an input coarse segmentation

label map. While they are targeting on diverse applications, both models are exploiting to

learn their desired affinity matrix on different levels in a data-driven manner. On the other

hand, their architectures are different: the low-level vision network takes the propagation

113
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model as an image filter which takes in an original image and outputs the filtered result,

therefore, the filtering part is very shallow (with one propagation layer, two feature trans-

form layers). The high-level segmentation network, in contrast, takes the module as a label

refiner which requires the input to be a coarse semantic label probability map. Therefore, at

least one label regression network (e.g., FCN [66]) is needed before the propagation mod-

ule. Since the propagation guidance corresponding to the semantic boundary can share the

network weights with the label regression network, the whole network contains only one

sequentially connected ConvNet and a propagation layer. In addition, the motivations of

using propagation network are also different: The model in Chapter 4 demonstrates that

the affinity for low-level vision problems, or the guidance of propagation, can be learned

via an independent ConvNet as deep representations. In contrast, since the one in Chap-

ter 5 is targeting at a fast solution, the affinity is utilized to introduce reflexions to fully

convolutional structure in the front end.

One-way connection for Chapter 4 and 5. While we refer the propagation structures

proposed in Chapter 4 and 5 as spatially variant recurrent networks (see Section 4.3.1

and 5.2.2), they are substantially reviewed and formulated as “one-way connection” under

the general framework of spatial propagation network introduced in Chpater 6. Similarly,

the “one-dimensional propagation” refers to the same structure. The reason for using

different naming is that Chapter 4 (also mentioned in 5 ) analyzes the structure with a

standard, arbitrary order recursive filter (usually for one-dimensional signal). While we

prove that they are equivalent, the name is more suitable for such concept. On the other

hand, the “one/three-way connection” describes the spatial propagation with a much bor-

der range: the concept is no longer restricted to one-dimensional signals, and can be fitted

into the general framework of image diffusion. The name of “one/three-way connection”

also helps to distinguish different ways of connections, with respect to their respective

properties of the affinity matrix. In addition, as demonstrated in the experimental anal-

ysis in Chapter 6.4, the one-way connection is not powerful enough to handle complex

semantic segmentation tasks very likely due to the sparsity of its affinity.
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Learning affinity for face parsing. The application of face parsing is validated for the

majority of methods proposed in the thesis, including Chapter 3, 5 and 6. Compared to

the task of semantic segmentation in general or other domains, the domain of faces is

more constrained by introducing the face alignment as a preprocessing step, making the

problem easier to solve with simpler and lighter network and fewer training data. However,

the faster solution proposed in Chpater 5 can be also generalized to more general cases

other than facial images. Moreover, the Helen face parsing dataset [1] is a good example

for investigating the high-resolution image segmentation problem, such as the relative

experiments proposed in Chapter 6.

7.2 Future work

In the near future, we will continue to focus on how to apply the spatial propagation

network to a border range of applications, in order to facilitate better models and reduce

the data redundancy. For example, a similar framework as Chapter 6 can be utilized to

refine the images of optical flow, depth map and surface normal under the guidance of

the corresponding RGB images, or applied to more interesting applications, including but

not limited to affinity-based image editing and colorization from user-defined scribbles, to

name a few. In this section, we are more interested in analyzing the algorithm itself: what

is learned from SPN and which applications can be significantly accelerated through it.

7.2.1 What is Learned from Spatial Propagation Network?

A typical way of investigating what is learned from SPN is to visualizing the output

feature maps from the guidance network. This is relatively easy for the one-dimensional

propagation networks. For example, in Chapter 4, we show the affinity, namely “weight

map” by training a single-scale image without any linear transform layers before or after

the propagation module, and illustrating the output maps from the guidance network. We
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specifically use two output maps for the x and y-axis, respectively, as explained in Sec-

tion 4.4.1 and shown in Figure 4.4 and 4.10. In Chapter 5, the visualization is even easier

(see Figure 5.1) since the affinity, namely the “recurrent gates” in this work is directly

supervised by the semantic boundaries.

In contrast, visualizing the three-way connection SPN is not easy and direct. A possible

solution is as follows:

• Reformulating the output maps into a full matrix according to (6.3). In this way,

each direction can obtain an upper/lower triangular matrix.

• We can analyze each axis (e.g., x-axis includes left-to-right and its reverse direction)

respectively, by averaging the non-zero part of the upper and lower triangular metrics

(e.g., by transposing the upper triangular matrix to a lower one, and averaging it

with the lower triangular matrix). We then duplicate this part by summarizing it to

its transposed copy, so that to formulate a symmetrical matrix.

• For each axis, we can visualize the spectral gap [53] of the corresponding symmet-

rical Laplacian matrix. The spectral gap can show rich pixel-level distance or class

information that is learned through SPN.

7.2.2 Acceleration for Real-time Rendering

Other than restoring or refining images as mentioned above, SPN also has a great po-

tential in computer graphics, e.g., for acceleration of ray tracing. Recently, although ray

tracing generates highly realistic images, simulating millions of virtual light rays for each

image still carries a large computational cost. Partially computed images appear noisy,

like a photograph taken in extremely low light. The proposed SPN can used to predict fi-

nal, rendered images from partly finished results with even better computational efficiency

than refining a feature map. The main reason is that, the guidance information, which is

commonly the original RGB image in computer vision tasks, can be the predefined mate-
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rial and surface normal in the tasks of ray tracing. Once the SPN is trained, the affinity can

be preprocessed and stored. During denoising, the propagation network is the only mod-

ule that is involved in the inference step. The computation can be further accelerated by

transferring the recurrent process to direct matrix multiplication, since the multiplication

of each individual transform matrix can also be calculated beforehand. Therefore, we can

expect high resolution, high quality results generated by the extension method of SPN.
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[34] S. Geršgorin. Uber die abgrenzung der eigenwerte einer matrix. Bulletin de
l’Académie des Sciences de l’URSS. Classe des sciences mathématiques et na,
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