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Abstract

Purpose: Population-based surveys are possible sources from which to draw representative 

control data for case-control studies. However, these surveys involve complex sampling that could 

lead to biased estimates of measures of association if not properly accounted for in analyses. 

Approaches to incorporating complex-sampled controls in density-sampled case-control designs 

have not been examined.

Methods: We used a simulation study to evaluate the performance of different approaches to 

estimating incidence density ratios (IDR) from case-control studies with controls drawn from 

complex survey data using risk-set sampling. In simulated population data, we applied four survey 

sampling approaches, with varying survey sizes, and assessed the performance of four analysis 

methods for incorporating survey-based controls.

Results: Estimates of the IDR were unbiased for methods that conducted risk-set sampling with 

probability of selection proportional to survey weights. Estimates of the IDR were biased when 

sampling weights were not incorporated, or only included in regression modeling. The unbiased 

analysis methods performed comparably and produced estimates with variance comparable to 

biased methods. Variance increased and confidence interval coverage decreased as survey size 

decreased.

Conclusions: Unbiased estimates are obtainable in risk-set sampled case-control studies using 

controls drawn from complex survey data when weights are properly incorporated.
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INTRODUCTION

Growing availability of “big data,” including electronic medical records and disease 

surveillance data presents opportunities to analyze comprehensive data on health-related 

events and outcomes [1]. However, event and outcome data sources may not have a 

corresponding database from which to gather information about the source population from 

which cases arose. This poses analytic challenges in using available event and outcome data.

These challenges are particularly relevant to case-control studies [2–6], which require 

controls that represent the exposure distribution in the source population from which the 

cases arose[3,7–9]. Historically, methods such as random-digit dialing have been used to 

randomly sample from the identified source population [2]. However, use of these methods 

has declined due to low response rates and time and cost constraints [10–12]. The use of 

hospital- or clinic-drawn controls from increasingly available electronic medical record data 

may result in biased findings because they are unlikely to represent the exposure experience 

in the source population [13].

Established population-based surveys are promising sources from which to draw controls. 

These surveys are conducted frequently, are readily accessible, and collect data on a variety 

of potential exposures, outcomes, and covariates of interest. However, most of these surveys 

have complex sampling structures that deviate from simple random samples by using 

stratification, clustering, multi-stage or multi-phase designs, unequal probability sampling, 

or multi-frame sampling [14]. Examples of such surveys conducted in the United States 

include the American Community Survey (ACS) [15] and National Health and Nutrition 

Examination Survey (NHANES) [16]. Analyses using complex surveys that do not take 

sampling structure into account could produce biased estimates of measures of association 

and incorrect estimates of standard errors [17,18]. Several applied studies have combined 

case data with population-based survey data in both cumulative [19,20] and density [21] 

case-control analyses. These studies handled the survey weights in different ways, either by 

ignoring the weights completely [19], running weighted regression using survey weights 

[20], or expanding the survey dataset by the weights before sampling controls [21]. 

However, it is not known which of these approaches are valid or optimal.

Previous work on the inclusion of weights in case-control analyses to account for complex 

sampling of controls has focused primarily on the cumulative case-control design, where 

controls are sampled at the end of the study period and the case-control odds ratio 

approximates the cohort odds ratio [6]. In this realm, studies have examined trade-offs 

between methods that incorporate sampling weights and those that do not for a variety 

of complex sampling designs (stratified, cluster, multistage, etc.) [22–27]. Other work 

has addressed methods to increase statistical efficiency when using sampling weights 

[2,18,28,29]. Notably, work thus far indicates that in the presence of complex sampling of 

controls for cumulative case-control studies, unweighted methods cannot produce accurate 

measures of association, and ignoring the weights can lead to bias, underestimated variance, 

and low confidence interval (CI) coverage [18,26,27,30]. However, it is unclear how these 

issues translate to case-control studies apart from the cumulative design.
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Research on valid methods for incorporating complex sampling weights into density 

sampled case-control studies is lacking. Density sampling is most commonly operationalized 

using risk-set sampling in epidemiology, where controls are sampled from those currently 

at risk at the time incident cases occur. This method of sampling controls facilitates 

approximation of the incidence density ratio (IDR) from the case-control odds ratio [6,9,31]. 

Design differences between cumulative and risk-set sampled case-control studies may limit 

the relevance of the existing literature. The purpose of this study was to use simulations to 

assess the bias and precision of several approaches to incorporating controls from complex 

survey data in risk-set sampled case-control studies.

METHODS

Simulated data

We created a “Total Population” dataset of n = 1,000,000 individuals based on the 2010 ACS 

of Californians aged 18 years and over to represent the source population of interest. For 

this Total Population, we simulated the exposure A and outcome Y from the set of ACS 

covariates W, comprised of categorical race/ethnicity, age group, sex, and education level. 

The exposure A was drawn from a Bernoulli distribution with the logit of the probability 

of exposure given by a linear function that included the covariates W. Event times for the 

terminal outcome Y were simulated from an exponential distribution with the logarithm of 

the rate given by a linear function of a subject’s exposure A, and covariate vector W.

We then simulated a ten-year study within the Total Population where all subjects with an 

event time of ten years or less were considered cases (Y = 1), and their simulated event time 

was recorded as their follow-up time. All subjects with an event time occurring more than 

ten years after baseline were considered non-cases (Y = 0) and their follow-up time was 

recorded as ten years. We assumed the exposure was defined at the beginning of follow-up 

and did not vary over time, and that induction time was 0, all subjects had perfect follow-up 

(no censoring), and that there were no competing risks for the outcome (i.e., the outcome 

was terminal). We also verified the relationship between the exposure and outcome was 

substantially confounded in unadjusted models. See Web Appendix 1 for the data-generating 

mechanisms, and Web Appendix 5 for statistical code.

Survey sampling

To simulate complex surveys, we sampled from non-cases using four different sampling 

designs (Simple Random, Random Probability, Biased Probability, and Biased Stratified) 

and four different survey sizes (n = 1,000; 5,000; 15,000; 20,000). In real-life applications, 

it may not be possible to confirm only non-cases were sampled into the survey. However, 

this is unlikely to be a major issue for analyses of rare outcomes. In sensitivity analyses, we 

relaxed this assumption and allowed complex surveys to sample from the Total Population 

(cases and non-cases).

Simple Random.—Each non-case from the Total Population had an equal probability of 

selection into the survey. Weights were the inverse of the probability of selection: n/s, where 

n is the number of non-cases in the Total Population, and s is the survey size.

Li et al. Page 3

Ann Epidemiol. Author manuscript; available in PMC 2023 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Random Probability.—A known probability of selection (p) was randomly generated 

from a standard uniform distribution (p ~ Uniform(0,1)) for each non-case in the Total 

Population. Individuals were selected into the survey based on their probability of selection 

and assigned the survey weight 1/p.

We expected analyses using controls drawn from the Simple Random and Random 
Probability sampling designs would produce unbiased estimates without accounting for 

survey weights because both result in controls that are were randomly sampled without 

regard for the exposure or outcome. These sampling designs were used in comparison to 

sampling designs that we expected to generate bias.

Biased Probability.—Non-cases with the exposure were sampled with probability 0.75, 

and non-cases without the exposure were sampled with probability 0.25. Sampling weights 

were P[A = 1]/0.75 for non-cases with the exposure and P[A = 0]/0.25 for non-cases without 

the exposure, with P[A = a] calculated from prevalence of exposure in the Total Population 

of non-cases.

Biased Stratified.—Non-cases were sampled from 21 randomly prespecified strata of 

sizes ranging between 20,000 and 80,000, where smaller strata had higher proportion of 

exposed individuals. An equal number of individuals were randomly selected from each of 

the strata and weights were d/[s/21], where d is the stratum size and s is the survey size. 

Additional detail about how these strata were created and the code used to generate these 

strata are included in the Appendix (Web Appendices 2 and 5).

Additional detail on survey sampling can be found in Web Appendix 2. We expected 

analyses using controls drawn from the Biased Probability and Biased Stratified sampling 

designs would produce biased estimates if weights were not properly incorporated, because 

the exposure fraction in the sample of unweighted controls is unlikely to match that of 

the source population from which the cases arose. This phenomenon is likely to arise 

in complex surveys such as NHANES that sample based on characteristics associated 

with exposure–for example, oversampling of specific racial/ethnic minority groups – if 

membership in the over-sampled group is associated with the exposure.

All sampling designs scaled survey weights for those selected in the survey to sum up to the 

total number of non-cases in the Total Population, or in sensitivity analyses, to the size of the 

Total Population.

Analysis methods

We tested four different analysis methods (termed Unweighted, Replicate, Sample, and 

Model) for incorporating complex survey data into case-control studies using risk-set 

sampling with a ratio of one control per case. Since only one control was selected 

per case, all descriptions below refer to how controls were sampled across risk-sets. In 

situations where more than one control is selected per case, we recommend that controls 

are sampled with replacement across risk sets but without replacement within risk sets [32]. 

For additional information on how controls could be selected within risk-sets when the ratio 
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of controls to cases is greater than 1:1, see Web Appendix 2. For all methods, we used 

conditional logistic regression to account for the pair-matching of cases to controls on time.

Unweighted.—For each case, we risk-set sampled by taking a simple random sample with 

replacement from only the survey-based controls at the time the case occurred, and then ran 

an unweighted conditional logistic regression. Survey weights did not impact probability of 

control selection.

Replicate.—Each survey record was replicated by its corresponding survey weight, 

rounded to the nearest whole number. For each case, we drew a survey-based control by 

risk-set sampling with replacement from the expanded survey data and cases still at risk at 

the time the case occurred, and ran an unweighted conditional logistic regression.

Sample.—We risk-set sampled from controls and cases still at risk with replacement with 

probability of selection proportional to the individual’s survey weight and then ran an 

unweighted conditional logistic regression.

Model.—We risk-set sampled by taking a simple random sample with replacement from 

only the survey-based controls without consideration of the survey weights and then ran 

a weighted conditional logistic regression with the survey weights. For all methods, cases 

were assigned a weight of 1.

The Unweighted and Model methods risk-set sampled from only survey-based controls 

while the Replicate and Sample methods risk-set sampled from survey-based controls and 

cases still at risk. Since Unweighted and Model did not incorporate survey weights into 

risk-set sampling (i.e., cases and unique survey based controls would have equal probability 

of selection), cases could not be incorporated because there would be an overwhelmingly 

large number of cases selected by random sampling during risk-set sampling (50–80% 

of controls selected would be cases), and thus controls would not represent the exposure 

distribution in the Total Population.

Of the four methods tested, we expected Unweighted and Model would be biased and 

perform poorly, but these are approaches used in previous applied research [19,20]. While 

Unweighted was expected to be biased because the survey weights were not taken into 

account at all, Model was expected to be biased because survey weights were not taken into 

account during control sampling, and only implemented in regression (where the weighted 

pseudo-population of survey-based controls would be unlikely to capture the exposure 

fraction of the Total Population). We compared how these approaches performed against 

Replicate and Sample, which we expected to be unbiased.

Performance metrics

Over 1000 simulations, we assessed performance by estimating: (1) relative bias, 

IDREst − IDRTrue /IDRTrue × 100%, where IDREst was the mean estimated IDR over 1000 

simulations and IDRTrue was the true IDR in the Total Population, (2) variance, (3) mean-

squared error, MSE = bias2 + variance, where bias = IDREst − IDRTrue and lower MSE 
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indicates a better estimate, and (4) 95% CI coverage, the proportion of simulations that had 

95% CIs that captured the true IDR.

All analyses were conducted in R version 3.6.0 [33]. Risk-set sampling was implemented 

using a modified version of the “ccwc” function in the “Epi” package [34] to incorporate 

sampling with probability proportional to survey weights (see Web Appendix 5).

RESULTS

Simulated data

Characteristics of the Total Population are presented in Web Table 1. Briefly, 47.8% of the 

population was exposed, 2.0% had the outcome, and the true IDR was 1.99.

Unweighted

Results for the Unweighted analysis are presented in Table 1. As expected, this method 

was unbiased only in the Simple Random and Random Probability sampling designs. 

We observed high relative bias (−69.7% to −19.1%) under the Biased Probability and 

Biased Stratified sampling designs (Figure 1(a)). Variance tended to increase as survey 

size decreased for all sampling designs (Web Figure 1(a)). The MSEs for biased sampling 

designs (Biased Probability, Biased Stratified) were at least one order of magnitude higher 

compared to unbiased sampling designs (Simple Random, Random Probability) using the 

Unweighted method. The 95% CI coverage for the Simple Random sampling design was 

only close to 95% at the largest survey size (n = 20,000) and decreased as survey size 

decreased. At the largest survey size, we achieved 95% CI coverage for the Random 

Probability sampling design, but CI coverage similarly decreased as survey size decreased. 

We observed poor coverage (0% to 0.5%) for the Biased Probability and Biased Stratified 

sampling designs across all survey sizes using this method (Figure 2(a)).

Replicate

The Replicate method was unbiased for all sampling designs (Table 2, Figure 1(b)). Variance 

was similar across sampling designs for a given survey size though tended to be the 

highest for Random Probability sampling. Variance and MSE both increased as survey size 

decreased (Web Figure 1(b) and 2(b)). CI coverage of 95% was achieved under Simple 

Random and Biased Probability sampling at the largest survey size (n = 20,000). Coverage 

became increasingly poor as survey size decreased, with coverage as low as 35% for the 

smallest survey size (n = 1,000).

Sample

The Sample method was unbiased for all four sampling designs (Table 3). Variance and 

MSE tended to increase as survey size decreased for given sampling design and was the 

lowest overall for the Biased Probability sampling design. Biased Probability sampling 

attained over 95% CI coverage for the larger two survey sizes (n = 20,000 and n = 15,000), 

and close to 95% CI coverage for the n = 5,000 survey size (Figure 2(b)). Biased Stratified 

sampling also attained 95% CI coverage at the largest survey size. Coverage was still 

increasingly poor at smaller survey sizes.
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Model

We observed the most bias using the Model method, with magnitudes upwards of 100% 

(Table 4, Figure 1(d)). Variance was lowest for Biased Probability, and several orders of 

magnitude larger for Simple Random, Random Probability, and Biased Stratified sampling 

(Web Figure 1(d)). MSE was several orders of magnitude higher for all four sampling 

designs we considered compared to the other analysis methods (Web Figure 2(d)). There 

was 0% 95% CI coverage for this method (Figure 2(d)). Estimates for the smallest survey 

size (n = 1,000) are not reported for several sampling designs because the regression models 

did not converge due to extreme sampling weights.

Sensitivity analyses

In sensitivity analyses where cases were included in survey sampling, performance was 

slightly worse (more biased, less precise), but not substantively different (Web Appendix 4).

DISCUSSION

This simulation study shows that unbiased estimates of the IDR can be obtained from 

risk-set sampled case-control studies using complex survey data if survey weights are 

accounted for preceding or during risk-set sampling of controls (Replicate and Sample 

methods). Results from the Replicate and Sample methods were comparable to results 

obtained using the Unweighted method under the Simple Random and Random Probability 

sampling designs, which both resulted in controls that were unbiased random samples of the 

non-cases in the Total Population. However, CI coverage tended to decrease with decreasing 

survey size regardless of analysis method and sampling design. When survey sampling was 

not independent of exposure status (Biased Probability and Biased Stratified sampling; as 

would be expected in many complex surveys), analytic methods that did not take weights 

into account during risk-set sampling were biased (Model and Unweighted) and had poor CI 

coverage.

Although the Replicate and Sample methods performed similarly in our simulations 

(low bias, similar degrees and patterns in variance and coverage), the Sample analysis 

method seemed to have lower computational burden. The Replicate method was previously 

implemented in applied work [21] and therefore tested in our simulation, but the Sample 

method may be preferable over Replicate because it does not require rounding of weights 

preceding replication of survey subjects, which may introduce some bias. While we did not 

see meaningful differences in bias due to rounding in our simulations, the Sample method 

attained slightly higher 95% CI coverage at the larger survey sizes compared to the Replicate 

method. Prior to our modification of the “ccwc” R function used for risk-set sampling, 

selection probabilities could not be incorporated into the risk-set sampling process using 

this function. This may still be the case for other statistical software, in which case the 

investigator might opt to use the Replicate method.

To our knowledge, this is the first study to compare different methods of incorporating 

control data from complex surveys into risk-set sampled case-control studies. We compared 

several different types of survey sampling designs in combination with four realistic 
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methods of analysis, including three (Replicate, Model, Unweighted) that were previously 

employed in applied studies aiming to use complex survey data as a source for controls 

in case-control analyses in both cumulative [19,20] and density [21] case-control designs. 

Our findings for risk-set sampled case-control studies are also consistent with previous work 

that addressed complex-sampled controls in analyses of cumulative case-control studies that 

found that improper handling of survey weights leads to bias, underestimated variance, and 

low CI coverage [18,26,27,30].

There were several limitations to this study. Our results only apply to the simulations and 

analytic strategies we tested. There may be further variation in performance for different 

data-generating mechanisms. Future work might consider data-generating mechanisms and 

study designs beyond what was implemented here, including incorporating time-varying 

exposures, non-zero induction times [35], and longitudinal studies that might be sources 

for controls [36,37]. Other analytic methods of incorporating risk-set sampled controls from 

complex surveys may exist that we did not consider, including some methods that helped 

improve efficiency in cumulative designs [2,18,28,29]. The survey sampling designs used in 

this study were not as complex as those in typical population-based surveys such as ACS or 

NHANES. These surveys use multiple stages of sampling, including cluster sampling, which 

was not implemented here, as well as weighting adjustments to account for non-response 

and under/over-coverage. While we expect the Model and Unweighted analysis methods 

will continue to be problematic in these scenarios, future research is needed to confirm 

that Replicate and Sample remain unbiased, since similarities within clusters may not be 

captured by a sampling weight alone. Additional variance may also be induced by estimation 

of non-response and coverage adjustments that may not be accounted for in estimation.

While our study considered a cross-sectional survey conducted at a single time point as 

the source for controls, multiple cross-sectional surveys including those with multi-year 

windows could be used to reconstruct exposures over time in the study base. For example, 

for cases that occurred between 2015–2018, we could use continuous NHANES 2015–2016, 

2017–2018, and 2019–2020 to sample controls from. For a case occurring in 2016, we 

would want to use the 2017–2018 survey to sample controls from, and for a case occurring 

in 2018, we would want to use the 2019–2020 survey. Implicit in this approach is the 

assumption that the survey-based controls are not (and have not been) cases at the time they 

are surveyed.

Further work is needed to address several issues that came to light in the current study. 

While CI coverage was close to 95% in the larger survey sizes, CI coverage decreased 

substantially below 95% in small survey sizes regardless of analysis method or sampling 

design. This decrease could be driven by the decreasing number of unique survey-based 

controls available per case at smaller survey sizes in accordance with the equation for 

relative efficiency of nested case-control studies compared to full cohort analyses, R/(R + 1), 

where R is the ratio of unique controls per case [38]. While the ratio of unique survey-based 

controls to cases was approximately 1:1 in the largest survey size, it was only 1:4 in the 

smallest survey size. The decrease in coverage could also be due to smaller proportions of 

the Total Population surveyed at small survey sizes. The population-based surveys currently 

conducted in the United States typically survey proportions of the population close to 
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or smaller than the smallest survey size we considered (approximately 0.1% of the Total 

Population). It is unclear which of these factors is more important. For rare outcomes, it 

may be feasible to find large enough complex-sampled surveys to ensure appropriate CI 

coverage. Otherwise, additional research is needed to address potential statistical corrections 

that can improve coverage in situations with small survey sizes (e.g. bootstrapping [39]). 

There are also additional case-control design features (matching, ratio of cases to controls, 

etc.) that could further improve statistical efficiency [40]. It is also important to note that 

several steps (survey sampling, Random Probability generation, risk-set sampling) in our 

simulation could have produced uncertainty that may not be appropriately accounted for in 

inference and variance estimates.

We show that risk-set sampled case-control studies combining case data with complex 

survey data holds promise as an analytic method in epidemiology and other “big data” 

applications in studying human health and disease for a variety of exposures and outcomes. 

Additional work in this area will improve the methodological rigor of future case-control 

studies to produce more accurate and precise findings.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Bar graph of simulation results for relative bias (%) across all sampling designs and analysis 

methods (1000 iterations).

Li et al. Page 12

Ann Epidemiol. Author manuscript; available in PMC 2023 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 2. 
Bar graph of simulation results for 95% confidence interval coverage across all sampling 

designs and analysis methods (1000 iterations). Dashed line at 95% confidence interval 

coverage.
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Table 1.

Simulation Results for Unweighted Analysis Method (1000 Iterations)

Sampling Design Survey Size Relative Bias
a Variance MSE

b Coverage

Simple Random 20,000 0.17% 2.4×10−3 2.4×10−3 94.6%

Simple Random 15,000 0.24% 2.9×10−3 2.9×10−3 92.1%

Simple Random 5,000 0.30% 5.4×10−3 5.5×10−3 82.6%

Simple Random 1,000 0.87% 2.2×10−2 2.2×10−2 51.3%

Random Probability 20,000 0.22% 2.4×10−3 2.4×10−3 96.6%

Random Probability 15,000 0.35% 2.6×10−3 2.7×10−3 93.9%

Random Probability 5,000 0.32% 5.9×10−3 5.9×10−3 79.1%

Random Probability 1,000 0.75% 2.1×10−2 2.1×10−2 50.6%

Biased Probability 20,000 −69.6% 1.7×10−4 1.9×100 0%

Biased Probability 15,000 −69.6% 1.7×10−4 1.9×100 0%

Biased Probability 5,000 −69.6% 2.1×10−4 1.9×100 0%

Biased Probability 1,000 −69.7% 5.9×10−4 1.9×100 0%

Biased Stratified 20,000 −19.4% 1.3×10−3 1.4×10−1 0%

Biased Stratified 15,000 −19.3% 1.8×10−3 1.5×10−1 0%

Biased Stratified 5,000 −19.3% 3.3×10−3 1.5×10−2 0%

Biased Stratified 1,000 −19.1% 1.3×10−2 1.6×10−1 0.5%

MSE, mean squared error;

a
Relative Bias = IDREst − IDRTrue /IDRTrue × 100%

b
MSE = Bias2 + Variance
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Table 2.

Simulation Results for Replicate Analysis Method (1000 Iterations)

Sampling Design Survey Size Relative Bias
a

Variance MSE
b

Coverage

Simple Random 20,000 −0.54% 2.2×10−3 2.3×10−3 95.8%

Simple Random 15,000 −0.49% 2.5×10−3 2.6×10−3 93.8%

Simple Random 5,000 −0.36% 5.3×10−3 5.3×10−3 83.2%

Simple Random 1,000 −0.10% 2.1×10−2 2.1×10−2 52.1%

Random Probability 20,000 −0.50% 4.6×10−3 4.7×10−3 85.0%

Random Probability 15,000 −0.21% 5.9×10−3 6.0×10−3 80.7%

Random Probability 5,000 −0.02% 1.2×10−2 1.2×10−2 64.5%

Random Probability 1,000 0.85% 5.2×10−2 5.2×10−2 35.0%

Biased Probability 20,000 −1.26% 1.7×10−3 2.3×10−3 96.2%

Biased Probability 15,000 −1.88% 1.6×10−3 3.0×10−3 93.1%

Biased Probability 5,000 −1.01% 2.8×10−3 3.2×10−3 91.5%

Biased Probability 1,000 −1.59% 8.1×10−3 9.1×10−3 70.2%

Biased Stratified 20,000 −0.60% 2.6×10−3 2.7×10−3 93.9%

Biased Stratified 15,000 −0.46% 2.9×10−3 3.0×10−3 93.6%

Biased Stratified 5,000 −0.66% 5.1×10−3 5.3×10−3 81.6%

Biased Stratified 1,000 −0.42% 2.2×10−2 2.2×10−2 52.1%

MSE, mean squared error

a
Relative Bias = IDREst − IDRTrue /IDRTrue × 100%

b
MSE = Bias2 + Variance
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Table 3.

Simulation Results for Sample Analysis Method (1000 Iterations)

Sampling Design Survey Size Relative Bias
a

Variance MSE
b

Coverage

Simple Random 20,000 −0.57% 2.5×10−3 2.7×10−3 94.5%

Simple Random 15,000 −0.49% 2.9×10−3 2.9×10−3 92.4%

Simple Random 5,000 −0.55% 5.0×10−3 5.2×10−3 83.9%

Simple Random 1,000 0.05% 2.1×10−2 2.1×10−2 53.2%

Random Probability 20,000 −0.57% 4.6×10−3 4.7×10−3 86.8%

Random Probability 15,000 −0.14% 5.8×10−3 5.8×10−3 82.8%

Random Probability 5,000 −0.20% 1.3×10−2 1.3×10−2 61.7%

Random Probability 1,000 0.61% 4.7×10−2 4.7×10−2 38.0%

Biased Probability 20,000 −0.55% 1.7×10−3 1.8×10−3 97.9%

Biased Probability 15,000 −0.59% 1.9×10−3 2.0×10−3 97.6%

Biased Probability 5,000 −0.66% 2.6×10−3 2.7×10−3 94.0%

Biased Probability 1,000 −1.18% 7.8×10−3 8.4×10−3 71.4%

Biased Stratified 20,000 −0.64% 2.2×10−3 2.4×10−3 96.2%

Biased Stratified 15,000 −0.53% 2.7×10−3 2.8×10−3 93.3%

Biased Stratified 5,000 −0.47% 4.9×10−3 4.9×10−3 84.6%

Biased Stratified 1,000 −0.19% 2.1×10−2 2.1×10−2 49.4%

MSE, mean squared error

a
Relative Bias = IDREst − IDRTrue /IDRTrue × 100%

b
MSE = Bias2 + Variance
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Table 4.

Simulation Results for Model Analysis Method (1000 Iterations)

Sampling Design Survey Size Relative Bias
a

Variance MSE
b

Coverage

Simple Random 20,000 590.% 1.5×100 1.4×102 0%

Simple Random 15,000 725% 2.8×100 2.1×102 0%

Simple Random 5,000 1530% 3.6×101 9.6×102 0%

Simple Random
1,000 c 

Random Probability 20,000 518% 1.2×100 1.1×102 0%

Random Probability 15,000 640.% 2.2×100 1.6×102 0%

Random Probability 5,000 1370% 2.6×101 7.7×102 0%

Random Probability 1,000 144% 4.0×102 4.0×102 0%

Biased Probability 20,000 −87.4% 5.2×10−4 3.0×100 0%

Biased Probability 15,000 −89.1% 4.7×10−4 3.1×100 0%

Biased Probability 5,000 −93.5% 3.3×10−4 3.5×100 0%

Biased Probability 1,000 c 

Biased Stratified 20,000 252% 4.4×10−1 2.6×101 0%

Biased Stratified 15,000 298% 7.2×10−1 3.6×101 0%

Biased Stratified 5,000 529% 6.2×100 1.2×102 0%

Biased Stratified 1,000 c 

MSE, mean squared error

a
Relative Bias = IDREst − IDRTrue /IDRTrue × 100%

b
MSE = Bias2 + Variance

c
Results not presented because many simulations did not converge due to extreme weights
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