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MUOPRODUCTION Or J /t/1(3100) 

Thomas Walter Marldewicz 

ABSTRACT 

Interactions of 209-GeV muons within an instrumented magnetized-steel calorimeter have pro-

duced 4374 ± 87 p.+ p.- pairs from J I f/J decay, COf!esponding to the cross seetion a(p.N -+ pf/JX) = 

0.64 ± 0.10 nb. These interactions are classified as either elastic (u = 0.36 ± 0.07 nb) or inelastic 

(u = 0.28± 0.06 nb) based primarily on the calorimetric determination of Ex. The cross section for 

elastic f/J production by virtual photons, u.,/YvN), rises with energy vas logv. Its dependence on 

Q2 ftts the vector-meson dominance form P(A) = (1+Q2/A2)-2, with A= (2.0- 2.4)± 0.15 GeV, 

where .the spread in values arises from considering the possibility of a Q2 dependence in the decay 

angular distribution W(8, ~)and in the nuclear shadowing factor. We find that W(8, ~)is consistent 
' 

with the form expected if the reaction 1vN -+ f/JN conserves helicity in the s channel through 

natural-parity exchange in the t channel. Alter correction for nuclear effects, d0'
811

/dt is described 

by the sum of two exponential terms in t, with average t slope b = 2.56±g:~(stat.)j:tt.}(syst.). 

The photon-gluon fusion' (1g-+ f/J) perturbative quantum chromodynamic model for f/J production 

provides an excellent description of the v dependence of u,
11

, but cannot simultaneously explain the 

obse"ed cross seetion and value of A; The differential cross seetion tf2u81/dzdPi, for inelastically 

produced f/J's rises approximately linearly with elasticity z = E.;fv. The Pi dependence is flatter 

than that of dCT/dt for elastic events, with average Pi slope b = 1.46 ± 0.10. The Q2 dependence 

of u811 is that of P(A) with A= 3.0 ± 0.2 GeV, and the v dependence is similar to that obse"ed 

for elastic production. The shapes of these distributions are well described by perturbative QCD 

calculations that consider the funadamental subprocess in the interaction to be 19 - f/Jg, but the 

absolute cross seetion is 5.5 times higher than predicted. 
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L INTRODUCTION 

The discovery of the J /¢(3097) meson in both e+e- interactions1 and proton-Be collisions2 in 

197 4 ushered in a new era in our understanding of the fundamental forces governing the interactions 

of the elementary particles. In 1970 Glashow, Dio~ulos, and Maiani noticed3 that the introduction 

of a fourth quark fleld4 to the then standard SU(3) symmetric triplet of quarks5 added terms to 

the weak hadronic charged current that would cancel amplitudes which gave rise, for example, 

to an anomalously large Kt- K~ mass ditrerence8 and Kt - p+p- decay rate7 • This new 

quark, carrying a charge of +2/3 and one unit of a new quantum number -charm, would eliminate 

strangeness changing neutral currents in the Weinberg-Salam model8 of electr~weak interactions 

and bring a symmetry to the hadronic and leptonic sectors of the theory. After the discovery9 

of neutral weak currents in 1973 encouraged belief in gauge theories and charm, the extremely 

narrow width (63 KeV) ofthe 3.1 GeV resonance lead to its interpretation10 as a bound state of the 

new c and e quarks. In 1976, peaks in the mass spectra of K-,r+, K-11"+n+11"-, and K-1r+n+ 

events11 •12 produced in e+e- collisions at the 4.03 GeV resonance region provided final conflrmation 

ot the charm hypothesis. Because of the prererential strange quark to charm quark coupling in the 

weak current, these channels were expeeted13 from the decay of D0 and D+ mesons composed of 

one "naked" c quark and one light ( u or il) antiquark. 

In the period since 197 4 many experiments have investigated the spectroscopy, production, 

and decay properties of the charmed particles. This paper reports the final results of the first 

experiment14 to produce the ¢(3097) through lepton-nucleon interactions. Using the Fermilab muon 

beam and the Berkeley-Fermilab-Princeton (BFP) Multimuon Spectrometer (MMS) the w's were 

produced in interactions of the form pN - /JtPX and detected through their w - p+ p- decay 

mode. It we think of the fjJ leptoproduction process as being intermediated by a spacelike virtual 

1 



photon of lab energy E
7 

= 11 and mass squared q2 = -Q2 (Figure 1.1) the data measured in 

this experiment complement the study of the charm system with timelike photons, as in e+e-

interactions or in hadroproduction through the Drell-Yan process, and with real (Q2 = 0) photons. 

The continuous Q2 spectrum available in the pN interaction, however, allows for a measurement 

of the dependence of the f/J production on a dynamical variable inaccessible to the other types of 

experiment. 

Theoretical interest in f/J muoproduction at this time arises because the f/J provides a simple, 

high mass system where the applicability of descriptions of the nature of matter on extremely 

small distance scales may be tested. Traditionally, the leptoproduction of the lighter mass vector 

mesons, p(770), w(783), and ¢(1020) has been discussed in the framework of the Vector Meson 

Dominance (VMD) model15- 18 • While providing a qualitative physical picture of the process, the 

VMD model lacks the predictive power of a true theory of the strong interactions. Currently, the 

only available such theory is quantum chromodynamics111- 22 (QCD), wherein the strong interaction 

between pointlike quarks is said to be mediated by the exchange of colored gluons. The success 

of this theory in supplying testable predictions hinges on its ability to incorporate the concept 

of "asymptotic freedom" into its mathematical structure through a strong interaction coupling 

constant a
5

, whose value depends on the mass scale M2 of the problem being investigated. For 

sufficiently high mass scales a
5
(M2) is low enough that low order perturbation theory calculations 

should provide relevant predictions, once any appropriate fundamental parameters or distributions 

are specified. Because of this, however, it is difll.cult to separate any test of the QCD theory itself 

from that of the assumptions of a particular calculation. Below, after summarizing the aspects of 

the VMD approach used in the analysis, we will briefly describe the recently developed QCD based 

perturbative calculations which are later compared to the results of the experiment. 

2 



Ll Vector Meson DomlDaDee 

The vector-meson dominance model was developed over the period from 1958 to 1962 as the 

result of attempts to explain the hadronic interaction properties23 of the photon using either specific 

field theories24 with vector mesons as the elementary constituents or the hypothesis that low mass 

vector meson poles dominate the dispersion relations25 for the matrix elements of the electromagnetic 

current. The physical picture implied by the model for elastic fjJ leptoproduction is shown in 

Figure l2(a). The incident muon serves as a sou_rce of virtual photons which couple directly to 

off-shell fjJ mesons. By exchanging momentum with the target the virtual fj;'s are brought on-shell. 

Quantitative predictions of the model arise from the assumption that the 'Yv - ¢v cou

pling strength, denoted em~//t/J, is approximately independent or Q2• We then expect the simple 

propagator Q2 dependence, 

(1.1) 

where e2 = 411'a and ft/J at any Q2 is given by its value at Q2 = -m;, determined by, for example, 

measurement of the width for fjJ -. p+ ~~-. For p, w, and tP production, the neglect or any Q2 

variation in the coupling constants from approximately -1 GeY-2 to +1 GeY-2, relative to that in 

the propagator term, has been justified by experiment. In the case or"' production, however, the 

range or extrapolation is- 10 times as great, while the psi propagator term Q2 variation is weaker, 

providing a more sensitive test of the VMD assumptions than has been previously available. 

While the VMD model does not give predictions for the cross section's dependence on variables 

other than Q2 , it does provide a physical picture that is very useful in analyLing the fjJ production 

process. For example, considering the virtual ¢-nucleon interaction as equivalent in first order to 

the scattering of two hard spheres suggests that the fjJ production is predominately diffractive and 

thus can be described by the optical model. Similarly, if the "Tv- ¢v coupling is indeed direct, 

the polarization (helicity) state or the final state "' should be related to that or the virtual photon 

3 



that produced it. In the following sections we discuss the supplementary assumptions to VMD that 

convert these unspecified relations into definite formulae. 

Ll.l Virtual Photon Fluz Facion 

In the one photon exchange approximation the differential cross section for electromagnetically 

producing ¢'s has contributions from both of the photon's polarization states. We parameterize26 

where r T (r L) represents the flux of transversely (longitudinally) polarized virtual photons and (JT 

(fJ L) the corresponding photon cross section. Typically we write 

Here f = r dr T and R = (Jd(JT. The transverse flux r Tis defined so as to allow (JT(v,Q2 = 0) 

to be compared with the cross section for producing ¢'s with real photons. We use 

and 

where E is the beam energy and E' and e v are energy and angle of the scattered muon (spectator) in 

the target rest frame. The quantity K must reduce to v when Q2 - 0; we use the Hand convention26 , 

K = v- Q2/2m,., but other choices ( Jv2 + Q2 for example) are equivalent for the kinematic range 

or the data. 

L1.2 The Optical Model 

The square or the four momentum transferred from the virtual photon (or virtual¢ in the VMD 

picture) to the target in the ¢ production process is defined as t. Its distribution is used to measure 

4 
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the structure or size of the target. We denote the minimum value of t needed to bring the final state 

f/1 on-shell as t mi~ and the maximum value of t allowed by the kinematics as tmGs' In general, t is 

related to the "fvN center of mass (CM) scattering angle (}em via 

t = t . - 2rem(l - cos ocm>• man 

where Pem is the momentum in the CM frame. The CM angular distribution duldOem can then be 

related to du I dt as 

1r du 
duldt = ..2 ;m-· 

l'em em 

In the optical model, the target is treated as the potential corresponding to a totally absorptive 

disk of area O(R2), whereupon u, .. is caused by di1fraction of the incident wave around the disk 
e Glhle 

and duldt measures the size of the disk. Using the first Born approximation, one can show27 that 

for small t, 

duldt = Ae&t, (/.2) 

where b is proportional to R2 and A is proportional to R4• For elastic f/1 production from a nuclear 

target we expect to see contributions to duldt from the large weakly bound Fe nuclei themselves 

(termed coherent production) at extremely small values of ltl, as well as from the individual nucleons 

(termed incoherent production) once the coherent term bas diminished. Then, 

(/.3) 

where be and b
1 

are the coherent and incoherent t slopes, respectively, and Aefl is the effective 

number of nucleons per Fe nucleus seen by virtual photons of the average Q2 and v of the experiment. 

The optical model thus specifies the functional form of du I dt and fixes the relative size of the coherent 

and incoherent parts of du/dt at t = 0. 

An important goal of the first ¢ photoproduction experiments28- 31 was to determine whether 

or not the ¢ was a hadron. Since the optical theorem, which relates the imaginary part of .the 

s 



elastic forward scattering amplitude to the total cross section, can be used to connect da/dt('YN-

f/;N) le-e,.,. to qtoe(t/JN), this was accomplished by comparing calculated values of utot(f/;N) to 

typical hadronic total cross sections. While the basic question has been answered, this experiment 

can also measure q
101

(f/JN) in an analagous manner for comparison. The necessary formalism is 

sketched below. 

The optical theorem is 

Then, since 

d': = 1/(8)12 = (/m/(8)]2 + [Re/(8)]2, 
em 

we have 

where fJ = lf,:*~J 11 ; {J = 0 for purely di1fractive processes. Using Eq. 1.1 yields 

(1.4) 

Finally, the ratio of elastic to total f/JN cross sections can be round in this picture by inserting the 

above equation into Eq. 1.2 and integrating over t. The result is 

(! (t!JN) 1 e-llt.,. 
el11stic = _ (! ( f/;N) 
(! (t!JN) b 161r tot Cot 

[ 

/ 2 ]; 1 e-•t- .,p 1611' 
=-- dudN-N b 1611' 411'a (1 + tJ2 ) I t(,., t/J ) I,_,_ · 

(/.5) 

L1.3 The Angular Di1trlbutlon of Dimuon1 ill f/J Decay 

The general form32 for the angular distribution W of dimuons from t/J decay involves 36 different 

density matrix elements. It it happens, however, that the polarization or the flnal state "' is simply 

related to that or the exchanged virtual photon, that is, if f/1-N elastic scattering conserves helicity 

6 
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in some way, then the problem can be reduced to one containing only a small number of independent 

parameters that are simply related to u L and u T' 

Three models for helicity conservation are often mentioned33: s~hannel helicity conservation 

(SCHC), t~hannel helicity conservation (TCHC), and the spin independence model (SIM). Each 

corresponds to a distinct physical picture of how the final state ¢ polarization is related to that 

of the virtual photon. To simplify w·we will use the SCHC model, as it has been observed34- 36 

that the angular distribution of pions from the decay of electroproduced p, w, and t/J mesons are 

consistent with that hypothesis and the addition&~ assumption of natural parity exchange (NPE). 

In the SCHC picture, helicity eigenstates with z defined along fJ..,., in the "fvN center of mass (c.m.) 

(the s~hannel c.m. helicity system) produce helicity eigenstates with z defined along P.p in the ¢N' 

c.m. (or equivalently, the¢ rest frame with z = -jJN'' here called the¢ helicity frame). NPE (as 

opposed to unnatural parity exchange) assumes "that the reaction "fvN - f/JN' proceeds via the t 

channel exchange of a particle with parity P = ( -1 )1 . 

SCHC and NPE provide the relations among the matrix elements that reduce the 36 original 

amplitudes to the two amplitudes for ¢ production by f L and f T' The final solution is represented 

in terms of the squares of these amplitudes, u L and u T' and their relative phase, 6. In Appendix 

A the general solution is presented, and the SCHC and NPE hypotheses applied, to calculate the 

expected distribution or dimuons from"' decay, 

W(R;8,t/J) = ~ 
1

: fR((l + cos2 8) + 2£Rsin2 8- fsin2 8cos2t/J 

+ J2ER(1 + f)sin28cos6 cost/J- H J2ER(1- f)sin28sin 6 sint/JJ. 

(/.6) 

Here 8 is the polar angle or the beam-sign daughter muon in the¢ helicity frame, and t/J = t/J2 - t/J1 

is the difl'erence between the two physical azimuthal angles in the problem: t/J
2

, the azimuthal angle 

of the t/J -decay plane, measured with respect to the 1 - ¢ production plane, ~d t/J1, the azimuthal 

angle of the 1 - t/J production plane measured relative to the beam muon scattering plane. Figure 

1.3 illustrates these angles37 • His the muon beam longitudinal polarization, which is approximately 

equal to 0.8. 
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It is interesting to note that this form of W( (), ,P) remains unchanged if we decide to abandon 

SCHC in favor of TCHC or SIM, as long as 6, r/)
2

, amd ,P
1 

are defined in the appropriate coordinate 

systems (use, for example, the t/J rest frame with i = p
7 

for the SIM). Experiments seeking to 

decide among these choices, or desiring to measure quantitatively the level to which any model is 

true find it more convenient to express W directly in terms of the original density matrix elements 

and to measure th.e level at which certain elements, predicted to vanish in a particular model, are 

ruled out. 

L2 Perturbative Quantum Chromodynamiea 

There are two fundamental assumptions underlying the current perturbative QCD approaches to 

t/J photoproduction. The first is that the c and ~ quarks of the t/J are not present in the wavefunctions 

of the interacting particles but are instead produced during the scattering process38• That is, any 

contribution due to an intrinsic charmed sea in the nucleon is ignored. The second assumption 

involves the distance (mass) scale appropriate to the problem. It is argued3g that if the virtual 

photon fluctuates into a cc pair, the pair will propagate a distance on the order of 

and then materialize after scattering with a nucleon constituent, if the photon's energy is sufticiently 

high. The mass seale of the problem is thus set by m c• not Q2 , and o 
5

( m~) should be small enough 

to justify low order perturbation theory. By allowing the photon and nucleon constituents (partons) 

to interact according to the Feynman rules for QCD and folding in the assumed parton distribution 

functions, cross sections for cc production can be calculated. 

The first calculations40 - 47 of heavy quark photoproduction within this framework assumed that 

the dominant process is the fusion of the photon with a gluon in the nucleon, as shown in Figure 

12(b). In this picture, termed the photon-gluon fusion ('yGF) model, the scattering amplitudes are 

8 
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proportional to cu:1
8

• AB drawn in Figure L2(b) the final cc state is a color octet, since the exchanged 

gluon is itself colored. To produce color singlet hadrons, at least one other gluon must be exchanged. 

This color rearrangement is assumed to occur with unit probability and not aft'ect the validity of the 

calculation. 

The assumption that momentum is transferred to the nucleon target via the exchange of one 

massless gluon implies that 

and that 

Here, z = p.fp is the fraction of the target's momentum carried by the gluon. The z distribution, • 
G(z), and the value of me are inputs to the model. \he form of G(z) typically used is 

(1- z)17 
G(x) = 0.5(11 + 1) , 

z 
(/.7) 

where 11 = 5, as suggested by power counting arguments48, and where the normalization is chosen so 

that the gluons account for half or the nucleon's momentum. The value or me used in the "standard" 

calculation is 

To the extent that the variation or m~e + Q2 in the data can be neglected compared to that of v, 

G(z) determines the energy dependence of the cross section. Its Q2 behavior is dominated by the 

size of me. 

As thus formulated, the 1GF model describes elastic cc production only. While not speeifying 

the color rearrangement mechanism limits predictions of '1/J helicity and dafdt, once G(x) and me are 

specified, definite predictions4"-
51 for aT(Q2,v), aL(Q2,v), and dafdm~e are obtained. To restrict 

its predictions for inclusive cc production to particular bound states, such as the ¢, an additional 

9 



assumption38, known as semi-local duality (SLD), is required. It is prescribed that any bound state 

cross section is found by integrating da / dm~e from the lower kinematic limit of 4m~ to the threshold 

for open charm (DD) production 4mb, divided by the number of states f in that range. It is 

unfortunate that an experiment restricted to f/J production complicates a test of fundamental short 

distance ideas with that of the semi-local duality assumption. Taken literally, SLD predicts that 

each cc state will be photoproduced equally, regardless of its spin and parity. Then f .• and ce-+.,. 

o 5 ( m~e) will uniquely determine the normalization of the calculated cross section. Typically fc~-+t/1 

is taken as t - ! . We will use ! in our "standard". calculation. a 
5 

is calculated via 

2 - 1211' 
as(m ) - (33- 2n)ln(m2fA2)' (/.8) 

with the number of active flavors n = 4, and the empirical scale parameter A= 0.5 GeV. Then 

a
5

(m;,) ~ 0.4. We compare the 'YGF model described by Reference 50 and the above assumptions 

to the experiment's data on elastic ¢ production. A less dogmatic approach52 takes f ·as an a 

priori unknown parameter proportional to the density of cc states near the ¢ and fixed by the 

experimentally measured cross section. This conceptual retreat allows the remaining fraction 1 - f 

of the cross section below D threshold to appear in the open charm channel, rather than in t/1, X, 

or '1 c states. 

The predictive limitations of the "7GF approach can be viewed as the unfortunate by-product of 

the desire to make the calculation tractable. With the above assumptions, simple integral formulae 

for the difl'erential cross sections are indeed available48•50 • More recently, however, attempts53_ 5g 

have been made to calculate non-difl'ractive and inelastic cc production within the same framework 

by considering specific subprocesses that are second order in a
5

. While the earlier of these53- 56 

limited their attention to manageable subsets of the second order diagrams, the most recent57•50 

by D.W. Duke and J.F. Owens encompass the complete set of subprocesses shown60 in Figure I.4. 

In this general case inelastic ¢ production occurs when a hard gluon or light quark appears in the 

final state. Elastic cc production is treated as one kinematic limit of all cc' production, defineable 

10 
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by whatever cuts an experiment might use to isolate an elastic sample. The duality assumption 

desribed above is used to restrict the model to t/J production, and while two gluon diagrams are 

included in the calculation, it is still not required that the c~ system form a color singlet at the 

perturbative level- the color rearrangement being accomplished by soft gluons with unit probability. 

The algebraic difficulty in this general approach, involving 12 interfering amplitudes, necessitates a 

computer generated solution with graphical presentation of results. Both this fact and the recent 

nature of the calculation have prevented us from comparing our data with this model in more than 

a passing fashion. 

A calculation55 of inelastic t/J photoproduction through the 6 QCD subprocesses shown in Figure 

1.4(aHc) has been presented by E. Berger and D. Jones. Analytic expressions for the dift'f'erential 

photon cross section are given as a function of v, the square of the t/J's transverse momentum 

with respect to the incident photon direction, r?.L, and the elasticity, z, deftned as (E,
1
)

10
/V· 

These predictions will be labeled as ""fg -+ t/Jg" in the following text. In addition to the choice 

of fundamental subprocesses included, certain conceptual differences exist between the "(g -+ t/Jg 

calculation and that of the recent extensions of 1GF. The first question is whether or not color 

must be conserved at the level of the perturbative calculation. Instead of allowing unspecifted ftnal 

state interactions involving gluons to produce the color singlet hadrons, as in 1GF, the "(g -+ t/Jg 

calculation abandons the semi-local duality prescription in favor of a representation of the final cc 

state by a deftnite color singlet, JP = 1- wavefunction, normalized to produce the correct t/J leptonic 

width f( t/J -+ e+ e-). Secondly, it is claimed by Berger and Jones that the use of perturbative QCD 

for t/J production is only applicable when both gluons in the process are hard enough to both justify 

the use or a parton model or hadron constituents and allow specific hadronic exclusive channels, such 

as "(N-+ t/JN or "(N-+ t/JN•, to be ignored. By placing conditions on the square or the momentum 

transfer to the nucleon, ltl > 1 GeY-!, and the mass or the state recoiling against the t/J, mx > 2 

GeV, similar to restrictions placed on the parton description of deep inelastic scattering, they limit 

the claimed region of validity or their own result to the elasticity region z < 0.9 and suggest that 
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all purely elastic calculations are invalid. 

The "19- f/Jg calculation assumes zG(z) = 3(1- zf', m1 = 0, me= m.;f2, and a
5 

= 0.3. 

In this form it is compared to the inelastic f/J production results from this experiment. Despite the 

above noted differences, to first order, except for overall normalization and the shape of cfJu / dzdP3_ 

at high z, this model's predictions are qualitatively consistent with those of the generalized 'YGF 

calculations . The conclusions drawn from comparing data to it can be considered as applicable to 

the general perturbative QCD approach. 
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n. APPARATUS 

The experiment was performed in the muon beam at the Fermi National Accelerator Laboratory 

using a newly constructed apparatus speeifl.cally designed for the study of rare muon induced reac

tions, particularly those characterized by having more than one muon in the fl.nal state. Data were 

taken at an average incident beam energy of 214 GeV, with typical fluxes of 1-2x 106 muons/see. 

The detector, which also served as the target, is shown in Figure ll.l. It consists of90 magnetized 

steel plates of dimensions 8 ft x 8 ft X 4 in, instrumented with both plastic scintillator counters for 

triggering and calorimetry, and multi-wire proportional (PC) and drift chambers (DC) for tracking 

muons. The magnetic fl.eld of 19.6 kG is excited in the vertical direction by a coil run through 

vertical slots cut into each plate. 

The Fe plates are arranged in 18 groups of 5 plates, called modules. Behind each module 

is a PC, measuring coordinates along 3 axes - parallel, perpendicular, and diagonal (x, y, and u, 

respectively) to the bending plane of the magnet, and a DC, providing better resolution in the x 

direction. After modules 4, 6, 8, ... , 18 are banks of 12 plastic seintillators for counting fl.nal state 

muons and triggering the apparatus. Mounted behind each of the fl.rst 75 steel plates is a large 

plastic scintillator; these counters serve as hadronic calorimeter and vertex detector. An elevation 

view of one module of the apparatus is shown in Figure ll.2. 

The most important features of the apparatus for the T/J production study are the distributed 

nature of the steel target, the non-toroidal geometry, and the full sensitivity of all detectors both 

inside and away from the beam region. The fl.rst 14 modules serve as target for t~e experiment . 

Muons arising from interactions in these plates are detected and measured by that part or the 

apparatus downstream or the vertex. The use or steel as the target medium is dictated by the desire 

to have a high integrated luminosity for the study or rare processes. By distributing the target 
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uniformly throughout the apparatus this is achieved while maintaining a high event acceptance that 

varies only slowly with outgoing muon scattering angle. 

Because r T(Q2)"' I/Q2, the beam muon in most JJN - JJt/JX events tends to scatter near 

the forward direction. Since the PC, DC, and counter systems do not need to be deadened in the 

beam region to handle the available flux or muons, the scattered muon ("spectator"), as well as 

the t/J daughter muons, can be used in the trigger and tracked in the spectrometer. This results in 

an acceptance that is approximately flat in Q2 (Sec.ni.4.3). Moreover, by measuring the momenta 

or all final state muons magnetically, as well as ·the energy Ex or any hadronic shower, a one 

constraint flt can be applied to the event kinematics, improving the spectrometer's v resolution at 

low v (Sec.m.3.3). 

These features make the apparatus unique and well suited ror the study or multi-muon physics. 

A description or the beam system, the various subsystems or the apparatus, and the t/J event trigger 

follow. 

ILl The Muon Beam 

The 400-GeV beam or the Fermilab proton synchotron was extracted and focused on a 30-cm 

aluminum target to produce high energy pions and kaons. These secondaries were focused into 

a 400-meter evacuated pipe where 1r, K - JJV decays occurred. Resulting muons or the desired 

energy were then extracted into the Nl beam line and transported to the muon laboratory, where 

the Chicago Cyclotron Magnet (CCM) bent them into the MMS. 

The beam optics have been described in detail elsewhere81 • Briefly, four sets or dipole magnets 

were used for the initial momentum selection, the minimization of muon halo (i.e., muons that 

have been bent or multiple scattered out or the beam line yet penetrate into the muon laboratory), 

and the final momentum determination. Hadron contamination was minimized by the use of 23 

meters of high density polyethelene (CH
2

) absorber. One triplet or quadrupole magnets (immediately 
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downstream of the production target} and three quadrupole doublets focused the beam through the 

various apertures and onto the MMS. 

The design resulted in a muon momentum acceptance of ±2.5% and a low (7r/JJ ,..., to-7 ) 

hadron beam component61 at the expense of muon intensity and halo. Multiple scattering in the 

CH
2 

absorber was the primary cause of the beam halo. There were as many halo muons outside as 

there were beam muons inside the 8.0 inch high by 13.5 inch wide aperture defining the beam at 

the apparatus. The yield of positive (negative} muons per incident proton was,..., 10-7 (! x 10-7}. 

Typically, 1-2 x 1013 protons were extracted onto the production target during a 1 sec period ("spill") 

every 10 sec. The resulting p+ intensity for beam passing all vetoes was l-2x 106 muons/sec. 

The system used for defining the beam and measuring its momentum is shown in Figure ll.3. 

In order to maintain the possiblity of simultaneously running an upstream experiment using the 

CCM, the MMS was installed at an angle of 8 mrad with respect to the beam as it entered the muon 

laboratory. The CCM field integral was set to supply a compensating bend to the beam. Thus two 

magnets were available for beam momentum determination - the CCM and the last set or dipoles 

(0104) of the beam line. 

Beam z coordinates upstream of the CCM were measured by 2 sets or 2 PC's bracketing the 

0104 magnets; 11 coordinates were measured with 2 PC's downstream or 0104. These were identical 

6 inch by 6 inch uni-directional chambers employing 2 sets or offset wire planes. The wire spacing 

was 2 mm; the offset was 1 mm. Each chamber had a corresponding hodoscope or six 1 inch wide 

plastic scintillator counters (BH), aligned so as to shadow groups or PC wires. An eight segment 

open center "Jaw" counter (V
1

) immediately downstream or the last 0104 magnet was used to tag 

events where a beam muon might have scraped through the magnet aperture. 

In the area immediately upstream of the MMS were another set of counters and PC's for beam 

definition. Two multiplane (z, y, and u} PC's provided spatial information. These chambers were 1 

meter X 1 meter in area with 2 mm wire spacing. Except for sharing adjoining cathodes, the chamber 

signal (anode) planes were essentially independent and employed voltage sensitive preamplifier-latch 
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circuitry. A large 10 ft high by 24 ft wide wall (V w> of 64 plastic counters (provided by the upstream 

experiment E444, a Chicag~Harvard-Dlinois-Oxford collaboration) with a 8 ft high by 4 ft wide 

central opening was used as a beam halo veto in conjunction with smaller overlapping group of 18 

counters (VA) having a 9J in high by 14tf in wide beam hole. Pulse height measurements in four 1 

in thick counters (V.), designed for signal uniformity in the beam area, were used as part of a system 

that vetoed events ca~sed by more than one in-time muon . An z-y hodoscope of 8 vertical and 6 

horizontal1.55 in wide counters (BH(z, y)) served as the final target for beam alignment. One and 

only one count was demanded in each plane so as. to veto spatially separated but in-time muons. 

Finally, a 8t in high by 12fi in wide counter (BH) provided the final beam definition aperture for 

the experiment. 

For most of the data reported here the CCM was run at 3100 amperes with a resulting field 

integral of 5.9686 kG-m. The measured field integral of the D104 magnets was 20.59 kG-m. The 

beam momentum was measured as 214 GeVfc with a ±2% width at half maximum. 

U.2 The Magnet 

The iron plates used in the MMS were manufactured at a steel mill82 in five separate •heats" 

of the furnace. The steel was rolled to a nominal4 in thickness, and fiame.cut to the size of 8ft by 

8 ft. The coil slots in each plate were also cut by a computer controlled .flame-cutter and samples 

from the resulting scraps used for measurements of magnetic susceptibility JJ. 

A total of 91 plates were used in the spectrometer. These were arranged in 18 groups of 5 

plates with the extra plate (plate 0) placed 10 in upstream of the first module. While this extra 

plate helped minimize magnetic field edge effects in the spectrometer and absorb incident hadrons 

and delta rays, its use was dictated more by its availability than by necessity. Ideally, each module 

would have 1.25 inch gaps between the plates for the calorimeter counters, followed by a 10 inch 

gap for the trigger counter-PC-DC package (Figure n.2): While variations in plate thickness and 
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warping caused tluctuations in these numbers, the wire chamber to wire chamber repetition distance 

was maintained at 35.000 ± 0.016 in. Substantial design effort was expended in minimizing this 

number, as it controls both the average density of the spectrometer (and thus susceptibility to 1r, K 

meson decays) and the maximum Q2 accepted. Measurements of each plate's spatial parameters and 

magnetic susceptability were taken and the modules assembled so that they would be as identical as 

possible. The mean plate thickness was 4.040 in. The entire spectrometer weighed approximately 

4.32 x lOS kg or 475 tons. 

The coil slots (Figure U.4) were designed83 to. maximize the uniformity of the vertical fteld in 

the central region of each plate covered by the wire chambers (41.5-in wide by 71.2-in high). The coil 

itself was composed of 18 turns of 0.75-in square water cooled copper. Each 9 by 1 turn package was 

pulled to the outer corners of its slot by banding straps and interconnected so that current ftowed in 

both upper and lower loops with the same sense of circulation. The coil power supply was operated 

at 4000 amperes (60 volts), driving the iron well into its magnetic saturation region and producing 

a fteld in the vertical direction. The sign of the fteld was periodically(.-... once per day) reversed to 

minimize the effect of any systematic lett-right difference in the apparatus. 

The components of the magnetic tleld in the z-y plane of each module were mapped using both 

Hall probes and a rotating tlip-coil. In addition, measurements of the induced voltage in ftux loops 

wrapped in 12 orientations about each module when the magnet supply was ramped from -4000 

amp to +4000 amp provided absolute fteld normalization and constraints on the fteld map. One 

large ftux loop around the entire magnet gave the overall tleld normalization for the experiment. All 

measurements were constrained to satisfy Maxwell's equations and a detailed fteld map produced.83 

The average tleld was 19.65 kG, implying that each module provided a transverse momentum kick 

of 0.300 Ge VI c. The field was uniform throughout the fiducial region of the spectrometer to 3% and 

mapped to 0.2%. Unconstrained fits to the rp peak of the dimuon mass distribution (Sec. ID.3.5) gave 

m"' = 3.090± 0.010 GeV, giving independent information on the accuracy of the field measurement. 

Since three consecutive banks or trigger counters are required for the rp trigger (Sec.U.S) only · 
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the first 14 modules (and plate 0) are available as a target. The total amount of target material in 

this region is 5.6 kgfem2. Given the total number of incident muons in the data presented here, this 

corresponds to an integrated luminosity of L = 1000 events/nb. Additional fiducial cuts in z (See. 

Dl5) in the f/J data analysis reduce these numbers slightly. 

lL3 The Calorimeter 

The use of sampling calorimeters for the measurement of hadronie energy in inelastic scattering 

events has been widespread.8" The combination of the 4-in thick Fe plates and plastic scintillator 

employed in this experiment is typical of such devices. The technique involves sampling the number of 

particles along the length of a shower induced by the primary hadrons produced in a muon interaction 

and calibrating the total number seen versus energy. The primary flgure of merit is its resolution, 

generally parameterized as u(E)/ E :::::! aj../E, where typically a "' 1. Design considerations include: 

high average calorimeter density (to prevent decays occurring before the hadrons interact), number 

of samples obtained (thickness of shower medium), transverse size of counters (to minimize leakage), 

and the spatial uniformity, emeieney, time stability and dynamic range of the counters. 

In this experiment we use 31.5-in high by 48-in wide plastic scintillation counters mounted 

after the flrst 75 steel plates of the apparatus. They are read out on one side with RCA 6655 

photomultiplier tubes mounted on ~in long ultra-violet absorbing (UVA) triangular light pipes. 

Counter spatial uniformity was measured with both cosmic rays and a source and found to be 

between 15 and 30%. Adjacent counters were read out on alternate sides of the beam to further 

enhance uniformity. Shower leakage, given the muon beam's transverse dimensions, was determined 

by simulating inelastic muon scattering and shower propagation and found to be less than 10%. 

The same simulation indicated that only a 10% improvement in resolution at high energies would be 

obtained by sampling every 2 inches. By taking signals from both the anode and last dynode of each 

phototube, amplifying the former 25 times, and measuring the signal on each with a 1024 channel 
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LRS 2249 analog-t<Hligital converter (ADC), we could detect from 1 to 1500 minimum ionizing 

particles in each counter. The sensitivity in the high resolution ADC was sufllcient to allow us to 

use the difrerence between 1 and 3 minimum ionizing particles as a tool in determining the z vertex 

location or elastic 1/J events. All amplified output signal was also used as part or the hadronic shower 

requirement in the experiment's di-muon trigger, described in detail in Reference 65. 

The calibration or the calorimeter is described in Sec ill.3.2. When complete we find that 

CT(E) = 1.5JE( GeV), with a minimum value for u of 2.5 GeV. 

D.4 The Trimuon Trigger 

The experiment ran with three simultaneous event triggers, basically corresponding to the 

number or muons obse"ed in the final state, as well as a trigger which gathered a sample or beam 

particles for later use in simulations. The single muon trigger66 was used to investigate deep-inelastic 

muon scattering at high Q2 , while the dimuon trigger's65 primary physics motivation was the virtual 

photoproduction or promptly decaying charmed mesons. The dominant processes contributing to 

the trimuon trigger were 1/J production and the electromagnetic production or muon pairs (so called 

muon tridents) by either bremsstrahlung or Bethe-Heitler graphs (Figure ll.5). 

Each trigger hodoscope consisted or 12 counters S
1

_
12 

(Figure ll.6) mounted on a half inch 

thick aluminum plate. These were bolted flush against the downstream side or the last plate or 

modules 4, 6, 8, 10, 12, 14, 16, and 18 and centered on the beam. To he identified as a muon, 

a particle had to be seen in 3 successive hodoscopes, passing through a minimum or 80 inches, or 

12 absorption lengths, of steel. Counters S
4
_g (S

3
, S

10
) are 1.55 (5.98) inch high "slat" counters, 

responsible for counting muons and acting as a beam veto for the single muon trigger. Each is 

41.5-in long. S
1

,
2

,
11

,
12 

are 23.8-in high by 20.75-in wide "paddle" counters; hits in these counters 

are required for the single muon trigger. Note that the use or horizontal slat counters in the beam 

region limits the study or multimuon states to those where the produced muons separate enough in 
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the vertical direction. Events where the incident muon scatters, or the f/J decays, in the horizontal 

plane are not detected, thus substantially reducing acceptance from the fuli41T'. While the fact that 

the magnet bends muons in the horizontal plane makes vertical scattering a necessity for the single 

muon trigger, it is not a fundamental constraint on multimuon triggering schemes. 

The efficiency of each individual counter was measured in the off-line analysis. The slat counters 

were found to be > 99% efficient. The paddles were seen to have an efficiency £ which varied linearly 

with distance d from the phototube. This was parameterized as 

f = 0.88 + (36- d(inches))0.0033 

for each counter and used in the Monte Carlo simulation of the apparatus. 

The simplest trimuon trigger for the apparatus would have merely required that 3 separate 

counters fire in 3 hodoscopes. Unfortunately, the copious production of low mass electromagnetic 

tridents forced us to implement an additional opening angle criterion. Basically, we require that by 

the time the 3 muons reach the second (and third) of three consecutive banks of counters participating 

in a trigger, they separate enough so that at least one fired counter is not adjacent to the other two. 

II a paddle counter is involved in· a trigger or if more than 3 counters have tlred, the non-adjancency 

requirement is dropped for that hodoscope. Figure ll. 7 shows the formation of the trigger in detail 

for one bank, numbered i, i = 1-8, and the detlnition of f/J~di and ¢~ad;· The trigger tlres when 

one or more of the 6 possible subtriggers, f/J~di • w~tJ; • f/J~t]1 , is satisfied. Figure ll.8 shows the 

spectrum of muon pair masses for the experiment under slightly more general cuts67 than those used 

in the present analysis. The combination of tlnite width counters and the above trigger algorithm 

successfully turns over the rapidly climbing distribution as m + goes to zero. , ,-
The total data aquisition rate for the trimuon trigger was 15 x 10-6 per incident muon. However, 

only a part of this was due to physically interesting processes. Random coincidences between 

multiply-hit hodoscopes were responsible for approximately a third of the data taken. Muons are 

continuously losing energy in the spectrometer. Both knock-on electons (delta rays) from the last 
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bit of steel before a hodoscope and small electromagnetic showers along a track can cause multiple 

counts in hodoscopes. These are uncorrelated from module to module but occur with sufllcient 

probability to substantially contribute to the trigger rate. Shower punch-thru from single or dimuon 

events also contribute to the spurious background at a lower level. 

U.S The PC-DC Syltem 

Muon tracking in the spectrometer was accomplished with a system of 19 PC-DC pairs. These 

chambers were mounted behind each of the 18 magnet modules and plate 0. The ( z, 11, z) origin of the 

spectrometer coordinate system was located at the upstreammost PC. Both the PC's and DC's were 

designed to be as thin as possible, thereby minimizing the inter-module gap and overall spectrometer 

length while maximizing the spectrometer's average density. Each PC measured coordinates in the 

z, y, and u directions. Proportional chamber wire spacing in the z, or magnet bend plane, direction 

was chosen so that momentum resolution for average length tracks would be comparable to that 

caused by multiple coulomb scattering (MCS) in the steel plates. The DC system provided improved 

z spatial resolution so that the same MCS momentum limitation could be maintained for shorter (4 

chamber) tracks. Each chamber was fully active over its entire area, including that occupied by the 

beam. As mentioned previously, this simplifies analysis of low Q2 events. The PC signals were used 

to resolve the two-fold ambiguity inherent in the DC readout. 

n.s.1. PC Conliruciion 

Each proportional chamber (PC) consisted of an anode plane of vertical wires, measuring the z 

coordinate, bracketed by two wire cathode planes. These were strung at 90 degrees and 60 degrees 

with respect to the vertical wires, measuring the y and u coordinates, respectively. The u coordinate 

was used for determining which z and y points should be paired together and provided an additional 

position measurement in case of non-unit etftciency on the other planes. 
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The anode, or sense, plane was composed of 336 gold plated tungsten wires 20 I'm in diameter 

spaced every 0.125- in. Each wire was de coupled to a comparator circuit, whose amplified signals 

were delayed via 200-400 tt of Ansley ribbon cable and latched for events satisfying a trigger. The 

cathode planes were constructed or 3 mil diameter Be-Cu wire spaced every 0.050 inches. Consecutive 

groups or 4 wires were ganged together and ac coupled to the input of a center1lnding - amplifier 

circuit. The Lorentzian shaped charge distribution induced on the cathode plane of a PC causes 

each wire to have the same sign voltage pulse - a problem not found on the sense plane. Rather than 

simply using a voltage comparator with a set threshold level, thus playing detection efficiency against 

pulse pair resolution, the design chosen (Figure ll.9) essentially takes the second derivative of the 

charge distribution to convert signal polarity in the central region of the pulse to the opposite of that 

found on the remaining wires. In this scheme there is one output channel driving a comparator-delay 

line-latch circuit for every two input channels. The plane measuring the y coordinate had 176 such 

output channels, while the u coordinate plane used 192 channels. 

The chambers were constructed out of Nema-G10 layers, bolted on 47.5 in wide by 96 in high 

by ~ in thick aluminum jig plates and covered on the outside with 1/16 in aluminum sheets. The 

jig plate and mylar sheet formed a gas barrier; both were kept at ground potential. The jig plate 

was equipped with two vertically oriented 72 in x 2.5 in x 1 in thick aluminum support ribs and two 

horizontically oriented 46 in X 3 in x 1.5 in aluminum support ribs for flattening the chamber affter 

wire tensions pulled it out of shape. The inner (outer) chamber dimensions were 41.5 in X 71.2 in 

(47.5 in x 83.2 in). There were two symmetrically positioned dowel pins on the 3 in wide vertical 

frame members and one on each 6 in wide horizontal member to locate the chamber. The sense - HV 

plane separation was 0.400-in, while the HV plane- jig plate, gas window separation was 0.555-in. 

The difference in these numbers comes from the fact that the wire sense plane cannot be treated 

exactly as a continuous ground plane for the purpose of balancing bulk forces on the HV planes. 

Instead, if s is the sense plane wire spacing, d. the sense wire diameter, and L the sense-HV plane 

separation, the HV plane-true ground plane gap L' required for electrostatic equilibruim on the HV 
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plane is 

I 8 'lf'd 
I.;= L- -ln-. 

1f' 8 

The sense-HV plane spacing L was set to optimize 11 and u plane spatial resolution, once the basic 

channel spacing (0.400-in) was fixed (by cost considerations). Since L a1!'ects the width of the 

induced charge distribution, it can be tuned so that the probability of tiring either one or two output 

electronics channels is equal. Then the intrinsic re~lution parameter of the plane corresponds not to 

the output channel width of 0.400-in, but rather to the input channel width of 0.200-in. The sense 

(HV) wires were strung at a tension of 60 g (150 g), approximately 2/3 of their elastic limit. Four 

double-sets of nylon wires interwoven across those of the sense plane provided protection against 

wire to wire electrostatic instabilities. Each plane used several larger diameter (5 mil) wires near the 

frames to avoid regions of abnormally high field. The gas used was "magic gas ll", a blend of 60% 

argon, 35% isobutane, 4.7% methylal, and 0.3% freon, by number of molecules. Average operating 

voltages were between 5.0 and 5.7 kV. The readout system was gated on for a period of 70 nsec 

when a trigger was satisfied. 

Besides minimizing cost and overall thickness, getting information on 11 and u coordinates from 

the cathode plane wires of a chamber whose anode wires measure x, rather than from other separate 

anode plane chambers, simplified track finding by eliminating the need for knowing the track slope 

before matching x, 11, and u coordinates together. For the cathode readout chamber all measurements 

are automatically referenced to the z position of a single electron avalanche, independent of track 

direction. 

Chamber resolution on the sense plane was equal to 900 p.m, approximately 1/../f2 of the wire 

spacing. Cathode plane resolution refiected the 0.200-in semi-channel spacing of the electronics, as 

described above, so that u(y or u) ~ 1500p.m. Chamber efficiency was measured in the off-line 

analysis by finding tracks and examing whether or not a particular chamber contributed. It was 

found that efficiency varied with track position in a form parameterized by 
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where r. is the radial distance of the point (z,y) from the beam centroid in chamber number j, and 
' 

i 'z or y. Thus a .. is the maximum chamber efficiency far from the beam and (a .. __. b .. ) is the 
~ ~ ~ 

chamber efficiency in the beam; r . . determines how fast the transition occurs. These parameters were ., 
measured for p.+ and p.- running separately, as lower beam intensity improved efficiency somewhat, 

and included in the MC simulation of the spectrometer. The average values (over chamber number) 

and root mean square (rms) deviations of a., b., r. for p.+ and p.- data are shown in Table IT. I. Poor • • • 
induced plane efficiency in the beam area increased the difficulty of the track finding substantially. 

This minimum efficiency systematically improves with distance from plate 0, since the beam is 

spreading as it scatters in the magnet steel. 

n.s.2. The Drift Chamber Syatem 

Each DC consisted of one plane of 0.75-in wide cells, active over a 42-in wide by 72.5-in high 

area. The drift cell geometry and other construction details can be found in Reference 65. 

The DC readout system involved the use of seven 8 input channel time-~digital converters 

(TDC) per chamber and a 120 MHz clock. Each TDC could latch up to 4 signals arriving within 31 

time bins of the trigger logic start pulse. By distributing each DC wire in a group of 7 consecutive 

wires to a different TDC it was possible to avoid overloading any given digitizer with beam related 

hits. The readout system is described more thoroughly in Reference 68. 

The DC system was found to have a resolution of better than 250-p.m and an efficiency in the 

beam greater than 98%. Multiple DC hits occurring in the 300 nsec trigger gate were sorted using 

information from the PC system. 

IL6 Data Aequiaition 

The data acquisition system consisted of a PDP-15 computer reading trigger-latched information 
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from the hardware via a CAMAC interface. The total trigger rate was approximately 25 x 10-8 per 

incident muon; typically 50 events were recorded on magnetic tape each spill. Total dead-time fro~ 

all causes (including all beam vetoes) was SO%. Readout related deadtime was only 10%. A major 

part of this 10% was due to electronic noise problems in the CAMAC interface which prevented us 

from using its double-buirer capability. 
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DLANALYSIS 

From January to June 1978 a total of approximately 4x 1011 muons were incident on the MMS. 

The data reported here correspond to a sample of 0.6 x 1011 p- and 1.8 x 1011 p+, 80% of the useable 

total. The remaining events are su11lciently fiawed by equipment abnormalities to make analysis 

uncertain. For 60% ( 40%) of these events the MMS magnetic field was in the +Y (-y) direction. 

While the incident beam energy was 214 GeV, the average energy of an interacting muon was 209 

GeV, due to d.E/d.z losses in the spectrometer. 

Approximately 1100 data tapes, containing 1.2x 108 triggered events, were written. These were 

divided into 14 basic analysis units, each consisting of runs taken at roughly the same time, having 

the same beam muon sign and MMS magnet polarity. Beam and calorimeter calibration constants, 

wire chamber alignment constants, and apparatus acceptance were determined separately for each 

group. The average values of the main kinematic variables and the f/J yield per incident muon were 

evaluated separately for each group and found to be consistent. Of the 7.2x lOS trimuon triggers, 

l.Ox lOS satisfied the analysis criteria (Sec. m.l) for true trimuon events. After choosing one of the 

beam sign final state muons as the spectator (Sec. In.3.4) one can plot the mass distribution of the 

remaining opposite signed pair (Figure U.S). This plot reveals a clear peak at the f/J mass containing 

6700 events. Setting cuts that insure an ac_curate measurement of the apparatus acceptance reduces 

this sample to 4375 events. 

These events are classified as either elastic {2625 events) or inelastic (1750 events) based on 

the amount or energy E , that is seen in the calorimeter in a region surrounding the interaction 
Cll 

vertex. Figure m.l shows the distribution of E , and the cut at 4.5 GeV which defines the two 
Cll 

samples. Apparatus acceptance was calculated for each sample by separate, though similar, Monte 

Carlo (MC) simulations; results for each· will be presented separately. The reason for this apparently 



.. 

arbitrary division of events is historical: at the time results were first being prepared the only 

production models available were those of VMD and 1GF, both of which pertained only to elastic 

events. Quantitative comparisons required a sample consistent with E 
1 
= 0, which, given the 

Cll 

calorimeter resolution, the 4.5 GeV cut satisfied. The later publication of inelastic ¢ production 

models seemed consistent with the concept of maintaining separate samples defined by the same 

cut. Using the final MC simulations (Sec.lll.4.2 and DL4.3) the (appropriately normalized) integral 

distributions JE..-00 P. 
1 

t· (E 1)dE 
1 

and J; P 
1 

t· (E 
1
)dE 

1 
were examined as a function of 

- I"C 11• IC Cll Cll .cc.. C 11• IC Cll Cll 

E t" As seen in Figure m.2, defining E t=4.5 GeV minimized the need for a resolution induced 
e• c• 

smearing correction between the samples. 

Two problems are created by this method, due basically to the fact that the apparatus remains 

a device best suited for inclusive ¢ production rather than one capable of studying the final state in 

detail. The first is artificial-the relative normalization of the samples. This is discussed in Sec.IV.l 

and does not aft'ect the total¢ production cross section. Second, and more important, is the difficulty 

of identifying events near E t as "truly elastic" or "truly inelastic". Its greatest efl'ect is on the 
c:• 

elasticity (z) distribution of the inelastic sample (discussed in Sec.V.l), where it creates a systematic 

error for points above z > 0.7, as the concept of an "inelastic event" at z "' 1.0 is something or 

an experimental contradiction in terms. Operationally, these difDculties could have been solved by 

modeling the entire ¢ sample with a single simulation, whose results could then have been cut to 

meet whatever theoretical constraints were needed. Not using this method is probably the single 

largest shortcoming in the analysis. 

Below we describe those steps that must be taken to convert the raw information on the 

primary data tapes to acceptance-unfolded difl'erential cross sections. Major topics include track 

finding, momentum fitting, and the acceptance measurement. Included under these headings at 

the appropriate point are discussions of the definitions, calculations, calibrations, and cuts used. 

A discussion of the efl'ects that might contribute to a systematic error in the results concludes the 

section. 
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Dl.l Reconstruction 

Dl.l.l Track Finding 

Candidate track segments were formed at the downstream end of the spectrometer and projected 

to upstream chambers. Additional points inside a carefully deft.ned search window were then added 

to the track and used to adjust further projections. Actual track formation was done only with 

MWPC information; DC coordinates were added to each track alter reconstruction was complete. 

The ft.nding process coupled z and y spectrometer views by placing greater importance on z-y pairs 

of points which had confirming hits on the u plane (z-y-u matches or '"triplets") than on otherwise 

independent z and y points. Successive projections of the scattered tracks proceeded up to the 

MWPC downstream of the calorimeter supplied z vertex position. As triplet points were added to 

tracks, they were deleted from the .available pool of points; the track ft.nding process ended when the 

pool of points was suftlciently exhausted. Accepted tracks were required to have at least 4 z-points, 

two of which were triplets. A detailed description of the method can be found in Reference 65. 

DL1.2 Vertex Finding with the Calorimeter 

Two methods were used in ft.nding the vertex position zv of an event satisfying the trimuon 

trigger. 'When E 
1 

< 36 Ge V a maximum likelihood approach was used to ft.nd the small step in 
CCI 

pulse height expected from a change in the energy lost by one and three minimum ionizing particles. 

For events with E 
1 
> 36 Ge V a search was made for the counter with the maximum pulse height. 

Cll 

Approximately 90% of the events employed the maximum likelihood method, which requires as 

input the parent pulse height distributions for one and three minimum ionizing particles. For the 

one muon case these were measured for each of the 75 counters j using beam sample events. After 

the mode was normalized to one "equivalent particle" (e.p.), fits to each distribution were made to 

find P}(n), the probability of observing n e.p. in counter j from the passage or 1 muon. Typically, 



The average three muon pulse height distribution was found using calorimeter information in a 

sample of handpicked trimuon events. p3(n) was fit to a gaussian whose mean was 4.17 e.p. and 

standard deviation was 1.54 e.p. The vertex was found by evaluating L lc' the logarithm of the 

liklihood function for a vertex in the steel plate before counter K, 1 S K S 75, 

and finding the maximum. The method worked well for clean events, but could be fooled by small 

electromagnetic showers hitting a number or consecutive counters and creating a second peak in L lc. 

The statistical error assigned to zv was typically 1 plate spacing divided by v'I2, or 3.7 em. When 

track information implied an incompatable result for zv, the calorimeter vertex was dropped from 

the flt. 

When the calorimeter signal is large, vertex finding is easier. Basically, the counter having the 

largest pulse height is found and a decision made on whether or not to move z., slightly upstream 

to account for shower development. If A is the maximum pulse height, for each counter k, the 

algorithm calculates Nlc, the difl'erence in the number of upstream counters with pulse height less 

than and greater than 0.08A. The middle of the plate having the maximum value of Nlc is chosen 

as z.,. 

1IL2 Momentum Fitting 

For each track candidate in every event the track finding program supplied an array containing 

the best z and/or y PC coordinates found (if any) and the two best DC coordinates attached (if 

any). It was the responsibility of the next program to determine which tracks were consistent with 

a common vertex, the position of the vertex, which track candidates were actually parts or the same 

track - broken by a large angle scatter, which points supplied for a given track truly belonged on 

it, and finally, the 4-momentum of each track at the vertex. It used an iterative solution to these 
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problems based primarily on rejecting information which would cause an unacceptable x2 in the 

momentum flt. In addition to finding each muon's vertex momentum, this flt solved for the multiple 

coulomb scattering angles in each magnet module and considered the effects of energy loss. The 

general iterative procedure is described in Reference 67. 

m.3 Analyail 

m.3.1 Calculation of E 
1 CG 

Once the final vertex position is known, the calorimeter counter pulse heights around "• can 

be used to find E 
1
• Basically, we sum the number of equivalent particles (e.p.) in the 5 counters 

ca 

upstream and 10 counters downstream of "•• correct for the mean number of e.p. expected from 

the muons themselves, and convert the result to GeV using an inelastic muon scattering determined 

calibration. The sum over 15 counters is truncated if we run out of calorimeter, or extended, 

either upstream or downstream, if there is evidence of more signal than that expected from the 

obse"ed number of minimum ionizing muons. While we typically consider E 
1 

as a measure of the 
CG 

hadronic energy seen in an event, having corrected for the mean energy less due to electromagnetic 

processes (i.e. the measured 1 and 3 particle probability distributions discussed in Section ill.1.2), 

it is nonetheless an all inclusive measurement that might contain an electromagnetic component. 

This may arise from interesting physical processes, such as pN - IJX with x - f/'1, or from large 

fluctuations in dE/dz losses from the mean. 

DL3.2 Calorimeter Calibration 

The amount or energy lost by muons in deep-inelastic scattering events, as measured magneti-

cally by the spectrometer, was used to calibrate the calorimeter. Typically we found that 1 GeV 

corresponded to 6 e.p. The calorimeter's zero level was fine tuned by using samples or f/J events 

with E 
1 

< 36 GeV and demanding that the average beam energy equal the average energy seen 
ca 



in both the spectrometer and calorimeter. The resulting rms resolution of the calorimeter o(E) was 

measured as l.S..jE( GeV), with a minimum value for u of 2.5 GeV. 

DI.3.3 Constraining Events Kinematics with the Calorimeter 

While true in an average sense, the requirement of visible energy conservation in tf; events is not 

automatically satisfied on an event-by-event basis due to the effects of resolution or improper analysis. 

When the missing energy E . = E1 - (E' + Et. + E:;- + E 
1
) is histogrammed, the resulting 

m••• " .. co 

gaussian distribution has a rms standard deviation of 16 GeV. Only events statistically consistent 

with E . = 0 (u(E . ) < E . /2.2) were kept in the analysis. This cut is approximately 
m"s mus mus 

equivalent to the requirement -34 GeV < E . < 28 GeV. Events satisfying the cut then had 
mt~~B 

the momentum components of the 4 muons and E 
1 

statistically adjusted so that E . = 0. This 
co mtiJIJ 

constraint can only be used if all energies involved are independently measured. Its major benefit is 

an improvement in resolution, especially at low values of v. Figure ill.3(a) shows the quantity u(v)fv 

versus v before and after the constraint equation is applied. Figure ill.3(b) shows t.he resolution in 

Q2 , u( Q2)/ Q2 , vs. Q2• Only one curve is presented in this case as no substantial change is induced 

by the E . constraint. m••• 

DL3.4 Spectator Algorithm 

To calculate kinematic quantities for tf; events one of the two beam-sign muons in the final state 

must be chosen as the spectator. If one of the muons has an energy which is more than two times 

that of the other it is chosen, while if this condition is not met, the muon which minimizes the lab 

scattering angle 8v is picked. Monte Carlo studies show that this algorithm is successful 91% of the 

time. It was designed so that when it did make a mistake, the resulting pair mass m + would , ,-
tend to fall below, rather than above, m"', where the large electromagnetic trident background can 

ameliorate its eft'ect. 

DL3.5 Background Subtraction; The Dimuon Mass Distribution 

As previously mentioned, the dominant trimuon background to JJN - JJt/JX, tf; - IJ+ IJ- is the 
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coherent electromagnetic production of muon pairs through the Bethe-ffiether or bremsstrahlung 

graphs (Figure U.S). These events, and any others due to less important processes (e.g. the virtual 

photoproduction of D meson pairs, with both D's decaying to muons), are removed from the 1jJ 

sample by making a smooth extrapolation of the continuum under the 1jJ peak in the m + mass "' ,-
distribution. Since such a background subtraction is done for each bin in a kinematic variable for 

which a data point is presented, no assumptions as to how the background varies with any variable 

need be made. The statistical error presented for any result includes the estimated error. in the 

subtraction. 

Figures ill.4(a) and (b) present the muon pair mass distribution above 1.12 GeVfc2 for the 

final sample of trimuon events having Ecal less than and greater than 4.5 GeV, resJ>ectively. Since 

the mass resolution O'(m + ) """' km + , the chosen abscissa coordinate u is logarithmic. Then "' ,..- "' ,-
the bins of equal width each correspond to a constant fraction (- 2/3) of the mass resolution, 

independent of mass. Specifically, u = ln(m + /3.1) and ~u = 0.06. The curves shown are fits "' ,-
to the data of the form 

dN 
du = g(u)exp(f(u)) + Nt/IS(u), 

where S(u) is a unit-normalized sum of gaussian functions, N., is the sought after number of 1jJ 

events, and f and g are quadratic polynomials in u. 

The fitting procedure attempted to solve the the intrinsically non-linear problem in three linear 

steps. First, exp(f( u)) was found by fitting the continuum outside the 1jJ region. Then, for a given 

value of N t/1' the best quadratic polynomial fit g( u) to ( dN /du-N t/1 S( u ))/ exp(f( u )) was found. The 

function exp(f(u)) thus removed the rapid variation of the data, which typically dropped by more 

than 3 orders of magnitude over the mass range of interest. The best value of N 1/J was found by 

using it to minimize the x2 of the g( u) fit. The error on N., was calculated by finding those points 

for which x2 increased by one unit. 

The parameters describing S(u) were fixed separately for elastic and inelastic events by op-

timizing them using the total dimuon mass distributions of Figure ID.4. Once determined, they 
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were not allowed to vary for any other fit. To describe the inelastic t/J peak required two gaussians, 

each centered at 3.07 GeVfc2, with rms widths of 0.086 and 0.145 and relative areas of 0.63 and 

0.37, respectively. The resulting value of N.P is 1747 ±57 events, with x2 = 14.8 for 22 degrees of 

freedom ( df). In fitting the elastic t/J peak two gaussians were also required. These were centered at 

3.12 GeV /c2, and had rms widths of 0.080 and 0.127 and relative areas of 0.75 and 0.25. The elastic 

fit also assumed an additional 4.5% contribution to the signal from t/1 - p+ p- events, as expected 

from VMD arguments (See Ill.5.3). The small shoulder above the t/J peak in Fig. m. 4(a) indicates 

the e.IJ'ect of such a contribution. 

The additional gaussian function of larger width in S(u) is a first attempt at describing the high 

mass tail of the m + distribution. There may be reconstructed t/J masses at still higher values 
p p-

that would require additional terms to be fit. For simplicity, a third gaussian was not added to 

S( u ), but instead, an overall correction to the fit N .P was calculated ard applied in all cases where 

absolute normalization of a result was required. The correction is determined by graphically fitting 

the background by hand, ignoring the region 2.3 GeV/c2 < m + < 4.5 GeV/c2, and comparing 
p p-

the result with the fit value. We find that no correction is needed for the inelastic results, but that 

the elastic value of N.P must be raised by a factor of 1.05. The total number of elastic t/J and t/1 

events above background is then 2627 ± 66, where the x2 of the fit was 21.5 for 23 df. 

Finally, as a one-parameter description of the mass resolution, we use the full width at half 

maximum (FWBM) of the t/J peak divided by 2.36. For elastic events u(m + ) = 0.086m + , 
p p- p p-

while for inelastic events u fm = 0.096. 

ID.4 Acceptance Calculation 

A Monte Carlo (MC) simulation of t/J production in the spectrometer was used to unfold 

apparatus acceptance and resolution e.IJ'ects from the measured distributions of the data. Events were 

generated, the muons propagated through the apparatus, and simulated raw information written on 
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tape. These events were then analyzed with the same programs used on the data. The resulting 

distributions of measured variables were compared to those of the data to produce the final results. 

The MC is composed of two parts: a physics generator and an apparatus simulation. The 

apparatus section, described below, models the beam, the various elements or the spectrometer, and 

the interactions or muons with matter. The use of an accurate model in the physics generator or 

a simulation is important when much of the cross section measurement to be reported lies in an 

area of low apparatus sensitivity, when poor resolution affects the measurement or rapidly changing 

distributions, when one desires to factor known physics from the results, or when the acceptance 

is a function of several inter-correlated variable. For the purposes of this analysis the third and 

fourth points are most pertinent, although the first does apply somewhat to our total cross section 

measurement. The "known" physics to be factored out in this case consists of the transverse ftux or 

virtual photons r T( Q2, 11) and nuclear physics efl'ects (coherent scattering, shadowing, Fermi motion). 

Differential results will be presented that are directly comparable with those from experiments using 

real photons and hydrogen targets. The fourth point refers to the fact that, while the simulation's 

dependence on any given variable is factored out by. the procedure used to extract final results in 

that variable, there is an intrinsic assumption that the data's dependence on any other variable that 

is correlated to the one in question, either by the apparatus or by the physics, is correctly modeled. 

Both elastic and inelastic MC simulations used VMD inspired phenomenological distributions 

to describe the Q2 , 11, (tor P3_), 0, ¢J, and Z distributions of the generator. An iterative procedure 

was used to adjust the parameters in these distributions until the ratio of data to MC events was 

ftat as a function of each variable. Convergence was achieved by the third iteration. The final set 

of generating functions can be viewed as the best phenomenological ftts to the di.trerential results 

presented in Sections IV and V. 

ID.-4.1 The Apparatu1 Simulation 

The MC program used as input the sample of beam trigger events accumulated during each 

data run. These muons were propagated through the spectrometer and interacted randomly in the 
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target material of the first 14 modules of the apparatus. The three muons arising from successfully 

generated ¢ events were then also propagated until they either left or ranged out in the spectrometer. 

Raw information from the beam system was transferred intact to the MC and information from 

detectors in the spectrometer simulated for each of the four muons. Hit wires in each MWPC 

and DC and hit trigger counters in each hodoscope were registered according to the etuciencies 

discussed in Section n.s. The calorimeter was simulated in two ways: counter-by-counter and as a 

whole. Individual counter pulse heights were determined by converting total event shower energy (if 

any) in GeV to a number of e.p., spatially distributed as seen in pion-induced hadronic showers in 

similar calorimeters8g, and incrementing this by the number of final state muons passing through the 

counter. This information was used exclusively for calorimeter z vertex finding and for simulating the 

calorimeter part of the dimuon trigger. In order to get a measured value orE 
1 
for use in constraining 

CB 

event kinematics, the total generated shower energy was simply smeared by the resolution function 

discussed earlier. When events passed any one of the three triggers, the raw information was written 

on tape in the same format used by the data, along with the values of the generated variables that 

would later be used for understanding resolution and unfolding the final results. 

Muons are propagated plate by plate using the measured magnetic field map, and taking into 

account the ef!'ects or MCS and electromagnetic energy loss mechanisms. The field map is tabulated 

on a 1 inch grid for one quadrant of the magnet. The same map, up to a normalization factor,is 

used for each module in the spectrometer. The net transverse momentum components P2: and Py 

caused by the many independent small-angle Coulomb scatters are drawn from gaussian probability 

distributions whose standard deviations are given by 15~ MeV/c, where LR is the number 

of radiation lengths of material traversed. A pl. tail due to single large angle Coulomb scatters 

is generated according to the Rutherford formula70 modified by the nuclear form factor for iron. 

Energy loss mechanisms considered include JJ-e scattering, direct electron pair production, and muon 

bremsstrahlung. 
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DL4.2 Elutie Eft1lt Generator 

Three separate physics generators were used to model elastic f/J muoproduction, corresponding 

to the processes: pN - pN '1/J with '1/J - p+ p-, pN - pN t/1 with t/1 - p+ p-, and pN - pN t/1 

with t/1 - 'f/;1r"rr, '1/JfJ and '1/J - p+ p-. The t/1 models are simple VMD extensions of the primary 

'1/J generator. They contribute relatively few events to the MC sample and are included mostly 

for the sake of completeness. Each generator assumes that u(pN) = r Tu( "YvN), as described in 

Section 1.1.1, and handles the nuclear effects of coherence, shadowing, and Fermi motion in the 

same way. Once an event is generated on the basis of Q2 and v, values of z, t, 8, and ¢ are 

chosen according to the distributions listed below. As mentioned previously, because of the iterative 

extraction procedure, the forms of the generating functions used in the final version of the MC are 

the best phenomenological fits to the results themselves. Here we compile those results from Sections 

IV and V without explanation and refer the reader to them for more detail. 

The amount of coherent vs. incoherent scattering is fixed by the optical model inspired 

expression, 

where the values of be, b
1

, b
2

, and fare those of Fit 3 in Table IV.!. For the purposes of generating 

the MC we assume A•ll = 0.85A, independent of Q2 • This question of shadowing is dealt with 

more fully in Sec.Ill.6.2 and in those sections which describe results that can be affected by it. 

Fermi motion refers to the fact that, for incoherent events, the nucleon targets are not at rest in the 

laboratory. We assume that their kinetic energy T distribution is given by 

ot .;r 
dN /dT 1 + exp((T _ a6)/6.4) for T < 70 MeV, 

ot r-2·8 for T > 70 MeV. 

A transformation to the target rest frame is made, assuming m,. = 0.9045 GeV/c2 (empirically 

determined for this particular Fermi motion parameterization so that the atomic weight of iron is 

conserved), and the incident muon momentum boosted accordingly. 
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The integral of dtJ / dt from t min to tmas gives the cross section for producing events as a function 

of Q2 and v. We have, 

where, 

and 

P(Q2) = (1 + Q2/A2)-2, 

S(v) = loglo vfvth' 

with A = 2.18 GeV, 

with "th = 11.2 GeV, 

T( t . ) = e6ct... for coherent events 
man 

= (/ /b1 e
61
'• .. + (1- /)/b2e62'-)/(/ /b1 + (1- /)/b2 ) for incoherent events. 

The angular distribution W(8, </>)of the¢ daughter muons is assumed to be 

W(fl,R; 8,</>) = 
1

!11' 
1

: ER [(1 + cos2 8) + 2ERsin2 8- flE sin2 8cos 2</>], 

with '1 = 1.0 and R = uduT = 4Q2fm~. 

For the VI generators it is assumed that 

in accord with VMD expectations of the virtual photon-vector meson coupling strength. The 

threshold"'" is scaled up by the factor (m;, + 2m .. m.,,)/(m; + 2m .. m,). The VI- ¢X angular 

distribution is asumed to be s-wave, and the dipion mass distribution given by equation 6 of 

0.17, and 0.042, respectively. 

In parts (aHf) of Figure m.s are plots of the MC measured apparatus acceptance (i.e. before 

analysis) as a function of Q2 , the minimum 1/J daughter energy (E..) . , p~, cosO (the polar decay 
.. man -'-

angle of the JJ+ daughter in the 1/J rest frame), the azimuthal angle</>, and the elasticity z = E.pfv, 
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respectively. The Q2 plot illustrates the advantages of maintaining an active region in the beam area 

of the spectrometer. The gradual increase of efficiency f with Q2 is due to the increased separation 

of the muons as the scattering angle increases. The (EJ . plot shows how the sensitivity or the 
.. msn 

apparatus drops at low muon energy, due to muons stopping in the spectrometer steel. Fear of 

modeling this dependence over too large a range causes a cut to be applied (Sec.ill.5) at 10 GeV. 

The drop otr off with decreasing z has the same cause as that at low (E..) . . The cos 8 plot indicates 
.. msn 

how asymmetric muon energies limit acceptance at high values of Ieos 81. As will be discussed in 

Sec.IV.3, since the function 1 + cos2 8 is approximately flat over most of its accessible range, this 

lack of sensitivity limits our measurement of W(O,<P) and through W, of uL/uT. The acceptance in 

tr.1. is approximately flat. The <P plot implies that the apparatus is maximally efficient for events 

where all three muons are not coplanar. One should note that while the observed shape or this 

distribution is similar to that reported as an acceptance-unfolded result in Sec.IV.3, its variation is 

3.75 times smaller than that required to account for the observed signal. 

The average efficiency for detecting and analyzing an elastic TjJ event is given by 

# MC events analyzed, passing all cuts 
f= . 

# generated psi events 

We flnd that f = 0.186. Note that this assumes a 3.4% contribution to the cross section from· the 

1/1 - p+ p- channel and corrects for it. 

IU.4.3 Inelastic Event Generator 

At least two different types of physics can contribute to the 1747 ±57 event inelastic sample 

(Figure Ill.4(b)). One of these is true inelastic TjJ production, such as that embodied by calculations 

in which hard final state gluons provide hadronic energy to the calorimeter. It bound cc pairs with 

masses greater than m~ are being produced (as expected in the 1GF model), they may decay to 

the ¢(3097) with the emitted hadrons contributing suftlcient energy to the calorimeter to label the 

event as inelastic. These events are fundamentally elastic in nature. They include, for example, 

production or 1/1 and x states where 1/1 - f/111"11" and x - ¢1· It is possible to isolate a sample or 
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truly inelastic events by further cutting the data in elasticity z = E ,/ E"'. Because of the limited 

mass di1ference of m.,- mtP and the peaked nature of the dipion mass distribution in t/1- tjnr1r 

we expect events from that source to satisfy 

where 'Y i·s the Lorentz boost used to go from the t/1 rest frame to the laboratory frame. The smaller 

mass di1ference in x decays will cause these events to be even closer to the elastic edge, z = 1, of the 

data. Calorimeter resolution and the angular distribution of the emitted t/J's will smear the resulting 

elasticity about this central value. Tabulated in Table V.l and plotted in Figure V.l (as filled 

triangles) is the result of the MC simulation of the t/1- t/J7r7r, t/Jrt process described in the previous 

section. By considering separately the data satisfying z < 0.7 we can be assured of including very 

few or these events in the sample. 

The generator assumes that all inelastic scattering is incoherent. As in the elastic case, only Q2 

and v control the probability or an event being generated; every successful event has a value of z, 

t?l., 8, and rp chosen for it. It is assumed that 

and that the t/J decay angular distribution is W( 8, rp ). One functional form of /( z) is chosen, and 

T(P3_), P(Q2), S(v), and W(8,rp) each iteratively optimized for both the z < 0.7 and z > 0.7 

regions. We use 

and 

/(z) = z(l- exp(-z2/0.54)), 

T(t?l.)"' 0.072e-1.8°Pl + 0.28e-0•52Pl, 

W(O, rp) = 1- 0.25cos2 0, 

P(Q2) = (1 + Q2/(3.10 GeV)2)-2 , 

S(v) = vu5 , 

(1//.1) 
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for z < 0.1, and 

for z > 0.1. 

T(Pl)ot. 0.86e-2.42Pl + 0.14e-0.45Pl, 
W(8, IP) = 1 + 0.58cos2 8, 

P(Q2 ) = (1 + Q2/(2.61 GeV)2r 2, 

S(v) = vo.s3, 

We flnd that the average efficiency for detecting and analyzing an inelastic f/J event is: 

(E) •<0.7 = 0.120 ± 0.008(stat.) and (E) •>0.7 = 0.185 ± 0.001(stat.). 

ID..4.4 Enraetion of Resulis 

(111.2) 

The method used for extracting a result y. for the ith bin of the measured (i.e., resolution 
I 

smeared) variable x. is to calculate 
I 

D. 
Y, = M~_G MC(x,), (/l/.3) 

I 

where D. and MC. are the number of data and MC events in the bin, and GM
0

(z .) is the generating 
I I I 

function of variable z used in the simulation, for example P(Q~) or S(v.). Above, z. refers to the 
I I 

average true value of z in bini of measured%, found using the MC generated varibles passed along 

with each simulated event. This method unfolds both acceptance and resolution, as well as the effect 

of any function not included in G MC (such as r T(Q2, v)). When comparing theoretical predictions 

which are a function of more than one variable to results extracted in this manner, those variables 

shoUld be set to whatever their average values are for the data being considered. 

The method used is optimally designed for extracting the x dependence of the kernel or 

generating function of the f/J photoproduction process. It should be distinguished from measurements 

of the general form (dl1(jjN- jj?/JX)fdx).) vs. x, where variables other than x are integrated over 
I I 

and where phase space, the virtual photon flux factor, etc. can influence the result unless their effects 

are specifically removed later. Operationally, it is difficult to properly account for both resolution 
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and acceptance in this latter method as it requires knowing how many generated MC events lie in 

a given bin of a measured variable, whereas, in general, only events which trigger the apparatus are 

analy-ted. We use it only for calculating the total cross section, where there is no problem with bin 

edges. 

DLS Analyail Cuta 

Two analysis cuts have already been mentioned: we require that the event have two. beam-

sign and one opposite-sign tracks attached to the vertex and that the visible energy of an event 

be conserved at the level -34 GeV < E . < +28 GeV. A number of other cuts are applied 
mwe 

to both the data and MC events to define a region in which we are positive that the apparatus 

acceptance is understood and well modeled. We remove badly reconstructed events, and events lying 

in regions where either the acceptance varies rapidly or the MC has explicitly failed to duplicate 

the data. Two tools are used to set each cut: the DIM C ratio as a function of each variable and 

the number of f/J events lost per cut compared to the amount of background removed. The Q2 and 

11 dependences of the DIM C ratio for events lost are checked to avoid introducing spurious effects 

to the analysis. Ultimately the need for any cut can be traced to an inadequacy in the simulation. 

Known demciencies include the approximate handling of the calorimeter counter pulse heights (for 

MC events the calorimeter vertex almost always agrees with the track-reconstructed vertex) and the 

lack of chamber hits from halo muons, delta rays, and out-of-time beam muons. 

The cuts applied fall into four categories, having to do with the beam quality, individual 

track quality, overall event quality, and acceptance-sensitive variables. The beam must: 1) have 

a momentum between 204 and 230 GeVIc, and 2) satisfy a 10-cmx6-cm x-y aperture cut at the 

enclosure 104 magnet. The cuts applied to each track are: 1) that the x2/dr in the final momentum 

fit be less than 4.5 and 2.5 in the x andy directions, respectively, 2) that there be a minimum of 6 

contributing chambers, 3) that there be a maximum of 6 and 4 missing chambers when the found 



track segment is projected upstream to the vertex and downstream until it leaves the spectrometer, 

respectively, and 4) that the ratio of contributing chambers to total track length (in chambers) be 

greater than 0.45. The cuts on event quality are: I) that there be fewer than 8 hits in the chamber 

downstream of plate 0 (to guard against incident showers), 2) that if the calorimeter vertex v. is used 

in determining the ftnal vertex, the difference between the track reconstructed z-v~rtex position and 

v. be greater than -115 em and less than +85 em, 3) that the calculated error on m + (using 
p p-

errors supplied by the momentum flt) be between 5.5% and 10.5%, and 4) that the three final state 

tracks be suJilciently distinct that they occupy more than a minimum volume in their ~dimensional 

%-p phase space. Finally, we require that the final reconstructed vertex lie downstream of the center 

of module 1 (z = 44.5 em) and upstream of module 12 (z = 977.8 em) and that each '1/J daughter 

muon have an energy greater than 10 GeV. These cuts were applied to both elastic and inelastic 

events. 

The average efilciencies (E) 
1 

. and (E). 
1 

t. for detecting and anal)"ling elastic and inelastic 
e oehe ane oe ae 

'1/J events were found (Sec.Ill.4.2 and lll.4.3) using only MC events with three tracks attached to 

the vertex, (E .. ) . > 10 GeV, and 44.5 cm<z t <977.8 em. These must be corrected for the 
.. man ver es 

different fractions of data and MC events that are lost by applying the other analysis cuts listed 

above, if they are to be used to produce a cross section measurement. In the elastic case, there are 

3170.3 data and 13949 MC events before and 2502.4 data and 11245 MC events after the cuts are 

applied, implying that the elastic cross sections should be increased by 

(c ) = 3170.3 I 13949 = l.021. 
1 eloetie 2502.4 11245 

In the inelastic case, we correspondingly have 

< c ) = 2409.5 I 10556 = 1 132 
1 ineloetie 17 55.4 8706 · · 

Finally, we note that while each E was constant over the above quoted z region chosen for 

the presentation of differential results, the D I MC ratio for elastic events increased by a factor of 
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c
2 

= 1.075 in the more restricted region: 355.~cm(module 4)< z < 800.1-cm(mOdule 9). Since 

analyud events from this central part of the spectrometer should be more free of edge effects, we 

effectively choose this region of z for normalizing the elastic cross section by increasing its value by 

this factor. 

DL6 Systematic Efrecta 

DL6.1 Radiative Corrections 

Radiative effects (Figure ID.6) are considered only to the extent that they in1luence the relative 

normalization of the elastic and inelastic data samples. Since the range of Q2 fm; in the f/J production 

process is small, corrections to the shapes of the differential cross section results presented in Sections 

IV and V have been ignored. 

The normalization correction is due to the mislabeling of elastic events as inelastic when a 

suftlciently energetic real photon associated with the vertex is emitted and contributes to E 
1
• Its 

ea 

size is determined by a separate MC simulation which uses the equivalent radiator approximation72• 

Here, the internal bremsstrahlung from the incident and scattered muon lines (Fig. ID.6 (a)) is 

replaced by an external bremsstrahlung from a separate radiator whose length is given by 

For radiation from the f/J daughter muons (Fig. ID.6 (b)) we let Q2 - m;+p- = m;. The diagrams 

of Fig. ID.6(c), involving virtual photons, are ignored, as they will not contribute energy to the 

calorimeter. 

The radiation bas the spectrum 

k(y)dy = (1- y + 3/4y2)dy/y 



where 11 = E,/EP is the fractional energy loss in the radiator. In this simpli1led treatment the MC 

generates events without regard to the effect of the radiation on Q2 and v; it merely calculates, after 

generation is complete, the probability of each muon to emit a photon of fractional energy 1 - y: 

P(y . , Q2) = ~(In(Q2/m~)- 1) {
1 

k(y)dy 
man 1r '" J,_ 

= ~(ln(Q2/m~)-1)[-lny . - 5/S+y . - 3/S~inl 1r ,. . man man 

where 11 . was chosen as to-e. Within the constraints imposed by energy conservation, all muons man 

are handled independently and the total radiated energy loss taken to be the incoherent sum of the 

energies of the (up to 4) radiated photons. The increase in the net fraction of events with measured 

E ,>4.5 GeV under these circumstances is 5.9%, implying that we should increase the elastic cross 
C:Ot 

section of a factor of 1.063 ± 0.008(stat). 

IIL6.2 Nuclear Shadowing 

The phenomenon of "shadowing" of nucleons of complex nuclei in photon interactions, pre-

sumably arising from the absorption of the hadronic component of the photon, means that A elf' the 

effective number of nucleons participating in a reaction, will be less than A, the atomic number of the 

target nucleus. The question of nuclear screening in iron arises from the desire to present results "per 

nucleon", comparable to equivalent experiments using hydrogen targets, rather than "per nucleus" 

or "per Fe nucleon". There are three areas where this question directly atrects reported results: in 

absolutely normalized muon or photon cross sections, in the separation of coherent (off the nucleus) 

from incoherent (oft' the nucleons) elastic production, and in the measurement of the Q2 dependence 

of 1/J production through the possible Q2 dependence of the screening factor. In addition, other 

variables are affected to the extent that their distributions are different for coherent and incoherent 

processes; for example v, through the different t . ( v, Q2) suppression of the coherent and incoherent man 

terms. 

This experiment does not attempt to measure this effect and relies instead on published results. 

The experimental situation is clouded by the existence of contradicting evidence73- 17 and, until 



recently, by the unavailability of data at photon energies typical of this experiment. The basic 

conclusion of the low energy photoproduction ( < 20 GeV) data is that A
81
/A ~ 0.6- 1.0 and 

decreases with increasing photon energy and atomic number. The low energy electroproduction 

results show a significant reduction in shadowing, with less variation in v and A than the photon 

results. Recently measurements78•711 of A81/A have been made in a 215 GeV muon scattering 

experiment at Fermilab. Figure ID.7 shows the results, together with the low energy data, as a 

function of the parameter r = Q2/(2m,.v + m:). This variable is motivated by VDM arguments 

that predict a decrease in shadowing as the phase di1rerence between the vector meson and photon 

(due to their di1rerent momenta) increases above a nuclear mean free path, and by a desire to simply 

combine all available data. The A ~ 200 data has been fit to the empirical form 

_e_ = 1.0 - a exp(-bx'), A Ill 
A ..... 2oo 

with the result a= 0.33 ± 0.03, b = 28 ± 12, x2 =11 for 9 degrees of freedom, and then scaled to 

A = 56 via the expression 

The result is 

~ = S(r) = (1.0- 0.33exp(-28x'))0
•
78

• 

ALt-se 
This expression is used when discussing the e1rect of shadowing on the Q2 dependence of t/J produc-

tion. Since S(z') varies from 0.7 to 1.0 as r increases from zero, we use (S(z')) = 0.85 ± 0.15 when 

an average value of A is needed, as in the absolute normalization of the total cross section. elf 
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IV. ELASTIC RESULTS 

IV .1 Muoproduc:tlon Cro11 Section 

The cross section for f/; muoproduction on Fe is 

where, 

N YJ =number of observed f/; + VI events=2627 ± 66, 

!=integrated luminosiity=(2.4 x 1011 muons)x (4.4691 kg/cm2) x NA, 

B + =branching ratio t/1(3.1) - JJ+ JJ- = 0.069, 
/A ,-

eel =average detection and analysis efficiency=0.186. 

Here c
1 

- 1.021 and c
2 

= 1.075 are the corrections to Eel discussed in Section lll5 and c
3 

is an estimate of the fraction of truly elastic psi events that are forced into the inelastic sample 

through the etrects of radiative corrections and 1luctuations in muon energy loss from the mean over 

the length of calorimeter which provides the measurement of E 
1
• This latter etrect is due to the 

CIJ 

high energy tail of the dE/dz distribution. While the mean energy lost by each muon is subtracted 

from EctJl tor each event, as described in Sec. m.3.1, small coincidental electromagnetic showers 

in the region of the calorimeter surrounding the vertex can bring individual elastic events into the 

inelastic sample. To study this we look at the energy typically deposited in an equivalent number 

or calorimeter counters away from the vertex and tlnd the fraction or events with E 
1
>4.5 GeV. 

CIJ 

That fraction is 8.o±g%. The error arises from considering different gaps between the vertex and 

the measurement area (small gaps are susceptible to punch-thru from true inelastic events, while 
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loss of particles or the finite size of the calorimeter can affect results using large gaps), trurerent cuts 

on observed calorimeter energy, and various regions of muon pair mass. When we include the 5.9% 

feed-down factor due to radiative processes (Sec. ill.6.1), we find that the net correction should 

increase the elastic cross section by a factor of c
3 
= 1.14. 

After applying these corrections, the cross section for elastic production of ¢(3.1) on Fe is, 

u 1 t· (pFe- p,PX) = 0.40 ± 0.01(stat.) ± 0.08(syst.) nb/( Fe nucleon). e Cll IC 

The result for u(Fe) is converted to u(nucleon) using the ratio of incoherent to all psi production, 

f. = 0.78 (section IV.2), and a nuclear screening factor (section m.7.2) of (A 
11

/A)F = 0.85. me e e 

Then, 

u 
1 

t· (pN- tPX) = 0.36 ± 0.01(stat.) ± 0.07(syst.) nb. 
e a• 1e 

The 1GF prediction for u(pN - tPN) = 0.35 nb, assuming /ee-.p = 1/8 and o
5 

= o5 (Q2 = 

m;, A = 0.5 GeV) = 0.41. 

The values of c1 and c
2 

give some estimate of the size of the systematic error in the elastic cross 

section normalization associated with uncertainties in the MC. In addition, u 
1 

t. is sensitive to the 
e Cll IC 

12% error in I and the uncertainty in (A ~,1!A)F , which might be as much as 1.0/0.85-1 = 8%. 
tne e e 

Lastly, uncertainties in the factor c
3 

which converts the calorimeter cut at 4.5 GeV into a definition 

of an "elastic event" increase the systematic error estimate. The value assigned to the above cross 

sections corresponds to an error of 20%. 

IV .2 The t diJtribution 

The optical model prediction for the general form or du I dt in a nuclear target was presented 

in Eq. 1.3. Previous experimental data80•81 lead us to expect that be ~150(GeV/c)-2 and that 

the incoherent term will be better represented82- 84 by the sum or two exponential terms, feht + 
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(1- f)e11~', with b~ ~3(GeV/c)-2, b& ~1(GeV/c)-2, and 1° ~ 7/8. Therefore, were it possible, we 

would like to flt the data to the form, 

(W.1) 

Unf'ortunately, multiple Coulomb scattering in the spectrometer steel limits resolution at low t. This 

prevents us from resolving the coherent peak e'ct, and flattens the apparent slope of the incoherent 

part of do fdt near t = 0. 

The magnitude of the problem can be estimated from the form of the resolution function g 

which maps true t <= t) into measured t (:= t). For t ~ 0, 

where b,.e.=5 (GeV/c)-2, implying poor sensitivity to any be> bru· This is not a fat.al problem, 

as the measurement of be itself is not of primary interest. Rather, the goals of the t analysis are 

the extraction of dCY/dt(incoherent), especially the measurement of the average t slope 

(
I 1-1)-1 

(bl)elf = b + -b - ' 
1 2 

(W.2) 

which can be used to convert normalized cross sections from C7 to de7 / dt if desired, and the measure-

ment of the ratio of CY(coherent) to CY(incoherent) so that absolutely normalized results may be quoted 

independent of the steel target medium. Basically, these aims are accomplished by determining b
1

, 

b
2

, and I away from t = 0, and then extrapolating dCY/dt(incoherent) to t = 0 to measure the 

coherent to incoherent production ratio. 

For these results the method of unfolding g(t- t) and the acceptance l(t) from the raw data 

is more complicated than that used for all other variables (Sec.ill.4.4), as in this case one must 

subtract an a priori unknown amount of resolution smeared coherent signal from the data before 



d<Y/dt(incoherent) can be found. The relative size of the signal removed will depend on A , b , b , 
elf C 1 

b
2

, and/, the quantities we seek to find. A straightforward way of accomplishing this would be to 

generate coherent and incoherent MC (C and/, respectively) using test values of these parameters 

(,}/e!f• 110 , ~. 112, and/') and to extract d<Y/dt(incoherent) via an extension of Eqn. m.a: 

do D.- C. 00 
d 

(t .)(incoherent)= • 
1 

1 d (t .)(incoherent). 
t data 1 . t MC 1 

• 
(/V.3) 

Here D., C., and /. represent the obse"ed number of events in the a-th bin of measured i for data, 
I I I . 

coherent MC, and incoherent MC, respectively, t. is the average true value oft in that bin found • 
using only the incoherent MC, and d<Y/dtMC(ti)(incoherent) is that function f'e6~' + (1- f')e6~t 

used to generate /
1
• The best values of b

1
, b

2
, and f could then be determined by minimizing the x2 

of oo/dt 
1111111

(t)(incoherent) fit to Jeh' + (1- J)eh'. This subtraction plus x2 minimization scheme 

is somewhat analagous to that described in Section m.a.s for finding the number of T/J events above 

background. 

The analysis procedure actually followed is a generalization of the above method, meant to 

overcome its requirement that we continually regenerate MC to form the final 5-parameter x2 grid. 

We inste~ use only one version of the MC (C0 and / 0) generated according to Eq. IV.l with the 

parameters set to the values b~, b~, bg, f 0 , and .4eff = 0.85 previously mentioned. If the MC 

simulation were the correctly normalized representation of reality we would have 

D.=C~+I~, • 

for each bin i in t. Since this will not in general be the case, we seek to find a set of coeftlcients a., 
I 

d. such that 
I 

C.= a.C~ • • 
/.=d./~ 

I I 

can substitute for the C and/. of Eq. IV.3. The a. and d. will be a function of the test parameters 
I I . I I 

b'c, !', b'1, and b'2 or c, and 1, and those parameters used to generate C~ and /~. If the efficiency 

49 



E(t) and the resolution g(t- t) were known analytically, these functions could be found for each bin 

i by evaluating 

for each set of parameters. However, as this is not the case, we must make an approximation to this 

optimum solution. 

Since any be >5 (GeV/c)-2 will have the same distribution in t, changing b~ to fie will not 

change the ratio C./C~ as a function of i. It will only have the effect of changing the average 
' 

coherent to incoherent mixture. That is, since b etma:r: > 1, we can approximate, 

In general, because the incoherent distribution is spread over a larger range in true t, making the 

same simplitlcation, d.= d, is not as accurate. However, if the values of b~, bg, and f 0 used in the • 
MC generation are not very different from the tlnal result the approximation should be adequate. 

Then, since b1 2 t . < 1 and b
1 2

tmas > 1, we similarly have, , man , 

Thus we set 

D
1 
= N(aC~ + d/~), 

where, 

and 

and tlnd a, b1, b2 , and f by minimizing the chisquared for 
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fit to 

Here N' is a normalization constant which should be approximately unity if the method and 

approximations used are valid. Five fits of this type were performed; their results are summarized 

in Table IV.l. In each b
1

, b
2

, and I were allowed to vary. The fits differ in which, if any, of the 

remaining parameters are constrained to fixed values. 

Figure IV.1 (a) displays the number of events_having Ecal < 4.5 GeV and muon pair masses in 

the region -0.052 < log
10

(m + /3.1} < 0.052 versus measured t, defined as t . +Ifil.. The upper 
11 11

_ mm 

histogram is all data; the lower histogram is that fraction assumed caused by incoherent production, 

as parameterized by Fit 3, which is described below. Despite the fact that, as anticipated, no clear 

coherent peak is visible, when all parameters are left free to vary, the fitting procedure can measures 

the sizes of the coherent and incoherent components of d<J I dt directly from the data, independent or 

additional assumptions. This is done in Fit 1, where the main parameter or interest is a. Deviations or 

a from unity are interpreted as changes in b
0 

from b~, changes inAe
1
/A from 0.85, or a breakdown 

in the optical model which fixes the relationship between coherent and incoherent contributions to 

dn/dt at t = 0. We flnd that a= 0.62±g:~:. The corresponding measurements of b
1

, b2 , and I can 

be used to calculate the average t slope (b
1
}eff through Eq. IV.2 and 1

0
, the fraction of coherent 

events in the measured (i.e. uncorrected for acceptance) data, 

aCT 
I - --~-=---
c- aC + ~:'l:, I T lett T 

These quantities are also shown in Table IV.1 for Fits 1 and 3. For Fit 1 we flnd that I c = 24±tg%, 

implying that, even with our poor t resolution, we can independently determine that at the 10' level 

at least 8% of the events recorded must arise from photons scattering ofr the iron nuclei. 

In Fit 2, N' is tlxed to unity and deviations of the other parameters from their N' free values 

(Fit 1) observed. This fit tests the sensitivity or the reported results to a parameter which gauges 
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the validity of the analysis procedure. Since the results of Fits 1 and 2 are within their quoted one 

sigma statistical errors, for the remaining flts N' is allowed to vary, with no signifl.cance attached 

to its value. 

Since a is consistent with unity, and because there is no reason to doubt either the optical model 

constraint or the value of b~ used, the best values for the incoherent parameters are calculated with 

a = 1. These results are presented as Fit 3 in Table IV.l. We find that, the incoherent differential 

cross section is well flt by the sum of two exponentials, 

(dufdt). = 49.5 nb/( GeV/c)2[0.82e'·25t + 0.18e0•113t]. tncolaerent 

This curve is displayed in Figure IV.l(b), where we have plotted the absolutely normalized values of 

dafdt, corrected for coherent production, against true t. It is evident that one exponential term is 

not su1D.cient to describe da/dt(incoherent) over the range ltl < 4 (GeV/c)2 • 

Fits 4 and 5 are identical to Fit 3, but have a fixed at 0.70/0.85 = 0.82 and at 1.0/0.85 = 1.18, 

respectively, to provide an estimate of the systematic errors in b
1

, b
2

, and I of Fit 3 that are associated 

with variations in the assumed nuclear screening factor. When applied to ( b 
1

) elf and I c' we find 

that (b1).
11 

= 2.56±8:~(stat.):t:3:~f(syst.) ( GeV/c)-2 and I c = 0.30 ± 0.03(stat.) ± 0.02(syst.). 

This value of (b
1
)e// has been used to normalize the data and the curve in Figure IV.l(b) by 

requiring agreement between the integral of Fit 3 and the value of u"JvN-.PN((v), Q2 = 0) reported 

in Section IV.4. The normalization uncertainty associated with du / dt I t ... o is therefore greater that 

in u{(v}) because of the errors in ( b 
1

) elf· To avoid introducing similar uncertainties when we later 

compare the v dependence of this data with that of other experiments which explicitly measure the 

cross section through du I dt, we will present those results in terms or u( v ), the primary measured 

quantity, and convert other measurements of dufdt to a by the reverse procedure. 

Since be is large, t . effects force coherent events to have a higher mean value of v, and thus 
m1n 

a higher detection efficiency, than the incoherent events. Once these acceptance effects are removed 

through the MC simulation, we find that the fraction of coherent events in the generated sample, 
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corresponding to f 
0 

= 30%, is(/ 
0

),.,. = 0.22. This number is used to convert the ¢ muoproduction 

cross section off iron to one which is independent of the target material. 

In Table IV.2 are listed the values of dcT/dt(incoherent) plotted in Figure IV.1(b) versus their 

corresponding values of t. Also tabulated, in order to quantify the coherence correction displayed in 

Figure IV.1(a), are the apparent total differential cross section in each bin of measured t (before any 

coherent signal subtraction is applied) and the value of the coherence correction specified by Fit 3 . 

IV .3 The Q2 and Angular Dlttribuiiona 

While the general problem of ¢ leptoproduction involves both u T( Q2 , v) and u L ( Q2, v ), as 

described in Section 1.1.1, the experimentally measured quantity is the effective cross section 0'
8
// = 

(1 + ER}O'T, where R = uL/uT and E = r L/f r· In this section we describe85 a measurement of 

the Q2 dependence of uelf' and an attempt to measureR using as a tool the angular distribution 

W(R; 8, ¢) of the ¢ daughter moons. As discussed in Section L1.3, the decay angular distribution 

is a function of the f/J's polarization. If the SCHC and NPE model accurately describes how the 

helicity of the ¢ is related to that of the exchanged virtual photon, as it does for the lower mass 

vector mesons, O'L and O'T can be seperated by analyzing W(R;O,¢). 

This is not the standard technique usually employed, for example, by experiments88 that seek 

to measure R for inclusive lepton inelastic scattering. There, one algebraically separates u L and u T 

by varying E while keeping Q2 and v fixed, plotting uef/ against E to find theE= 0 intercept, O'T' 

and the slope, u L. This method requires data at different beam energies, with large statistics and 

careful conrol of systematic effects at each energy. Since only data at E
11 

= 209 GeV are available 

for this analysis, we use the¢ polarization technique to measureR. 

Note that the experiment does not attempt to quantitatively measure the level at which the 

SCHC and NPE hypothesis is satisfied, or other model choices ruled out. Rather, we introduce an 

ad boc factor '7 to monitor the size of the cos 2¢ azimuthal asymmetry term in W, which most be 
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present if SCHC and NPE are satisfied, regardless of the value or form of R. Equation 16 then 

becomes, 

W('J, R; 0, tf>) = _!_ 
1 
~ R [(1 + eos2 0) + 2£R sin2 0- 'If sin2 0 cos 2tf> 

1611' f 

+ J2fR(1 + f)sin20cos6 eostf>- H J2£R(1- f)sin28sin 6 sintf>]. 

(/V.4) 

By fitting the data binned in 8, t/>, and Q2 to the product of W('I,R) and the propagator P(A) ~ 

(1 + Q2/A2)-2 we will simultaneously measure A. and R while checking if the data are consistent 

(i.e., '1=1) with SCHC and the NPE hypothesis. 

An important feature of this analysis is that it allows for the possibility that the decay angular 

distribution is a function of Q2 through the Q2 dependence of R, e.g. Rot Q2fm; as suggested87 

by VMD. Since the experimental acceptance falls off rapidly away from Ieos 01 = 0, such a Q2 

dependence could have biased our measurement of A if the data had been summed over all angles 

and the wrong form for W used. This global technique allows us to estimate the systematic errors 

introduced in the one quantity unique to Jeptoproduction experiments by one of the two variables 

on which the apparatus acceptance is most sensitive. 

The terms in W(O, tf>) proportional to v'fR sin 28, sometimes called single-spin-ftip terms, arise 

from the interference of the longitudinal and transverse scattering amplitudes. They predict a front-

back asymmetry in the emitted IJ+ relative to the f/J direction of motion and involve an unknown 

phase 6. Since most of our data fall in the region around 8 = 11" /2 we expect our sensitivity to these 

terms to be low. Thus after first checking to see if an asymmetry is present, in order to prevent 

uncertainties in the measurement of 6 from affecting R and 'I, we bin the data in 0 and tf> in such a 

way as to eliminate any effect of the sin 20 terms on W( 8, tf> ). 

To examine the sin 20 cos tf> term, data and MC are accumulated in two regions defined as: 

(P)=[cosO > 0, lt/>1 < 11'/2 or cosO< 0, lt/>1 > rr/2], and (N)=[ cosO> 0, lt/>1 > rr/2 or cosO< 0, 

lt/>1 < 11'/2). Since finite Q2 is needed to define a scattering plane from which to measure azimuthal 

angles, we remove the region of poorest tf> resolution by requiring Q2 >0.3 (GeV /c)2 • Then data/MC 
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ratios for regions P and N are used to flnd 

2(P- N) 
AI = (P + N) = 0.12 ± 0.16. 

Similarly, the sin28sin<P term is isolated by considering (P)=[cos8 > 0, <P < 0 or cosO< 0, <P >OJ 

and (N)=[ cos 8 > 0, <P > 0 or cos 8 < 0, <P < 0]. In this case 

~ = -0.21 ± 0.16. 

Using the average values of cos2 8, cos 2<P, cos<P, cos28, E, and Q2 for each region we can calculate 

the expected values or A
1

, and ~ as a function or R and 6. In Figure IV.2 these are presented 

as a family of curves in AI and A
2 

space where each curve is labeled by a value orR and 6 is the 

parameter along the curve. The region allowed by the data is indicated by the data point, where 

the errors are statistical only. All values or R are allowed and 1r < 6 < 2tr. The single-spin-flip 

terms are henceforth dropped from the analysis. 

The data were divided into a 4 x 5 x 3 grid in Q2 , Ieos 81 and <P F = ! cos-IIcos 2<PI (mapping 

(-tr,tr) into (O,tr/2)). Dimuon-mass-continuum subtractions were performed in each of the 60 bins 

to obtain a raw number or t/J events per bin. This raw t/J yield was corrected for acceptance and 

resolution efl'ects by using the number or events and the average values or true Q2 , E, cos28, and cos2<P 

from the MC simulation for each bin in the standard manner described in Sec. ill.4.4. The resulting 

acceptance corrected t/J yield, rPa,
11

("'fvFe- 1/l(diffractive))/d<PdcosO, and the average values or 

true Q2, cos28, cos2<P, and E are tabulated in Table IV.3 (aHe), respectively. These difl'erential 

efl'ective cross sections are plot.ted in Figure IV.3 as a function of Ieos 81 for the 4 X 3 bins of Q2 

and ¢r In order to provide a more compact display, Figure IV.4 shows the data summed over ¢F 

(lcosOI) and plotted versus lcos81 (<PF)' for each Q2 bin and for all Q2 . In order to leave out those 

data with very low resolution in ¢, the ¢ F plot labelled "all Q2" is composed of data from all but 

the lowest Q2 bin. In Figure IV.S the data have been summed over ¢F and lcos81, normalized to 

unity at Q2 = 0, and are plotted versus Q2 • 
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It is important to note that the f/J yields plotted in Figures IV.4 and IV.S have not been corrected 

by any assumed dependence or the nndisplayed variables. This implies that any coupling among Q2, 

eos8, and ¢ in the data could cause the displayed projections to have additional dependencies that 

one might not naively expect. The most striking example or this occurs in the Ieos 81 plots or Figure 

IV.4, because or the apparent need for the -ESin2 8cos2¢ term in W. When the data are summed 

over ¢ F' each Ieos 81 point has an (cos 2¢) associated with it. These average values are in general not 

equal to zero (in fact, (cos 2¢) au = -0.27), and, in addition, can systematically vary from point to 

point (from -{).41 to -{).06 in the worst, (Q2) =·1.6, ease). This behavior in cos2¢ can result in 

a "spurious" sin2 8 contribution in the plotted eos8 projection that causes the shape or the data to 

look flatter than might be expected for any given value of R. In the example for instance, R = 0, 

implying W(8) = 1 +cos2 8, would look like 1 +cos2 8 +0.27(f) sin2 e. These remarks only apply to 

the displays mentioned. The fits, being global in nature, do not have this complication. In Figures 

IV.4 and IV.5, the curves are plotted in exactly the same manner as the corresponding data, so that 

comparison between them does indicate the level of agreement with the assumptions or a given fit. 

The details of the fits are presented in Table IV.4. In each fit A, ,, and either R or €2 , as 

well as one adjustable normalization constant are parameters. Fits 1, 2, and 4 are to the SCHC 

formula with R = eQ2 /m~, constant, and zero, respectively; fit 3 corresponds to the fiat angular 

distribution that would be expected in the production or unpolarized f/J's. In fit 5, A is fixed at 3.1 

(GeV /c2) and Rat 0 to correspond to the simplest VMD expectation. In fit 6, an additional factor 

or (1 + fR) is multiplied times W(,,R)P(A) so that the resulting parameters apply to the transverse 

cross section, aT' rather than a ef !" The -yGF model has yielded no prediction for the f/J polarization, 

but does make a statement about the Q2 dependence. We have fit the data in Figure IV.S to the 

-yGF prediction (fit 7), assuming the standard input to the model: a charmed quark mass me= 1.5 

GeV/c2 and a gluon fractional-momentum distribution G(x) = 3(1- x)5 /x. 

An additional complication is the possible Q2-dependence of any nuclear shadowing in the Fe 

target. In See ID.6.2 we have summarized evidence for this efl'ect in terms or the function S(r'), 
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where :r! · Q2/(2m"v + m~). The value of S(:r!) for each of the 60 data bins is tabulated in Table 

lV.3(f). All fits are made both with and without S(:r!) multiplying W. As the results in Table IV.4 

indicate, including S(:r!) lowers the fit propagator mass A, but hardly aft'ects the angular results. 

The results of fits 1 (solid) and fit 4 (dash) are shown in Fig. IV.3; fits 1-4 (so labeled) are 

shown in Fig. IV.4. All curves are for S(z') "out" of the fit. The main feature of these angular 

distributions is a strong dependence upon ~F' in the form predicted by SCHC. The production of 

unpolarized f/;'s would yield a fiat distribution (fit 3) whic~ is ruled out. The data show no strong 

dependence on lcosOI, but do not rule out R = 0 {fit 4). Comparison of fits 1 and 2 indicates that 

significant Q2 dependence of R is not required. Unfortunately, variations of the fits attempted dift'er 

significantly only at Ieos 01 ~ 1 where the acceptance substantially limits the amount of data. 

The Q2 dependence of fits 1, 5, and 7 is displayed in Figure IV.5. When the angular distribution 

is parameterized in the SCHC form with Rot. Q2 and S(:r!) included (Table IV.4, Fit 1) A= 2.03±8:~g 

Ge vI c2, where the statistical errors take into account the uncertainties in '1 and e. If instead, 

R=constant and S(:r!) is left out (Fit 2) A= 2.43± 0.15 GeV/r?. The other fits to A, either for (Jell 

or (JT (fit 6), are within this 2.0-2.4 GeV/c2 range; this ±0.2 GeV/c2 uncertainty is the principal 

systematic error in A. We conclude that A is between 1.9 and 2.6 GeV/c2. The simplest VMD 

prediction, A = m '1/1 (fit 5) is at least 4(J away from the best fit. The Q2 dependence of the -yGF 

prediction is similar in nature to the VMD result, being determined primarily by the value assumed 

tor me. The data fall faster than the -yGF curve, giving aJ barely acceptable fit (7% confidence) 

when S(:r!) is omitted. We have reached a similar, but less deftnitive, conclusion comparing -yGF 

predictions with open-charm muoproduction, using a dift'erent analysis88• In that case, a redeftnition 

of the point at which the strong coupling constant is evaluated su1Dces to bring the theory into 

agreement with the data. In the next section we will use the Q2 and v spectra of the t/J data to 

determine those parameters aft'ecting the -yGF predictions. 
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IV.4 The E.., Distribution and H1 Variation with Q2 

These data, in addition to supplying a measurement of u..,N-;N(v,Q2 = 0), are used to 

provide a definitive test for the 'YGF model. By fitting the combined Q2 and 11 spectra of the data 

simultaneously, we can determine the three basic input parameters to the model: the charmed quark 

mass, me, the power of (1- x), 'f/, in the assumed form (Eq. 17) of G(x), and the fraction of bound 

cc pairs produced that are realized as f/J's, I ""' c:e-,... 

As mentioned in Section 12, the mass scale in_ the problem that allows the use of short distance 
I 

ideas, and thus the perturbative QCD calculation, is m~e ~ 10( GeVfc2'f, not Q2 • However, 

choosing m~e as the point at which to evaluate the strong coupling constant o
5 

(as iD Eq. 18) is 

so mew hat arbitrary. It has been suggested80 that m~e be replaced with m~e + Q2 , as this additional 

Q2 dependence is useful in bringing open-charm muoproduction calculations into agreement with 

experiment. In the flts, both forms of o s will be considered. 

To prepare for these flts, the data were divided into a 4 x 4 grid in measured Q2 and 11, and 

dimuon-mass-continuum subtractions were performed for each bin to obtain a raw number of f/J 

events per bin. The MC simulation was used to correct these yields for acceptance and resolution 

effects and to produce the absolutely normalized effective cross sections for 'YvN - f/JN. These 

are presented in Table IV.5 and Figure IV.6(bHe). The same correction factors that were discussed 

in connection with the normalization of the total elastic muoproduction cross section were applied 

to these results. We estimate the systematic error in the normalization as 20%. The form of 

the summed-over angular distribution used in extracting these differential Q2 and 11 results is that 

embodied by Fit 1 of Table IV.4 -the SCHC form with R = 4Q2/m~. Had we chosen to use 

R = 0 (Fit 4) the measured cross section would be larger at high Q2(A = 2.40 ± 0.14), as indicated 

in the discussion of those flts. Likewise, the nuclear shadowing factor S(x') is ignored. The changes 

to the results that would be introduced by its inclusion can be estimated from its effect on P(A) as 

discussed earlier. 

To report a measurement of u,lf(v) independent of Q2 the data were summed over Q2 and 
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extrapolated to Q2 = 0 using P(A) = (l+Q2/A2)-2 with A= 2.18 GeVfr?. The data were divided 

into 6 bins in measured v and, in the manner described above, normalized effective cross sections 

were independently measured for the process 1N- t/JN. These results are tabulated in Table IV.5 

and plotted in Figure IV.6(a), where we have also included the results211 of a SLAC photoproduction 

experiment to cover the region v < 25 GeV. That experiment measured da/dt It t as a function -... 
of v and t; we have converted their results to u(v) by dividing the data by the measured exponential 

t slope, b = 2.9 ± 0.3( GeV/c)-2 • In some of the fits that follow we include the SLAC data with 

our own, but allow the relative normalization of the two data sets to vary by an amount consistent 

with the reported systematic error estimates of each. This is done so as to give the theory being fit 

any advantage the data might allow. This relative normalization constant is denoted as k; it is a 

number which multiplies the function being fit and which is defined as unity for our own data. 

The details of the fits are presented in Table IV.6. Fits 1 and 2 have been made using only 

the Berkeley-Fermilab-Princeton (BFP) data differential in v and Q2 • In Fit 1 ue/f(v,Q2 ) is that 

calculated in the 1GF model using the nominal values for the parameters me, ,, and o
5

; in Fit 2, 

f .,,, me, and 11 are allowed to vary. Fit 3 is of the same form as Fit 2, but includes the Q2 = 0 
e~:-.,.. 

SLAC data and the relative normalization constant k. Fit 4 is identical to Fit 3 in all respects 

except the specification of m~~: + Q2 as the point at which o
5 

is to be evaluated. In Fits 5 and 6 

the v dependence of u.
11 

is examined independently of Q2 by considering only the SLAC data and 

the BFP data extrapolated to Q2 = 0. In Fit 5 (6) me is fixed at 1.5 GeV/r? (1.1 GeVfr?), and all 

other parameters are allowed to vary. The results of Fits 1 (dash) and 2 (solid) are shown in Figure 

IV.6(b)-(e), and results of Fit 3 (solid), extrapolated to Q2 = 0, and Fit 5 (dash) in Figure IV.6(a). 

For reference we note a phenomenological fit to the data in Figure IV.6(a) as plotted (i.e. k = 1) to 

be u(v) = (20.5 ± 0.7)log10 11.5~6.3• x2 = 5.2 for 9 degrees of freedom . 

The inescapable conclusion of this analysis is that the 1GF model provides an excellent descrip-

tion of the v dependence of elastic t/J production but cannot be made to explain simultaneously 

the observed value of the cross section and the low Q2 propagator mass. The model with standard 
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parameters (Fit 1) yields a x2 of 40.3 for 15 degrees of freedom, corresponding to a con1ldence level 

of 4.5 x to-•. Examination of Figure IV.6(b)-(e) shows this to be predominantly a Q2 effect. When 

the parameters are set free to optimize the ftt we ftnd (Fit 2) me= 1.10 ± 0.08 (corresponding to 

A= 2.18±8J~). The increase in phase space made available by the lowered threshold of 2me causes 

the predicted cross section to rise to approximately 9 times that seen in the data; the data would 

imply that f ., :::::! 1/72.7 rather than the 1/8 originally .assumed. In this case the best ftt value ee-,.. 

of 'I is 9.2 ± 1.2, higher than the value 5 gotten from power counting arguments. These conclusions 

remain unchanged whether or not we include the SLAC photoproduction data in the ftt (Fit 3) or, 

more significantly, change the "Q2" equivalent term in a
8 

from m~e to m~e + Q2 • (Fit 4). We note 

again that speculations concerning W(8,4>) and S(x') can slightly reduce the significance of these 

results. 

Fit 5 isolates the v dependence of the 1GF model with me flxed at its standard value of 

1.5 Ge V / r?. If the problems in Q2 can somehow be solved, Fit 5 becomes a model dependent 

measurement of the gluon distribution in a nucleon at values of "Q2":::::! m~e:::::! 10{ GeVft?f. The 

resulting power of (1- x) is 'I = 5.25 ± 0.41, in agreement with a similar measurement'"' made 

using a previously published fraction of this data. Fit 6 indicates that '7 is forced to a value or 

,..., 9 whenever me is constrained by the ftt or the Q2 binned data to the low value of 1.1 GeV/r?. 

Thus the high values of 'I found in tits 2, 3, or 6 do not necessarily imply that the gluon frational 

momentum distribution G(x) need be changed from the standard 1GF choice in order to explain the 

v dependence of the data; they are more the algebraic result of redefining x = (m~e + Q2 )/2mnv 

when me is lowered. 

In the general quantum chromodynamic calculation the exponent 'I would develop with Q2 

in the manner described by the Altarelli-Parisi equationsg0• In that case we would view111 'I as a 

function of s = ln(ln("Q2 ")/A2/ln(QUA2)) with "Q2" = m~c+Q2 in the 1GF calculation. For the 

choice of Q~ = 1.8( GeV/cf and the range of Q2 in our data from 4m~ to 4mb+ Q~az we expect 

a maximum range in 6 of approximately 0.4 (using me= 1.1 GeVfr?,Q~az = 20.6( GeVfc)2,A = 
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0.5 GeV/c). The data are not sensitive to this range in 8. For example, fitting '7(8) = 1J(O)+b8 does 

not lead to new information; it merely changes the point in "Q2" that 'I refers to from the data's 

average value of approximately 10( GeVfc2)2 to some arbitrary Q~. 

61 



V. INELASTIC RESULTS 

The 1755 ± 51 f/J event inelastic sample is subdivided into two regions, based on elasticity, as 

described in Section nL4.3. Throughout this chapter, results will be presented separately for each 

region. Events with z < 0.7 should form a clean sample which can be interpreted in terms or hard 

QCD processes, while those with z > 0.7 may be partly due to elastic production or higher mass cc 

bound states that then decay. 

V.l The Muoproduction Cross Section 

The number or f/J events with z < 0.7 (z > 0.7) is 559.3± 26.9 (1196.1 ± 42.9). To convert these 

numbers to cross sections we use the average detection and analysis efficiencies quoted in Sec.ill.4.3, 

(f)•<O.T = 0.120 ± 0.008 and (f)•>O.T = 0.185 ± 0.007. 

Two corrections are applied. First, we compensate for the different fractions or data and MC that 

are lost by applying analysis cuts (Sec.ill.S) by increasing the cross section by a factor or c
1 

= 

1.132. Assuming that all inelastic production is incoherent, and using the same luminosity, JJ+ JJ-

branching ratio, and average nuclear shadowing factor as we did for the elastic cross section, we flnd 

that, including c
1

, 

a(z < 0.7) • d = 0.140 ± 0.007 nb/nucleon, unc:orree.e 

and 

O'(z > 0.7) d = 0.194 ± 0.007 nb/nucleon. 
unc:orrec:le 
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The second correction is needed to compensate for the factor of c
3 

= 1.14 increase in the 

elastic cross section that accounted for elastic events lost to the inelastic sample by electromagnetic 

processes, such as radiative corrections and dE/d:z fluctuations. The total size of this correction is 

( 
1 )0.40 ucorr = 1- 1.
14 0

.
85 

nb/ Fe _nucleon= 0.057 nb/ Fe nucleon, 

assuming that the inelastic cross section has no coherent component and that both coherent and 

incoherent parts of the elastic signal can contribute to the feed-down. These events are expected to 

predominately affect the region z > 0.7. To estimate their z distribution we examine the quantity 

1- "Ec
01

"fv for those events which lead to the 8.0±~:g% dEfd:z fluctuation correction used in 

Section IV.l. We assume the z distribution of the 6% radiatiative correction is similar in shape. 

"E 
1
" is the energy typically deposited in an equivalent number of calorimeter counters in a region 

ca 

away from the vertex. We list "efdc", the elastic feed-down correction, as a function of z in Table 

V.I. The cross section correction for any bin, u~om is given by (1- efdc;)ucorr· Note in particular 

the large value of u~orr for the 0.9 - 1.0 bin. The size and uncertainty of the calculation are suJII.cient 

to make the plotting of such a point meaningless. Therefore, in all results to follow we quote results 

only for the z < 0.7, 0.7 < z < 0.9, or the combined z < 0.9 regions. 

Reducing the uncorrected results by 4.5% (95.5%) or the 0.057 nb correction for elastic feed-

down in the z < 0.7 (z > 0.7) regions we have 

u(z < 0.7). 
1 

t· = 0.14 ± O.Ol(stat.) ± 0.02(syst.) nb, tftt ae tc 

and 

u(z > 0.7). 
1 

t. = 0.14 ± O.Ol(stat.) ± 0.03(syst.) nb. 
tne as tc 

This leads to a total inelastic cross section of 

u. 
1 

. (JJN- T/JX) = 0.28 ± 0.03(stat.) ± O.OS(syst.) nb. 
'"' aehc 
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Including the elastic contribution we flnd that that the total muoproduction cross section for t/J 

production is 

u
101

(pN- t/JX) = 0.64 ± 0.03(stat.) ± 0.10(syst.) nb. 

The systematic error for the inelastic cross section arises predominately from uncertainities in 

the measurement of the average t/J detection efftctency and in the calculation of ucorr· The most 

critical parameters in determining the detection efftciency are the energies of the final state muons. 

These are controlled by the v distribution assumed in the MC simulation. Our own inelastic data lie 

at v > 40 GeV; since there are no other inelastic t/J experiments which determine the cross section 

in the low v region, (f) is sensitive to our assumptions concerning the threshold behavior of the 

production. To study this effect we parameterized the v dependence of the simulation in the form 

logvfv,h and examined the average trigger efftciency as a function of v,h. For v,h ~ 10 GeV, the 

sensitivity of (E} to v,h is given by tif/f = 0.03t:t.v,h( GeV), implying that a 5 GeV change in v,h 

can result in a 15% change in f. We have used a value of v,h. = 9.7 GeV in the measurement of 

(f), as we did for the elastic case, where lower energy photoproduction measurements fix the low v 

behavior of the cross section. 

The size of the overall correction factor c
1 

is another estimate of the level at which the MC 

simulation reflects the data. It is larger than the corresponding elastic value partly because of 

. insu1Dciently modeled wire chamber hit populations, which cause data, but not MC, events to be 

removed from the sample. Also, as in the elastic case, (}is sensitive to uncertainties in (Ae
11

/A)Fe' 

We estimate the combined magnitude of all these effects to be approximately 15% and assign this as 

the systematic error on the cross section when uncertainties in (Jcorr can be ignored, as for either the 

total cross section or(}. . (z < 0.7). The estimated error in the 1.14 elastic feed-down correction 
anelGdtc 

is ±0.07. When quoting errors on (} . , (}. 
1 

. , and(}. 
1 

. (z > 0.7) this 6% contribution is 
eiG~rhc ane Glrhc ane Gshc 

added linearly to 15% quoted above. 
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V.2 The Elasticity Distribution 

After dividing the data in bins of measured z = E ,,/ E,., and finding the raw number of ¢ events 

per bin, the MC simulation described in Sec. IU.4.3 is used to unfold acceptance and resolution 

eft'ects to obtain the corrected ¢ yield as a function of z. Displayed in Figure V.l(b) are the values 

of rflq('YvN - ¢X)Idzd,?.l.. in arbitrary units as a function of z; the points plotted are listed in 

Table V.l. The data have been corrected for feed-down from the elastic sample as described in the 

previous section. The values of the corrections applied, labeled efdc, are also indicated in Table 

V.l. The errors indicated for z < 0.7 are statistiCal only. Those for z > 0.7 have had the estimated 

error in efdc added in quadrature to the statistical error, whose contribution is indicated separately 

by the horizontal marks on the error flag. No point is plotted for 0.9 < z < 1.0 because of the 

large size and uncertainty of the correction and the proximity of the elastic boundary, which can 

introduce errors in the efficiency measurement. 

A measurement02 of inelastic¢ production has been made by the European Muon Collaboration 
1 

(EMC). In order to compare our own data with their result in z, we present the absolutely normalized 

cross section, daeff(JJN- t/JX)Idz vs. z in Figure V.l(a). The same remarks on corrections and 

errors that were made in the preceding paragraph apply in this case also. The fl.q of each bin 

of measured z is the experimental measured quantity; their sum yields the muoproduction cross 

sections discussed in the previous section. Bin edge resolution etrects (Sec.DI.4.4) which enter in the 

conversion of fl.q to dqldz are handled only approximately by finding, via the MC simulation, the 

average values of true z for each bin and calculating a ll.z using the midpoints of the series of (z .). 
1 .rse 

thus obtained. The values of da I dz, ll.z, statistical errors in fl.q I ll.z, and the applied corrections are 

listed in Table V.l. The EMC data, which were presented in arbitrary units, have been normalized 

in Figure V.l(a) so as to minimize any discrepancy with our own result for z < 0.9. 

Jn Figure V.l the solid line labeled ('Yg- ¢g) represents the result of the inelastic¢ photoproduc-

tion calculation of E. Berger and D. Jones55• In part (a) the photoproduction prediction for daldz, 

evaluated using E,., = 106 GeV and normalized to maximally agree with the BFP data, is plotted 
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against the muoproduction result. The x2 for the curve is 42 for 6 degrees of freedom. In part (b) we 

have evaluated d?-ufdzdp'i. using E..,= 106 GeV and 01> = 1.26( GeVfcf and plotted it in like 

manner agains rPue
1
/dzdP'i.. The x2 for this plot is 25 for 6 degrees of freedom. 

There is no substantial difference between the shape or the data in du(pN- fjJX)/dz and that 

of rP~eti"YvN- t/JX)/dzdP'i.. Furthermore, there is good agreement between the EMC result and 

our own measurement of dufdz. We see that the 1g- t/Jg calculation qualitatively agrees in both 

forms plotted. The level of agreement observed in the z > 0.7 region is surprising. If til - t/JX 

events were being produced at the rate u(tll)/u(t/JJ = 0.38, expected from simple VMD arguments 

(Sec. ID.4.2), we would expect the data points to fall above the 1g - t/Jg curve by an amount 

equal to the size of the til - t/JX simulation plotted in Figure V.l. This does not appear to be the 

case. Lastly, we note the phenomenological form of d?-ufdzdP'i. used to describe the data, before 

correction for elastic feed-down, in the MC simulation: 

V .3 The Angular Distribution of t/J - p+ p-

The angular analysis of the inelastic t/J sample is carried out in terms of the same angles, 0 

and ¢, used in the description of elastic t/J production. While we intuitively expect less evidence of 

"Yv- fjJ helicity conservation when the production process is non-difl"ractive, there are no quantitative 

predictions for the dependence of the effective cross section on 0 and ¢. 

The data were separated into the two regions of elasticity, 0 < z < 0.7 and 0.7 < z < 0.9, and 

the acceptance corrected t/J yield evaluated for each as a function of Ieos 01 and of tPr The values 

of the effective differential cross section for the reaction "YvFe -+ t/JX (Ex > 4.5 GeV), differential 

in cosO(¢), are presented in Figure V.2 (Figure V.3). The jcosOI result is shown separately for data 

summed over Q2 and for data lying below and above a Q2 cut at 0.4 (GeVfc)2 . To avoid diluting 
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any </J dependence of ueff with data having poor </J resolution, that plot contains only events from 

the high Q2 region. Note that, contrary to the procedure followed in the elastic angular analysis, the 

cos 8 and </J results displayed here have been found using an acceptance whose calculation assumed 

the dependence of ueff on undisplayed variables listed in Eqns. ill.1 and m.2. Each plot is arbitrarily 

normalized to unity at either Ieos 81 = 0 or 8 F = 1r /4 (cos 2</J = 0). Tables V.2 and V.3 list the 

. points plotted in Figures V.2 and V.3, respectively. 

Also listed in Tables V.2 and V.3 are the best parameters of simple phenomenologicalflts to the 

differential cross section measurements. The lcos8l data are flt to the form 1 + 'lccos2 8, while the 

data binned in </J F are flt to 1 + f'J A cos 2</J. The purely inelastic, z < 0.7, data are consistent with flat 

distributions in either variable, independent of Q2• The results in the 0.7 < z < 0.9 region suggest 

the prescence or elastic processes through non-flat angular distributions. The most striking cases 

are 'lc = 1.3 ± 0.7 value in the cos 8 dependence of the Q2 < 0.4 data and the f'J A = -0.41 ± 0.12 

result in the shape or the </JF distribution. Conclusions drawn from the possible discrepancy between 

the z regions must be labeled as speculative. 

V.4 The p1_ distribution 

The variable in inelastic ¢ production that is analagous to t in elastic scattering is the r1. of the 

¢,measured with respect to the 'Yv momentum. Since t = (p..,- p ~'f, differences in the longitudinal 

momentum components, implied by non-unit elasticity, make it spuriously large for inelastic events 

and therefore inappropriate for use. Even for elastic production, ftnite momentum resolution forces 

the experimentally measured t to be evaluated as t . + (p21.).,, rather than calculated through the 
man "' 

above formula. Since t . is very low <~ 10-3( GeV /c)2 ) at the average v of these data, there is 
man 

essentially no difference between t and Pl. 

We flnd the p1_ dependence or the effective cross section for the reaction 'YvFe - f/JX(Ex > 

4.5 GeV) in the standard manner previously described. Figure V.4(a) and (b) show d?(Jef/dzdp1_ 
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with statistical errors in arbitrary units vs. r.L for events with 0 < z < 0.7 and 0.7 < z < 0.9. 

Table V.4 lists the information plotted in the figure. The curves drawn in Figure V.4 are the results 

of Berger and Jones' '19 - ¢9 QCD calculation for inelastic f/J photoproduction. We have evaluated 

their result for fflu/dzdij_ vs. Pl using the average values (v) = 123 GeV and (z) = 0.58 of the 

z < 0.7 data (or (v) = 100 GeV, (z) = 0.81 for the high z data). 

The Pl dependence of the inelastic data can be parameterized by the same functional form 

used for the elastic incoherent cross section. We have, 

0 < z < 0.7, 

and 

0.7 < z < 0.9. 

The average p2.L slopes in each case are much lower than is seen in the elastic data. We have 

(b1)eff = 1.02 ± 0.25(GeV/c)-2 and 1.54 ± O.ll(GeV/c)-2, respectively, tor the low and high 

z regions, compared to the value 2.56±8:~~( GeV /c)-2 found tor elastic production. In evaluating 

the inelastic muoproduction cross section, we assumed that there is no contribution from coherent 

production off the iron nuclei; these results support that hypothesis. 

The '19 - ¢9 calculation is in good agreement with the data. It successfully describes the 

changing slope ot rPufdzdPj_ with respect to p2.L, not only in the z < 0.7 region, but also in the 

0.7 < z < 0.9 region where discrepancies might be expected due to f/1 cascade or elastic teed-down 

processes. 
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V .5 The Q2 Diltribution 

The Q2 dependence of u efl for inelastic events has been evaluated by unfolding apparatus 

acceptance and resolution from the raw f/J yield with the inelastic MC simulation. The sensitivity 

of the result to assumptions concerning nuclear shadowing, the Q2 dependence of uL/uT, or the 

form of the f/J - p+ p- angular distribution has not been explicitly investigated, as it was for 

elastic production. The results presented here assume R = uLfuT = 0 and no Q2 dependence 

in nuclear shadowing; the angular distributions u8ed were those that best describe the data for all 

Q2 in each of the two z regions (Tables V.2 and V.3). The effect of changing these assumptions is 

small and can be estimated by considering the elastic results (Table IV.4). The above choices imply 

that the appropriate elastic production propagator mass to compare the following results with is 

A
81 

= 2.40 ± 0.14 GeV jr? (Table IV.4, fit 4). 

The effective cross section for the reaction 'YvFe- f/JX (Ex > 4.5 GeV), normalized to unity 

at Q2 = 0, is presented vs. Q2 in Figure V.S. The errors shown are statistical only. Table V.5 lists 

the plotted information. The two upper data sets plotted refer to events with 0 < z < 0.7 (open 

circles) and 0.7 < z < 0.9 (filled squares). Each set is well fit by a Q2 dependence of the propagator 

form P(A). We find A= 3.10 ± 0.37(stat.) GeV/c2 (x2 = 2.6 for 7 df) for the low. z data and A= 

2.61 ± 0.20(stat.) GeV jr? (x2 = 8.6 for 7 df) for the data in the high z region. In the lower part 

of the figure we combine data from both z regions and compare the result (fllled circles) with that 

previously obtained112 by the EMC (open squares). Note that while our own data satisfy z < 0.9, 

those of EMC span all z. The result of a propagator fit to the BFP data is A= 2.98± 0.21 GeV/c2 

(x2 = 7.2 for 7 df). This measurement of A might be considered as rather large, given the values 

and statistical errors or A for each of the two subsets. It results from the non-linear nature or P(A) 

and the importance or the highest Q2 data points in determining A. The propagator mass quoted 

by the EMC is 1.8 ± 0.2 GeV/c2. 

While the difference in fit A,for the low and high z regions is not significant, the BFP(z < 0.9) 

and EMC results reflect a discrepancy or 4.2 statistical standard deviations. Ascribing this to the 
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0.9 < z < 1.0 data left out of the BFP sample113 would require a very steep decline of u with Q2 
eff 

for that sample. As Q2 is kinematically unrelated to z, it is unrealistic to expect such a behavior. 

No mechanism is known at this time that can resolve the discrepancy. 

We find that the fit elastic propagator A el is also lower than that measured in the z < 0.9 region, 

by 2.3 statistical standard deviations. The systematic efl'ects we have discussed would not change 

this result, as they afl'ect both elastic and inelastic events in the same manner. Assigning the value 

z = 1 to the elastic result only moderately increases the significance of the apparent systematic 

increase of A with decreasing elasticity. 

The particular "(g - f/Jg calculation to which we have compared our results in other variables 

has not yet been extended to the case of leptoproduction. However, other authors have calculated 

predictions for inelastic f/J production by virtual photons based on similar perturbative QCD ideas. 

W.Y. Keung graphically presents58 the Q2 dependence ~f Q2dcjdQ2 for 'Yv9 - f/Jg, where the 

calculation is based on the same six Feynman diagrams (Figure 1.4 (aHc)) considered by Berger and 

Jones. The result is essentially a propagator shape P(A) with A= 3.1 GeV/c2, arising because of 

the canonical (zero binding energy) choice of charmed quark mass, me:= m"'/2. This prediction is 

essentially unchanged from that for elastic f/J production through the photon-gluon fusion mechanism. 

However, in this case, the data for inelastic production support.the calculation. D.W. Duke and J.F. 

Owens have also performed a calculation58 for inelastic f/J leptoproduction based on the 'Y9 - f/Jg 

subprocesses. They also include the contributions of both difl'ractive and non-difl'ractive "(q - f/Jq 

diagrams, where q represents alight valence quark from the nucleon target. While their text claims 

that the Q2 dependence observed by the EMC is well described by the calculations, examination 

of the accompanying figure shows clearly that their Q2 dependence is also essentially that of a 

propagator P(A) with A= 3.1 GeVjc2. 

The only theoretical support for a Q2 dependence which falls faster than that which we have 

observed comes from J.P. Leveille and T. Weiler who have separately considered53 only those "(q-

f/;q subprocceses that are non-difl'ractive (Figure 1.4 (g)-(h)). Their conclusion is that the ratio or 

non-difl'ractive to ditrractive f/; production should fall rapidly as Q2 increases from zero (the ratio 
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(m.,fm,)4(m~ + Q2/m; + Q2)2 is suggested), arriving at a constant value when Q2 2':- 6{ GeV/cf. 

Our data imply that these processes alone cannot account for the majority of the inelastic t/J signal. 

V.6 The K, Distribution 

The effective cross section for inelastic t/J production by muons is presented as a function of 

incident virtual photon energy in Figure V.6. The.data are absolutely normalized and plotted with 

statistical errors for the elasticity regions z < 0.7 (part (b)), 0.7 < z < 0.9 (part (c)), and z < 0.9 

(part (a)). The same correction factors a1f'ecting the normalization of the inelastic muoproduction 

cross section, with their associated systematic uncertainties, as discussed in Sec. V.l, have been 

included here. The data have been extrapolated to Q2 = 0 by using the observed propagator 

dependence P( Q2; A), with the value of A appropriate to each z region. Table V.6 provides a list 

of plotted data. The overall similarity in the shape of the data for z < 0.7 and 0.7 < z < 0.9 

shows that, at least for z < 0.9, the v dependence of the cross section is essentially independent of 

elasticity. When the data are ftt to the simple phenomenological form u(v) = AvP the results listed 

in Table V.7 are obtained. 

In each part of Figure V.6 we have shown the E.., dependence of the Berger-Jones "'fg - t/Jg 

QCD calculation for u("TN - ¢X) (solid line) and the result of the phenomenological ftt, ue
1 
= 

(20.5 nb) log
10 

v /(11.5 GeV) (essentially identical to the 1GF form), to the effective cross section 

data for elastic t/J production plotted in Figure IV.6(a). The curves have been multiplied by the 

constant factors listed in the figure in order to maximize their agreement with the data. The shapes 

of the "'fg - t/Jg and elastic flt curves are similar in nature, due to the fact that each is dominated 

by the behavior or the gluon's fractional momentum distribution G(x). Either curve provides an 

adequate description or the cross section, although both tend to rise more slowly with v than do 

the data at the highest values or v reported. The constants normalizing the elastic flt curve are 

consistent with the division or total cross section into elastic and inelastic parts reported earlier; to 
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wit, roughly half the f/J's produced are associated with the presence of additional hadronic energy. 

Note that in Figure V.6 we have assumed that theE"'' dependence of the "fg- f/Jg prediction 

is uncorrelated with z. The curve drawn in each part of the figure is that found by integrating 

<P(J I dzdtf!.l. over all z and tf!J.. The absolute normalization assumed for each curve is that presented 

by Berger and Jones for all z, but scaled by the fraction of events predicted to lie in the appropriate z 

region. These fractions have been calculated to be 0.33, 0.37, and 0.70, for the z < 0.7, 0.7 < z < 

0.9, and z < 0.9 regions, respectively, by evaluating da/dz at the average energy (E"'' = 104.4 GeV) 

of the z < 0.9 data. The changing value of the constant needed to bring the "fg - f/Jg prediction 

into agreement with the data reflects the relatively minor discrepancies between these fractions and 

those observed in the data. 

The fact that each of these numbers is ,_ 5.5 indicates a fundamental flaw in the theory as a 

description of inelastic '¢ production. This cannot be explained away by the existence of higher mass 

cc cascade events, as the discrepancy is independently observed in the z < 0.7 data, which are free 

ot this process. Nor is the systematic uncertainity in the normalization large enough to account for 

such a number. The factors which influence the theoretical normalization are the values chosen for 

me and as, the specification of the subprocesses to be considered, and the decision to treat the¢ as 

a wavefunction normalized through the its leptonic decay width. These results provide support for a 

theory whose energy dependence is dominated by gluon exchange, with xG(x)"' (1- x)5 , but which 

is not necessarily limited to the fundamental subprocess "fg-+ ¢g. It me could somehow be lowered 

from the value m.J2 chosen, without spoiling the Q2 agreement seen in similar56•58 leptoproduction 

calculations which use 1.5 GeV (Sec. V.5), or as raised, or the wavefunction normalization freed 

from its constraint of providing the correct value of r( '¢ - I'+ 1'-), the Berger~Jones calculation 

would provide an adequate description of the data. 

In Figure Y.6(a) we have also plotted the result for (Jeff('yN-+ V;X) found by the EMC. Their 

absolutely normalized measurement encompasses all events with Ex > 5 GeV, independent of the 

questions or calorimeter resolution or electromagnetically produced elastic feed-down processes. To 
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compare their data with our z < 0.9 result we have multiplied their publishedD2 inelastic cross 

sections by 0.726, that fraction which they observed below z or 0.9. While the BFP results agree 

in the value or (!
8
1/ observed at E7 = 120 GeV, the mean photon energy or the samples, the EMC 

data rise more steeply with photon energy and exhibit an effective threshold atE > 50 GeV. 
. "' 

Unlike the situation in Q2 , it may be possible that this discrepancy is attributable to the 

difference in z regions or the samples, as there is a direct relationship between z and v: z = E./ v = 

1- E 
1
/v. For a given (E 

1
), events at high z should correspond to high v. Were these z > 0.9 

ca ea 

events to be included in the BFP sample, we might see the cross section increase suffi.ciently at high 

v to resolve the discrepancyD3 . 

The 'Yvg -+ ,Pg calculation or W.Y. Keung in Reference 56 yields results similar to those plotted 

in Figure V.6. The normalization or that prediction is such that (J N N(v = 100 GeV) = 6.4 
"' -t/J 

nb, as compared to 4.3 nb for the 'Yg -+ ,Pg curve plotted. The increase is insuffi.cient to resolve the 

discrepancy with the data. 

In Reference 58, discussed earlier in regard to the Q2 dependence or inelastic ¢ production, 

Duke and Owens have also predicted the E
7 

dependence or (Jeff('YylV -+ ,PX, Ex > 5 GeV) and 

compared their results with the EMC data. As their calculation is basically an extension or the 'YGF 

model it incorporates the SLD hypothesis to specialize from inclusive cc results to_¢ production, 

with the corresponding normalization uncertainty induced by f J.. Ir they fix f J. with the 
ce-v ce-~ 

EMC elastic data sample, they ftnd excellent agreement with the EMC inelastic data in both shape 

and normalization. Thus, their calculation will apparentlyD4 conflict with the E
7 

dependence or the 

BFP data, while accurately fitting the relative normalization of the elastic and inelastic samples. 
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VI. SUMMARY and CONCLUSIONS 

The study of ¢ production by muons can provide information valuable to the understanding of 

the dynamics of heavy quark interactions. A qualitative description of the photon-nucleon interac

tion that results in diffractive ¢ production is provided by the vector dominance model. The physical 

picture it supplies has been recently quantified in many respects by first order QCD perturbation 

theory calculations (generically termed 1GF calculations), which justify their significance by the 

small value of the strong coupling constant in heavy quark production. By extending these calcula

tions to include second order processes, quantitative predictions for inelastic and non-diffractive ¢ 

production are obtained. These data test the validity of the fundamental assumptions underlying 

the perturbative approach, determine the values of adjustable parameters present in the models, 

and discriminate between particular forms or the calculations. 

In order to allow comparisons with models that limit their applicability to solely elastic or 

inelastic processes, the data are divided into two groups, based on the amount or hadronic energy 

seen in the event. Furthermore, for the purposes of isolating a clear data sample whose interpretation 

in terms of hard QCD processes would be unatl'ected by eit.her elastic-inelastic sample mixing due 

to electromagnetic, VI to ¢ decay, or calorimeter resolution effects, we consider separately inelastic 

events with z < 0.7. 

We have found that the total cross section for muoproducing ¢(3097) at 209 GeV is 0.64± 0.10 

nb. The portions ascribed to elastic and inelastic production processes are 0.36 ± 0.07 nb and 

0.28 ± 0.06 nb, respectively. The muoproduction cross section for inelastic events with z < 0.7 is 

0.14 ± 0.02 nb and that for events with z > 0.7 is 0.14 ± 0.03 nb. 

In the -yG F model the elastic result can be used to fix the fraction of cc states with m ce < 2m D 

that appear as '¢(3097). When a
5 

is chosen as a
5

(Q2 = m~,A = 0.5/GeV) = 0.41, f(cc-+ ¢) = 
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1/8 leads to q 
1 

t. ( 1GF) = 0.35 nb. 
fl Cl8 IC 

While the 1GF calculation which leads to the above prediction makes no estimate of the size 

of "true" inelastic cross section, it does imply a certain contribution to (1. 
1 

. (z > 0.7) due to 
ane ca•hc 

t/1 and x production. By itself, the "semi-local duality" assumption in the model leads us to expect 

that all cc bound states with m ce < 2m D will be produced with equal probabilities independent of 

particle spin-parity considerations. Were this true, the measured cross section would satisfy 

u. 
1 

c· (z > 0.7) + u 1 c· > q G.F = ~ u.B .... X~ 0.70 nb, 
lftfl CIB IC e CIB IC - 'J 4.J I a-.-

i-f/J,VJ11)( 

since the sum of t/1 and x branching ratios to ¢ is 1.03. The measured number is 0.50 ± 0.08 nb, 

2.5 sigma from the expectation. This fact must call into question the duality concept, and therefore 

the entire 1GF ¢production normalization procedure. 

The photon cross section corresponding to the the z < 0.7 region is approximately 6 times 

that expected from second order perturbation theory calculations that limit themselves to "(g - ¢g 

subprocesses and require the cc system to form a color singlet. Similar calculations that include "(q -

¢q contributions and, more importantly (in terms of overall normalization), allow for cc quantum 

number rearrangement through (uncalculated) soft gluon emission, are in much better agreement 

with the magnitude or the measured cross section, if the same fraction f(cc- ¢)set by the elastic 

data is also applied to resolve the inherent normalization uncertainty of this method. 

The poor resolution or the spectrometer for 1ti<0.5 (GeV/cf limits our independent measure-

ment of the size or the coherent production component to 24±~~% and completely prevents us from. 

measuring the coherent t slope, b c· Our value is consistent with optical model expectations, assum-

ing A,
11

/A=0.85 and be= 150 (GeV/c)-2 • When fits to the data are constrained to this optical 

model we find that 30 ±a( stat.)± 2(syst.)% of the observed signal is due to coherent production, 

which, once acceptance effects are removed, translates into a 22% coherent contribution to the total 

elastic cross section. 

Once the coherent part has been subtracted from the data, the remaining incoherent data are 
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well ftt by the sum of two exponentials, 

(dufdt). = 49.5 nb/( GeV/cf[0.82e4
·
25

' +0.18e0
·
93

']. 
I ftC 

The average incoherent slope parameter is (b 
1
)eff = 2.56:!t~(8tat.)±8JHsyst.). There is a 20% 

normalization uncertainity associated with du/dt 1,_
0

• 

These results are consistent with fjJ photoproduction data28- 31 and with another fjJ muoproduc-

tion experiment95 • Table VI.1 summarizes these results. By way of comparison, we note that the 

average incoherent slope parameter for p muoproduction35 is b = 6.4 ± 0.8 (E
11 
= 147 GeV) and for 

I{) electroproduction38 (E'TV = 2 GeV) is b = 3.4 ± 0.2 (GeV/c)-2• This experiment does not at-

tempt to measure changes in the t distribution as a function or Q2 , a measure of photon "shrinkage", 

a common practice in the light meson production experiments. For reference, the average value of 

Q2 and v for these elastic data are 0.71 (GeV fcf and 93.2 GeV, respectively. 

Vector dominance inakes no definitive statement on the shape of the t distribution for a given 

vector meson, although the concept of diffractive production is implicitly assumed in the model. 

However, the relationship between the forward scattering amplitudes for 'YvN - tJ;Nand fjJN -

tJ;N prescribed by VMD is used with the optical theorem to generate ·a relation (Eq. 1.4) between 

u • • (tJ;N) and dn/dt('YN- tJ;N) 1. t • Approximating {j = 0, bt . = 0, and f(tJ;- p+p-) = 
.o. ·- ... mtn 

4.3 keV we can use du/dt l,_o and Eq. 1.4 to find u,
0
,(tj;N) = 1.30 ± 0.26 mb. This excercise 

was commonly performed in the first fjJ photoproduction experiments with similar results, to provide 

evidence of the hadronic nature of the tJ;. 

Finally, the VMD model can be used to make a statement98 about the expected ratio of elastic 

to inelastic charm prodUction. Eq. 1.5, the value or ( b 
1
) eff' and the above result for u tot can be used 

to calculate 
(j 

el Utot 1 
-( tJ;N) = -- = 0.0260 = -, 
Utot 161Tb1 38.5 

thus suggesting that inelastic channels comprise a significant fraction of tJ;N collisions. Vector-
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dominance ideas would then imply 

where c and ~ are here used as generic names ror particles carrying the charm quantum number. 

Thus, in VMD, we expect the ratio or the inelastic charm photoproduction cross section to the cross 

section ror elastically producing ¢'s to be s::::~ 40. We have previously reported07 the cross section 

for difrractively producing open charm as qtlifiP.~-+ ccX) = 6.9±f::nb (or qtlifl('rN ..... cCX) = 
" 

560±tggnb at v = 100 GeV and 750±~ggnb at v = 178 GeV). The cross section is labeled difrractive 

because the data are insensitive to charm production mechanisms where the cc pair does not carry 

off' most or the laboratory energy or the virtual photon. Augmenting this number by the cross section 

ror inelastic ¢ production, q_ 
1
(p.N- ¢X)= 0.28 nb, we tlnd the ratio 

'"' 

(

(!iraela.tic) 6.9 + 0.28 7.2 = =--=20, 
(J . 0.36 0.36 

elastic Iliff 

approximately a factor or 2 smaller than the vector dominance prediction ir, as suggested by VMD 

itself, all charm photoproduction is dift'ractive. The above result might suggest that non-dift'ractive 

processes account ror a significant fraction or the total charm photoproduction cross section. 

In the simplest 1GF models t = ~lsora =: 0. Arguments30 involving the color bleaching or 

the cc system by the second soft gluon and the breakdown or the parton model approximation at 

vanishingly small Q2 lead to an expectation that the t distribution will be smeared, but will remain 

sharply peaked toward t = 0. In a more general version118 or 1GF an intrinsic transverse momentum 

distribution f(k 1.) or gluons in the nucleon is allowed. This momentum allows ror the definition or 

a 1v¢ scattering plane and leads to the prediction or an azimuthal (with respect to the beam muon 

scattering plane) dependence in ¢ production. In this case, f( k 1.) is measured by the t distribution 

or difl'ractive ¢ production. This analysis has not been carried out. 

The polar and azimuthal angle distributions or muoproduced ¢ -+ p.+ p.- demonstrate that in 

the reaction 1vN-+ ¢N the ¢'s helicity is related to that or the incident 1v in a manner consistent 
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with a-channel helicity conservation (SCHC) and natural parity exchange. This same behavior is 

seen in the leptoproduction of the lower mass vector meons. When we assume R = eQ2fm~, 

€2 has a flt value of 4.o±:J This can be compared with the value of e = 0.5 observed35 in p 

muoproduction. When R is flt to a constant value we flnd R = 0.37±&:~. a 1.5 (J deviation from 

R=O. 

The azimuthal angle data clearly rule out a flat angular distribution. In the standard -yGF model 

for f/; production there is no obvious correlation between virtual photon helicity and f/; helicity4g, 

due to the required exchange of a second color-conserving gluon that is ignored in the calculations. 

The longititudinal and transverse cross sections, (J L and (J T' are, however, calculated for different 

assignments of gluon JP. For JP = 1- (l+,o-) these yield R ~ 0.02 (0.4,0.2) at values of Q2 ~ 1 

( Ge VIc f typical of our data. Our results are not precise enough to decide among these possibilities. 

The questi->n of helicity conservation in f/; photoproduction for the general case of two-gluon 

exchange has been addressedgg independently of -yGF by B. Humpert and A.C.D. Wright. Their 

conclusion is that, for s sufllciently above t/J threshold·, as in this experiment, any choice or gluon mass 

and spin-parity results in a prediction or SCHC. (i.e.pg0 = 0, see Appendix A). Furthermore, for 

vector gluon exchange, helicity is conserved almost exactly even in the ¢-threshold region. In general 

SCHC is violated in the ¢-threshold region at various levels, depending on the phenomenological 

model chosen. This experiment clearly adds support to these ideas. 

The Q2 dependence of the effective cross section for elastic f/; photoproduction is well described 

by a propagator shape, P(A) = (1 + Q2 /A2)-2 • When one chooses to parameterize the t/J -+ 

p+ p- angular distribution in the form prescribed by the SCHC and NPE assumptions, choosing 

R = (J L/(J Tat Q2 and ignoring any Q2 dependence in the nuclear shadowing factor S(x') yields A= 

2.18±&:~~ GeV/c'l. If instead we assume R= constant, we flnd A= 2.43±'0.15 GeVfc'l. Including 

a shadowing factor which rises from 0.7 to unity with increasing Q2, in the manner described in Sec. 

ID.6.2, causes the O.t value of A to drop by 0.2 GeVfc'l. 

The highest value of A found remains 4 statistical standard deviations from A= 3.1, the VMD 
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expectation which has adequately described the Q2 dependence of the lighter mass vector mesons. 

Since m~ is on the order of 10 times that of the mesons for which the VMD model was originally 

postulated, this may not be too surprising. However the "YGF model also predicts that the Q2 

dependence of the eft'ective cross section will be approximately propagator-like, with A essentially 

determined by the mass of the charmed quark used in the calculation. Fits of the model to the data 

with me as an adjustable parameter indicate that the best flt me is typically equal to half the best flt 

value of A. For example, we flnd me= 1.10 ± 0.08 GeV jr? when we flt the data which yields A= 

2.18 GeV/c2 • The increased phase space available with low me causes the "YGF calculation for the 

muoproduction cross section to rise dramatically. Using me= 1.10 GeVjr? results in a prediction 

for a that is 9 times the observed value, if f "" and a 11 are kept at 1/8 and 0.41, respectively. ee-.,.. 

Introducing additional Q2 dependence by evaluating a 
5 

at m~e + Q2, rather than at m~e• has no 

etl'ect on these conclusions. Neither can the form of the gluon fractional momentum distribution 

G(x), through the power of 1- x in its parameterization, alleviate the discrepancy. 

Examination of aelf(v) in ditl'erent Q2 regions indicates that the two variables are essentially 

uncoupled in the kinematic range covered by these data. The elastic cross section is still slowly rising 

withE,., atE,., = 170 GeV and can be parameterized by the form ae
1
/v) = 20.5- nb log10(v /11.5-

GeV). The form of G(x) determines the v dependence of the "YGF calculation. Fits of the model to 

ae
1
/v, Q2 = 0) indicate that when xG(x) = 0.5('7 + 1)(1- z)", excellent agreement results; we find 

'7 = 5.3 ± 0.4, consistent with the value '7 = 5 arrived at through dimensional arguments. If "YGF 

can resolve the Q2 discrepancy, ae
1
/v) measured in this experiment provides a model dependent 

determination of G(z) at Q2 ~ 10( GeV fc)2• 

Results for the inelastic f/J sample, as determined by a cut in the energy observed in the 

calorimeter, have been presented separately for data in the elasticity regions z < 0.7 and 0.7 < z < 

0.9, in order to lessen possible ambiguity in subsequent interpretations. The elasticity distribution 

itself, rPa /dzd,?, rises approximately linearly with z = E.) E .. and is adequately described in 
eff ~ · .,.. • 

z < 0.9 by the result of a QCD calculation55 of the second order process --rg ..... t/Jg. It is surprising 

79 



that the data do not lie above this prediction when z > 0.7, where both simple VMD and 1GF 

predictions ror elastic f/1 production indicate that t/J events coming rrom f/1 decay should augment 

the signal rrom purely inelastic processes. 

In ract it is generally true that the measured differential cross section in any variable does not 

vary dramatically ror events in the two elasticity regions. Both the overall dependence and what 

little variation is observed is adequately described by the "fg - t/Jg calculation. For example, the 

variation or ,p(J et/ dzdpJ_ with Pi can be parameterized by the sum or two exponential terms in 

p2.l, with average slope parameters or 1.02 ± 0.25( GeV/c)-2 and 1.54 ± 0.11( GeV/c)-2 ror the 

low and high z regions, respectively. The "fg ....;. t/Jg calculation predicts both the changing slope or 

the differential cross section and the correct average slope in ~ach z region. 

The observed Q2 dependence or the effective cross section ror the inelastic 'YvN - t/JX process 

is also described by the propagator rorm P(A). Parameterizing the t/J - IS+ IS- angular distribution 

in the SCHC, NPE rorm with R = 0, and ignoring nuclear shadowing, we flnd that A= 3.10 ± 

0.37 GeV/c2 ror events with z < 0.7, and A= 2.61 ± 0.20 GeVfc2 ror events with 0.7 < z < 0.9. 

When data rrom these two z regions are combined we measure A= 2.98 ± 0.21 GeVfc2. This last 

result is 40' larger than the propagator mass round by the European Muon Collaboration (EMC), 

A= 1.8 ± 0.2 GeVfc2, whose inelastic t/J data span all z and are deflned by a 5 GeV calorimeter 

energy cut. Since Q2 is largely kinematically uncoupled rrom elasticity, it is unlikely that the Q2 

dependence ror z < 0.9 can resolve the discrepancy between the two experiments. The data rrom 

this experiment are consistent with both the 'Yvg- t/Jg prediction511 and with a calculation58 which 

includes the contributions rrom 'YQ - t/Jq diagrams. The inelastic events cannot arise rrom purely 

non-difl'ractive processes, ror which a propagator mass A"' mP is expected53• 

The variation or (JelfhvN - t/JX(inelastic)) with E"' is round to be consistent with that or 

elastic t/J production, similar in the two elasticity regions examined, and described adequately by the 

'Yg - t/Jg calculation. This may be attributed to the dominance or "(g diagrams in both elastic and 

inelastic processes, with (J(v) determined for each by the form or G(x ). The E"' dependence or the 
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combined z < 0.9 data has been compared to that measured by the EMC (all z), and are round to 

rise less steeply with photon energy. This, however, is a discrepancy which may be caused by the 

di1rerent z regions considered. When the models which include 1q- '1/Jq diagrams incorporate the 

Ellad > 5 GeV cut of the EMC, the calculations agree well with the EMC result. 

In conclusion , we find that the first order QCD perturbation calculation, photon-gluon fusion, 

describes elastic '¢ production in all respects except for its Q2 dependence. Inelastic '¢ production is 

adequately handled by expanding the calculations to second order where final state gluons provide 

the obse"ed energy. Limiting the cc pairs thus produced to those in color singlet, JP = 1- states, 

however, results in predictions for the cross section far below the measured value. 
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APPENDIX A 

The Angular Diltribution of Di-leptont·ID the Dee&7 of Leptoproduced Vector Mnon1 

A formalism, now iD standard use, in which to analyze the photoproduction and leptoproduction 
I 

of vector mesons has been presented in References 33 and 32, respectively. In these works the spin 

dependence of the production is described iD terms of the spin space density matrix of the vector 

meson. By expressing the decay angular distribution, W, of the vector meson iD terms of these 

matrix elements, measurements of W can be used to study the production amplitudes. However, 

since these papers were written before the discovery of charm, the specific decay· mode considered 

was V-+ two pseudoscalar mesons, as in p-+ 1r+1r-. More recently, Humpert and Wright have 

considered 00•100 the analagous problem for 1/J photoproduction through the 1/J -+ e+ e-, IJ+ IJ- decay 

modes. This section flUs the currently existing gap by using the results of these authors to flnd the 

angular distribution of 1/J-+ IJ+ IJ- in terms of the density matrix elements for leptoproduced f/J's. 

A.l Kinematic• 

The kinematics are those depicted in Figure 11, where the 4-momenta of the incoming and 

outgoing leptons, the initial and flnal state nucleons, and the exchanged virtual photon and produced 

vector meson are 1
1

, 1
2

, n
1

, n
2

, q, and v, respectively. The vector meson production is analyzed in 

the hadronic center of mass system defined by 

• • q X v 
y = I • ., , X= y X z. 

q X y 

The angle ~ is defined as the angle between the normals to the lepton scattering plane, 



and the hadron production plane Y: 

cos• = e1• Y, 
. . (Y x e1)· Z 

Bagn(sm •> = IY X e,l . 

The decay distribution of the vector meson is described in the vector meson rest frame with the z 

axis as the direction of flight of the vector meson fn the hadronic c.m.s. 

r=Y, Z =7 X I. 

If u is the unit vector of the fJ+ in the '¢ rest frame, the decay angles are 

cosfJ = u ·I, 
..~,. _ 1· (1 xu) 

cos'+'- I I , I XU 

. ..~,. __ z·(IX_u) 
Sin'+'- I I . I XU 

See Figure 13 for a graphical representation of these angles. Note that in this ftgure, and in the 

main text, we use the variable names t/> = 4>
2

- t/> 1, while in this appendix, after the notation or 

Reference 32, we identify,'¢= tf>- •· 
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A.2 General decay angular diJtribuilon of t/J -+ p+ p-, e+ e-

The polarization states or the photon and the t/J are represented by their hermitian spin space 

density matrices, p("r) and p(t/J). These are related by the production amplitudes T 

In the helicity coordinate system described above, the angular distribution or the deeay is given by 

where M is the deeay amplitude,>.+,-=(±!) represent lepton helicities, and >.V,V' =(-1,0,1} 

represent t/J helicities. The deeay matrix elements are given by 

where a=>.+->._. The Wigner rotation runctions101 D(4J,8,-4J) and the hermiticity or p{t/J) can 

then be used to show 

W(8,4J) = 4~1c1 12(~1 + cos28) + 2asin2 8(p11 + p_1_ 1)+ ~(2sin2 8 + 4acos2 8)p00 

+ ~(Rep10 - Rep_ 10)sin28cos<P(1- 2a) 

- ~(lmp10 - /mp_10)sin28sin,p(l- 2a) 

+ Rep
1

_
1 

sin2 8cos2<P(1- 2a)- lmp
1

_
1 

sin2 8sin2<P(l- 2a)} 

a photon, a = 0; we assume this to be the case and henceforth drop these terms. Note that the 

sum of all terms that appear above multiplied by 2a are just those constituting the decay angular 

distribution for V- 2 pseudo~alar mesons. 
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In order to make the spin content of p( ¢) explicit, it is decomposed into a basis spanned by an 

othoganal set of hermitian 3x3 matrices, !:0 (Ref. 32, Eq.64) related to the photon's polarization. 

where, 

Here the >.'s denote the helicities of the respective particles in the reaction "fvN- f/JN' and N
0 

is a 

normalization factor. The matrices !:0 and !:1•2.3 describe transverse photons and correspond to the 

unit matrix and the three Pauli spin matrices a in the photoproduction case: !:0 gives the unpolarized 

part, I: 1 and E2 represent linear polarization, and !:3 represents circular polarization. The matrix 

.1:4 describes longitudinal photons and E5 - I:8 represent transverse/longitudinal interference terms. 

The components of D measure the degree of polarization of the virtual photon in terms of these 

basis states. We have 

where 

J2eR(l + e+ 26)cos~, J2eR(l + £ + 26)sin~. 
2;(1- e)J'R(P1 cos~+ P2 sin~). 

~(1- e)J'R(P1 sin~- P2 cos~)). 

e+6 = rL/r T' 
2m2 

6 = - 11(1- f) Q2 • 

and the P. are the components or the incident lepton's polarization in the Breit system . • 
Symmetry properties or the p01

, along with their hermiticity, reduce the number or independent 

matrix elements in p01 and divide the p01 into two groups: o=O, 1, 4, 5, 8 and o= 2, 3, 6, 7. These 

8S 



are listed in Reference 32, Table B, where we note, however, an error in the signs of the imaginary 

parts or the elements lying below the diagonal or the upper matrix. 

The angular distribution is then written as 

8 

W(8,cp) = L narW0(8,cp), 
a-o 

where the wa are obtained from W by replacing the p .. with PC:,·· Using the simpli1led. pGr and the ,, 
trace condition Trp0 = Trp4 = 1 (arising from t~e identification or noi:0 and n.I:· with (JT and 

u L' respectfully) we flnd, for a= 0, 4: 

for a = 1, 5, 8: 

and for a= 2, 3, 6, and 7: 

A.3 General result for unpolariled incident leptons 

In this case P
0 

= P 1 = P2 = 0 and therefore ~ = II., = ~ = 0. We are lett with 

wsnpo•<o. cp, •> = L nawa<o, cp), 
0,1,2,4,5,11 
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which leads to 

1 3 2 
W(O,¢>,+)= t+(£+ 6)R 41I'Ic11 X 

([~1 + pg,) + ~· - 3pg,)cos" 8 + r2Rep:, sin 28eos ~ + p:_, sin2 8 eos 2~] 
- £cos2+[p~ 1 (1 + cos2 0) + P~o sin2 0 + V2Rep~0 sin20costf> + P~-l sin2 Ocos2tf>) 

- £sin 2+[- v'2Im~0 sin 20 sin t/>- Jm~_1 sin2 0 sin 2¢>) 

+ (£ + 6)R[~(l + p~0 ) + ~1- 3p~0 cos2 0 + v'2Rep~0 sin20cos¢> + P1~ 1 sin2 0cos2t/>) 

+ V2£R(l + £ + 26)cos+[pi1(1 + cos'J. 0) + pg0 sin2 0 

+ v2Repi0 sin20cos t/> +Pi-t sin2 8cos2t/>) 

+ J2<R(l + < + 26)sin +[-v'2fmp:0 sin29sin~ -Imp:_, sin2 9sin2~]) 

Note that there are 20 independent quantities affecting the distribution: aT' a L and 18 p~ 's. 

A.4 General re1ult for longitudinally polarised incident lepion1 

For longitudinally polarized leptons moving in the z direction, the rest frame polarization is 

J3! = P(O,O,±l,O), 

which transforms to the Breit system (BS) as 

This can be used to evaluate 11
3

,7,
8 

to give, 



wJonc. pol.(O f/> •> = ±P 3 X 
, , l+(f+6}R41r 

(VI- <"{-VUmr,, sin28 sin <I -Impl_, sin2 0sin2!1) 

+ J2<(I- <XI+ ~)Rcos+(-V2lmpi0 sin20sin<i-/mpi_1 sln2 0sin211) 

+ J2<(I- <XI+ I~ ,lRsin +(p~1(I +cos" O) + pg0 sin2 0 

+ v'"""2Rep~0 sin 20 cos~ + p~ _ 1 sin2 0 cos 211)} 

This term introduces 8 additional independent quantities. 

A.S The decay angular dil~rlbu~ion in ~he cue of na~ural parity exchange and t-channel hellcity 

con~ena~ion 

It 'YvN - VN via t -channel exchange of a particle system with natural (P = (-1)1) or 

unnatural (P = -(-1)1 ) parity, there exists a fmther symmetry property of the helicity amplitudes 

T under interchange of V and 'Y helicites indices. These are such that if 

we can define 

where, 

with no interference terms between TN and ru. The above equation, the symmetry property of 

r<:> refered to above, the parity symmetry of the helicity amplitudes, and a further property of 

the Ea matrices that relates different Ea and E.8 can be used to express pa(:) in terms of pa and 

p.8 ( ~ :;1: tJ), thereby reducing the number of independent matrix elements once N or U exchange is 

specified. 
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It helicities are conserved in the hadronic c.m.s. (SCBC), 

the 3X 2 x 3X 2 = 36 original complex amplitudes are reduced in number to six. Parity conservation 

symmetry reduces these by an additional factor of two, leaving 3 independent amplitudes. The 

assumption of natural parity exchange leaves us with only two, which are chosen to be T
1

;
1

; and 

To;o;. Their relative phase is defined as 6, 

These conditions can be used to find that 

1 
l•=2r:a (a=0,1,2,3,4) and 

1 .6 
pa = -e' r;a (a= 5-8). 

2 

Evaluating the angular distribution then results in 

wunpol(8,¢,+) = ( 
1 

)R 
3 

jc112((1 + cos2 8)- £sin2 8(cos2+cos2¢ + sin2+sin2¢) 
1 + f + 6 81r 

+ 2(£ + 6)Rsin2 8 + J2£R(1 + £ + 26)sin28cos6(cos+cos¢ + sin+sin¢)} 

or finally, 

wunpo~8, ¢, +) = 
1 
+ (£ ~ 

6
)R 8~ 1cl((1 + cos2 8)- £ sin2 Ocos 2¢ + 2(£ + 6)Rsin2 

0 

+ J 2£R( 1 + £ + 26) sin 28 cos 6 cos f/J} 

where f/J = ¢ - +. 

By comparison we can write down the polarization dependent term 

ol ±P 3 2 26 
WI' (8, ¢, +) = 1 + (t: + 6)R 81rlc11 2t:R(1- t:)(l + 1 + t:)sin 6 sin20 sin ftl. 
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In the limit Q2 > m;, we have (lcl = ~for normalization) the final result: 

W(O,t/>,•)= : R 
3 

(<1+cos2 0)-£sin2 0cos2t/1+2£Rsin2 0 
1 £ 161f' 

+ V2£R(1 + £) sin28cos6 cos¢- PV2£R(1- £)sin 20sin6 sin t/J). 

The (1 + cos2 8) term is related to transverse f/J production, while the 2£R sin2 8 is related to 

longitudinal f/J production. The cos 2?/J term arises from linearly polarized transverse photons while 

the sin 28 terms result from interference between transverse and longitudinal helicity amplitudes. 

We note here what form W takes when the SCHC assumption is not made and W averaged over 

azimuthal angles: 

NPE only affects the terms which have averaged to zero. SCHC implies pg0 = 0 and p~0 = 1. 

Clearly, any test of SCHC with virtual photons requires R to be known. Tests of this assumption 

are therefore best made using real photons by ascribing differences in measured W from 1 + cos2 8 

to devia~ions of P8o f'rom zero. 
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Table ILl Average '98lues and rms deviations of parameters specifying MWPC chamber eftlciency 

E. The dependence on radial distance r from the beam centroid is taken as E = a- be-r fro, and the 

average is over chamber number. Results are shown for anode (z) and cathode (y) planes for both 

p+ (flux=2 x 108 muons/sec) and p- (flux=0.6 X 108 muons/sec) running. 

MWPC EFFICIENCY 

p+ p-

mean u mean u 

a(%) 93.4 4.7 94.9 3.5 

% b(%) 10.8 5.6 10.7 6.5 

' 
r

0
(cm) 17.2 11.6 12.2 8.3 I 

a(%) 92.0 4.5 94.3 4.2 

11 b(%) 33.1 13.3 30.5 17.9 

18.2 11.1 15.6 9.0 
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Table IV.l. Results of fits to the t dependence of the effective cross section u,
11 

for the reaction 

"YvFe-+ f/JX (energy (X) < 4.5 GeV). The fit parameters N', a,/, 6
1 

and 62 are described in the 

text. The five reported fits differ in which, if any, of these parameters are constrained. In Fit 1 all 

parameters are free; a then measures deviations of the data from the optical model or changes in 

the coherent slope parameter from that used in the Monte Carlo simulation. Fit 2 fixes N' = 1, 

testing sensitivity of the measured parameters to the validity of the analysis procedure. In Fits 3, 4, 

and 5 a is constrained to values corresponding to various nuclear shadowing factors, A,
11

/A, within 

an optical model parametization of du/dt, with 60 = 150 (GeV/c)-2. Fit 3 is the best estimate 

of the data; Fits 4 ·and 5 provide an estimate of the systematic errors in Fit 3 under variation of 

A,
1
,JA. Also presented for Fits 1 and 3 are the values of the average incoherellt slope parameter, 

(b
1
),

11
, and the fraction of coherent events in the observed data sample, fc· 

Fit 1 Fit 2 Fit 3 Fit 4 Fit 5 

x2/DF 0.4/4 1.7/5 0.5/5 0.4/5 0.7/5 

N' 11o+o.1• · -O.OD = 1.00 1.06± 0.05 1.08 ± 0.05 1.05 ± 0.05 

a 0 62+0.D8 . -0.58 1 40+0•78 
. -0.51 = 1.00 = 0.82 = 1.18 

I o s5+o.o7 . -0.10 0 79+0.08 · -0.011 0.82± 0.04 0.83 ± 0.04 0.80± 0.05 

61 5.03± 1.80 3.46 ± 0.86 4 25+0.78 . -0.80 4 59+o.77 . -0.82 3 97+0.75 . -0.58 

62 0.96± 0.12 0.90 ± 0.13 0.93± 0.11 0.94 ± 0.11 0.92 ± 0.11 

lc 0 24+0.211 . -0.18 NA 0.30 ± 0.03(stat.) ± 0.02(syst.) NA NA 

(bl)eff a os+o.87 . -1.03 NA 2 56+0·35(stat )+0·21(syst) . . -0.32 . -0.17 . NA NA 
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Table IV.2 The total, coherent, and incoherent cross sections, di1ferential in t, for the reaction 

"YvFe- t/JX (energy (X)< 4.5 GeV), in nb/{GeV fcf. Each entry corresponds to a bin in measured t. 

The total cross section is corrected point by point by the assumed coherent contribution, as described 

in the text, to yield the incoherent cross section. The tabulated tis the resolution corrected (true) 

value corresponding to the incoherent contribution only; for coherent events true t ~ 0.01 {GeV fcf, 

for all bins in measured t. The errors on {da/dt)colt and (du/dt)101 are statistical only. Errors in 

(du/dt). are calculated from those of the total and the coherent cross sections. The incoherent 
lilt: 

contribution is plotted in Figure IV.1(b); note that the first two.data points have been combined in 

the plot. 

t(GeV/cf dufdt [nb/(GeV/cf] 

TOTAL COHERENT INCOHERENT 

0.128 73.4 ± 6.4 45.9 ± 2.3 27.5 ± 6.8 

0.159 63.7 ± 5.5 33.6 ± 1.9 30.1 ± 5.8 

0.199 44.8 ± 2.5 19.4 ± 0.9 25.4 ± 2.7 

0.281 29.3 ± 1.9 9.72 ± 0.67 19.5 ± 2.1 

0.383 18.3 ± 1.3 4.05 ± 0.45 14.3 ± 1.3 

0.546 10.2 ± 0.8 0.92 ± 0.27 9.31 ± 0.80 

0.965 4.54 ± 0.32 0.13 ± 0.13 4.41 ± 0.34 

1.85 1.67 ± 0.18 0.01 ± 0.09 1.66 ± 0.20 

3.74 0.286 ± 0.051 0.002 ± 0.035 0.284 ± 0.062 
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Table IV ..a. Part. (a) displays the efreeti've erosa seetlon, d111'erential iD eod and ; for the reaction 

'Tyl'e - fiX ( enerc:y (X) < 4 .• 5 Ge V), iD arbitrary 11Dita. Data and statistieal erron are cmn iD 

60 bins, de1lned bJ a'ferage Q2 (top row), a'ftl'age ear' (left. eolumn), and one of three ; bins 

(seeond-left. column). In parts (b), (e), (d), (e), and (f) the a?erage ftlues of Q2, eoa2 1, eos 2;, E, 

ud the nuclear shadowing factor S(r) are tabulated in an identical manner. 

Table IV .3(a) 

0.53 1.60 6. 34 

- ~ 
cos2e bin d2a(eff)/d~dcose(arbitrary units) 

1 o. 52 (07) 0.37(09) 0.30(10) 0. OS (07) 
0.02 2 0.55(07) 0.61(11) o. 36 (11) 0.10(05) 

3 0.59(06) 0.64 (13) 0.44(09) o. 35 (11) 

1 o. 51 (06) 0.24(07) o. 36 (13) 0.05(04) 
0.06 2 0.61(07) 0. 68 (13) 0. 35 (10) 0.27{10) 

3 0.50(06) 0.76{14) 0.54(11) 0.22(06) 

1 0.54(07) 0.25(11) o. 22 (10) 0.04(05) 
0.16 2 0.64(08) o. 52 (12) o. 36 (11) 0.09(04) 

3 0.52(07) 0.56(11) 0.49(11) 0.11(05) 

1 0.58 (08) 0.32(12) 0.36(13) 0.04(06) 
0.32 2 0.46(08) 0.47{16) 0.27(09) 0.12(07) 

3 0.62(09) 0.66(14) 0.39(10) 0.11(06) 

1 o.ss (28) 0.91(34) o. 31(25) 0.12(10) 
0.54 2 0.67(20) 0.15(28) 0.48(22) 0.05(10) 

3 1.09(29) 1. 21( 48) 0.35(28) 0.12 (10) 
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Table IV .3(b) 

2 2 
<Q >(GeV/c) 0.10 0.53 1.60 6.34 

- ' cos2e bin <if'>(GeV/c) 2 

1 0.081 0.511 1.610 6.490 
0.02 2 0.097 0.509 l. 734 5.480 

3 0.111 0.525 1.528 4.956 

1 .0. 092 0.567 1.406 7.141 
0.06 2 0.105 0.492 1.564 5.327 

3 0.104 0.486 1.489 7.218 

1 0.085 0.487 l. 743 5.930 
0.16 2 0.102 0.529 1.617 7.893 

3 0.105 0.562 1. 717 7.277 

1 0.087 0.556 1.539 5.246 
0.32 2 0.122 0.607 1.578 6.183 

3 o. 117. 0.517 1.601 6.059 

1 0.116 0.494 1.611 7.763 
0.54 2 0.123 0.597 1.450 6.867 

3 0.123 0.601 1.829 6.691 
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Table JV.a(c) 

0.53 1.60 6.34 

- • cos
2e . 2 bin <cos 6> 

1 0.017 0.014 0.014 0.015 
0.02 2 0.015 0.013 0.017 0.012 

3 0.014 0.014 0.014 0.019 

1 0.067 0.067 0.071 0.067 
0.06 2 0.065 0.066 0.061 0.061 

3 0.062 0.062 0.058 0.070 

1 0.158 0.158 0.154 0.147 
0.16 2 0.152 0.164 0.155 0.152 

3 0.162 0.154 0.152 0.153 

1 0.318 0.332 0.323 0.313 
0.32 2 0.319 o. 317 0.318 0.326 

3 0.313 0.320 0.335 0.286 

1 0.533 0.524 0.559 0.518 
0.54 2 0.525 0.555 0.545 0.561 

3 0.522 0.55? 0.554 0.548 
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Table IV.J(d) 

0.53 1.60 6. 34 

- • cos2e bin <cos2~> 

1 -0.191 0.488 0.660 0.801 
0.02 2 -0.328 -0.154 -0.106 -0.082 

3 -0.503 -0.704 -0.756 -0.807 

1 -0.110 0.550 0.707 0.810 
0.06 2 -0.307 -0.165 -0.084 -0.064 

3 -0.495 -0.724 -o. 754 -0.790 

1 -0.073 0.600 o. 726 0.784 
0.16 2 -0.249 -0.111 -0.117 0.009 

3 -0.422 -0.743 -0.766 -0.823 

1 -0.009 0.547 o. 728 0.778 
0.32 2 -0.187 -0.094 -0.077 0.022 

3 -0.422 -o. 121 -0.716 -0.830 

1 0.129 0.502 0.746 0.786 
0.54 2 -0.101 -0.130 -0.094 -0.196 

3 -0.409 -0.692 -0.648 -0.733 
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Table IV.I(e) 

.. 

0.53 1.60 6.34 

- • cos2e bin <t> 

1 0.820 0.799 o. 795 0.851 
0.02 2 0.816 0.818 0.830 0.799 

3 0.836 0.801 0.800 0.800 

1 0.825 0.811 0.766 o. 789 
0.06 2 0.829 0.799 0.774 0.814 

3 0.813 0.804 0.789 0.788 

1 0.792 0.808 o. 794 0.781 
0.16 2 o. 801 0.794 0.790 0.825 

3 0.798 0.795 0.807 o. 775 

1 o. 774 o. 729 o. 769 0.701 
0.32 2 o. 751 0.746 0.778 o. 710 

3 0. 771 0.748 0.733 0.739 

1 0.614 0.642 0.662 0.587 
0.54 2 0.691 0.630 0.618 0.614 

3 0.659 0.666 0.664 0.548 
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Table IV .3(t) 

2 2 
<Q >(GeV/c) 0.10 0.53 1.60 6.34 

- ' 2 cos e bin <nuclear screening> 

1 o. 744 0. 766 0.807 0.906 
0.02 2 0.744 0.764 0.810 0.877 

3 o. 745 0.764 o. 803 0.878 

1 0.744 0. 767 0.795 0.902 
0.06 2 0.745 0.763 0.803 0.888 

3 0.745 0.764 0.799 0.897 

1 0.743 0.762 0.809 0.876 
0.16 2 o. 744 0.764 0.803 0.904 

3 0.744 0.763 0.806 0.900 

1 0.743 0.759 o. 796 0.869 
0.32 2 0.744 0.763 0.797 0.877 

3 0.745 0.760 0.795 0.881 

1 0.743 0.756 0.788 0.879 
0.54 2 0.744 0.758 0.781 0.870 

3 0.744 0.758 0.792 0.867 
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Table IV .4. Fits to the Q2, ;, aDd 8-depeDdenee of the deetm crosa eeetion t1•ll for the reaction 

"fvFe- fiX (enerc:r (X) <4.5 GeV). The angular function W(f1,R), propagator P(A), and nuclear 

ahadowing factor S(r) are defined in the ten. Each of enen flts (numbered in the 1l.nt cohmm) 

is performed both with S(r) included (multiplied "in .. ) and ipored (•out•) in the function fitted. 

Values of chi-squared and the degrees of freedom are liven in the fourth column. Erron on the flt 

parameten A, ,, and ( 2 (flts 1 and 6) orR (flt 2) are ·statistical. Fit 6 is the same u flt 1 ucept 

W is multiplied by (1 + fR); A then parameterizes the Q2 dependence of t1T rather than t1•Jf" Fit 7 

compares the data integrated over ¢ and cos8 with the Q2-dependence predicted by ..,GF. 

Fit Function S(:r) x
2/DF A(GeV!c

2
) 

2 
n ( or R 

No. 

W(o,P.) •P(A!} in 45.4/56 2 03+0.18 1 02+0.28 3 3+4.9 
1 • -0.12 • -0.23 • -3.0 

R=(F.Q/m )"" out 45.5/56 2 18+0.18 1 04+0.28 4 o•4.8 
~ • -0.13 • -0.23 • -3.4 

W(o ,P.) •P(A)} in 42.0/56 2.24!0.13 1 09+0.31 35+.26 
2 • -0.24 • -.18 

Raconstant out 42.4/56 2.43::0.15 1 10+0.31 37+.27 
• -0.24 • -.22 

3 1•?(A) in 73.3/58 2.06::0.11 
out 73.3/58 2.22::0.13 

4 W (1 , 0) •P (A) in 48.6/58 2.21::0.12 
;} :o out 49.3/58 2.40::0.14 

5 W(Tl,O))(P(mlV) in 89.1/58 :3.1 0.96!0.13 :o out 68.5/58 0.93::0.14 

in 47.0/56 2.08::0.24 0.86::0.17 .,4•.61 
6 (l•cR) •Fi t 1 

... -.39 

out 47.6/56 2.20::0.29 0.87::0.17 34•.75 
• -.43 

2 in 7 yGF -~ Q . 32.1/8 
m :1.5 GeV/c2 

proJeCtlon out 14.6/8 c 

XBL 809-11763 
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Table IV.S Part (a) tabulates the effective cross section u.
11 

in nanobarns as a function of E, for 

the dift"ractive process 'YN - 1/JN. The data for E, < 25 GeV were calculated using the results 

of a SLAC photo production experiment2g, as described in the text. The measurements listed for 

this experiment are attained by extrapolating u.
11 

to Q2 = 0 using P(A) = (1 + Q2fA2)-2 with 

A= 2.18 GeV/c2• In part (b) u.11 is given in nanobarns for the process 'YvN- 1/JN for 16 bins, 

each labeled by the average value of 11 and Q2 of the bin. The errors listed for both parts (a) 

and (b) are statistical only. The data are plotted in Figure IV.6 along with the fits summarized in 

Table IV.6. 

(a) (1 ('YN- t/JN) e 

SLAC This Experiment 

v(GeV) u(nb) v(GeV) u(nb) 

13.0 1.31 ± 0.28 40.1 10.3± 0.8 

16.0 2.83± 0.38 58.0 14.3 ± 0.9 

17.0 3.72 ± 0.34 80.3 17.5 ± 0.9 

19.0 4.14 ± 0.38 108. 20.7 ± 1.2 

21.0 5.03 ± 0.41 140. 23.8 ± 1.6 

173. 24.0± 5.0 

(b) u ('Y N- t/JN) 
eff' V 

Q~ Q~ Q~ Q~ 
u( nb) 11.1 ± 0.7 12.6± 1.6 8.17 ± 1.17 2.08± 0.61 

111 II( GeV) I 48.8 I 48.4 I 49.9 I 51.2 

Q2
( GeVfc'f 0.076 0.47 1.63 6.12 

u( nb) 16.5 ± 0.9 17.4 ± 1.8 10.9± 1.3 4.20± 0.73 

"2 I II( GeV) 82.0 83.3 82.9 87.9 

Q2( GeV/cf 0.099 0.55 1.66 6.30 

u( nb) 20.8 ± 1.4 18.9 ± 2.2 9.98 ± 1.56 3.17 ± 0.76 

l/3 II( GeV) 120. 121. 124. 126. 

Q2
( GeV/cf 0.12 0.49 1.64 6.84 

17( nb) 22.8 ± 3.0 21.6 ± 4.0 20.0 ± 3.9 5.79 ± 1.96 

" .. v(GeV) 156. 159. 161. 163. 

Q2( GeV/c)2 0.16 0.52 1.54 5.58 
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Table IV.& Results of fits to the Q2 and v dependence of the effective cross section u tor the 
elf 

reaction 'YvN - t/JN. All fits are of the form predicted by the 'YGF model of¢ muoproduction. 

They differ in which, it any, of the parameters I .,,, and 11 are constrained, in the form of o , ee .. ~ S 

the strong interaction coupling constant, assumed, and in the data included in the flt. Fits 1 and 

2 use only data from this experiment from different Q2 and v bins (Table IV.5, part (b)). In flt 1 

the nominal values of the parameters me, 1J, and os are assumed; in flt 2, me and 11 are allowed 

to vary. Fit 3 is of the same form as flt 2, but includes the Q2 = 0 SLAC data and allows for a 

relative normalization constant k between the two data sets in the fit. Fit 4 investigates the changes 

introduced by using m~e+Q2 as the point at which os is evaluated. Fit 5 (flt 6) fits u
81

/v,Q2 = 0) 

(Table IV.5, part (a)) by fixing me at its standard (best fit) value. Fit 5 thus shows the best value 

of 11 in the 'YGF model independent of the Q2 dependence of the data, while flt 6 indicates how 11 

can change in response to changes in me. 

Fit x.2/DF 8 X I ce .. t/1 me( GeV/c'-) 11 k arg(o
5

) DATA 

1 40.3/15 0.92 ± 0.03 = 1.5 ::5 NA 2 mce BFP 

2 16.6/13 0 u+o.os 1.10± 0.08 9.18 ± 1.23 NA 2 BFP • -0.03 mce 

3 20.8/17 0 u+o.o• 1.08 ± 0.07 8.58 ± 1.11 1.24 ± 0.16 2 BFP,SLAC • -0.03 mce 

4 21.3/17 0.12 ± 0.03 1.10 ± 0.05 7.95 ± 0.94 1.21 ± 0.16 m~e+Q2 BFP,SLAC 

5 9.7/8 1.01 ± 0.04 = 1.5 5.25 ± 0.41 1.23 ± 0.16 2 mce BFP( Q2 = O),SLAC 

6 5.4/8 0.12± 0.04 = 1.1 8.49 ± 0.68 1.27 ± 0.16 2 mce BFP(Q2 = O),SLAC 

109 



Table V.l The z = E.,JE.., dependence of inelastic f/J production. Measurements of dn/dz in pb. 

for the reaction pN - pt/JX (Ex > 4.5 GeV) are shown in column 4; the effective cross section, 

differential in z and Pi. for the reaction 'YvFe - f/;X Ex > 4.5 GeV) are shown in column 6 in 

arbitrary units. Both sets of results have been corrected for elastic event feed-down by the numbers 

in column 3, labeled efdc. The errors for z < 0.7 are statistical only; those for z > 0.7 have both 

statistical and systematic (through uncertainty in efdc) errors indicated, in that order. The values 

of ~z used in evaluating dqfdz are listed in column 2. Columns 5 and 7 present dn/dz in pb. 

and rflq,
11

fdzdt1. in arbitrary units for the MC simulation of fj/ production, with fj/ - tjnrtr, ¢1J, 

assuming a fj/ to ¢ production ratio of 0.38. These data are plotted in Figure V.l. 

dn/dz( pb) rf2q,
1
/dzdpl (arb. units) 

z ~z efdc pN- pf/;X pN- pfj/N 'YvN- ¢X 'YvN- #N 
fj/- f/;X ¢'-¢X 

0.28 0.088 0.98 107 ±56 117 ± 61 

0.37 0.099 0.97 83± 21 115± 30 

0.47 0.101 0.99 256± 36 304± 42 

0.57 0.092 0.99 386± 37 424 ± 41 

0.66 0.093 - 0.97 597 ± 44 12± 3 597 ± 44 12± 3 

0.75 0.094 0.91 ± 0.06 624 ± 39± 41 171 ± 10 641 ± 40 ± 42 175 ± 10 

0.85 0.098 0.79 ± 0.13 644 ± 40 ± 107 363± 14 683± 42± 113 386 ± 15 

0.93 0.086 0.38 ± 0.35 227 ± 15 ± 208 113± 7 258 ± 18 ± 235 129± 8 
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Table V .2 The effective cross section, differential in cos 8, for the reaction 'YvFe - ,PX (Ex > 

4.5 GeV), in arbitrary units. Data and statistical errors are given in (a) for 0 < z < 0.7 and (b) for 

0.7 < z < 0.9. Results are tabulated vs. (Ieos 81} for data summed over Q2 and for data with Q2 

less than and greater than 0.4 (GeV/cf. Also presented are the values of 'lc and ehisquared for fits 

of each data set to the form 1 + , c cor 8. 

z: 0 < z < 0.7 
(a) 

Q2: all < 0.4 > 0.4 

(Q2}( GeV/cf 1.3 0.12 2.8 

(Ieos 81} I dC1 efl/ d cos 8( arbitrary units) 

0.14 I 1.07 ± 0.10 1.10 ± 0.13 1.10± 0.16 

0.25 I 0.89± 0.09 0.80± 0.12 1.03 ± 0.14 

0.39 I 1.03± 0.10 1.30 ± 0.16 0.74 ± 0.14 

0.56 I 0.87 ± 0.12 0.80± 0.16 1.03 ± 0.19 

0.71 I 0.98± 0.25 1.14 ± 0.45 0.91 ± 0.37 

'lc -0.25 ± 0.39 -0.18± 0.57 -0.34 ± 0.60 

x2/DF 2.4/3 8.3/3 3.4/3 

z: 0.7 < z < 0.9 
(b) 

Q2: all < 0.4 > 0.4 

(Q2}( GeV/cf 0.92 0.10 2.2 

(Ieos 81} I dC111/d cos 8 (arbitrary units) 

0.13 I 1.04 ± 0.10 1.07 ± 0.12 1.01 ± 0.14 

0.25 I 0.93± 0.09 0.95 ± 0.12 0.96± 0.13 

0.40 I 1.31 ± 0.12 1.47 ± 0.17 1.10 ± 0.16 

0.56 I 1.11 ± 0.12 1.31 ± 0.18 0.95 ± 0.16 

0.73 I 1.30 ± 0.26 1.66 ± 0.49 1.03 ± 0.32 

'lc 0.58 ± 0.41 1.28 ± 0.68 0.01 ± 0.51 

x. 2 /DF 5.1/3 4.5/3 0.5/3 
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Table V .3 The effective cross section, differential in ,P, for the reaction "fvFe - f/JX (Ex > 

4.5 GeV), in arbitrary units. Data and statistical errors are given vs. {,PF} for data with Q2 > 

0.4( GeV/c)2 in the z regions defined by 0 < z < 0.7 and 0.7 < z < 0.9. The bottom two rows 

present the values of 11 A and chi-squared for fits of each data Set to the form 1 + 11 A COS 2f/>. 

Q2 > 0.4 ( GeV /cf 

0 < z < 0.7 0.7 < z < 0.9 

{f/>F} da811 /df/> {f/>F} due1/d4> 
(arb. units) (arb. units) 

0.31 1.22 ± 0.22 0.33 0.70± 0.16 

0.46 0.78± 0.16 0.52 0.68 ± 0.15 

0.69 0.84 ± 0.17 0.68 1.00 ± 0.19 

0.91 1.25 ± 0.22 0.95 1.32 ± 0.20 

1.12 1.15 ± 0.22 1.12 1.32 ± 0.18 

1.25 1.00 ± 0.19 1.25 1.20± 0.17 

11A -0.11 ± 0.14 -0.41 ± 0.12 

x2/DF 5.0/4 2.4/4 
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Table V.4 The e1rective cross section, di1rerential in z and P3_, for the reaction 'YvFe - f/IX 

(Ex > 4.5 GeV) in, arbitrary units. Data and statistical errors are presented vs. p2.L for the elasticity 

regions 0 < z < 0.7 and 0.7 < z < 0.9. These data are plotted in Figure V.4. 

'YvFe - ¢X (Ex > 4.5 GeV) 

0 < z < 0.7 0.7 < z < 0.9 

Pl. rPu,1/dzdr.L Pl rPu,1/dzdr.L 

(GeV/c'f (arbitrary units) (GeVfc'f (arbitrary units) 

0.16 8.48 ± 1.30 0.14 9.71 ± 1.01 

0.39 6.80 ± 0.70 0.34 6.19± 0.56 

0.89 3.91 ± 0.39 0.82 2.62 ± 0.25 

1.49 2.05 ± 0.27 1.50 1.28 ± 0.18 

2.47 0.90± 0.16 2.30 0.65 ± 0.13 

3.19 0.86± 0.22 3.15 0.385 ± 0.07 4 

4.44 0.42 ± 0.12 4.56 0.269 ± 0.061 

5.83 0.134 ± 0.062 5.81 0.102 ± 0.033 

8.56 0.037 ± 0.016 7.37 0.070 ± 0.019 
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Table V .5 The Q2 dependence or the effective cross section ror the reaction 'YvFe - f/JX (Ex > 

4.5 GeV), normalized to unity at Q2 = 0. Data and statistical errors are presented with their 

corresponding Q2 for the elasticity regions z < 0.7 (left columns), 0.7 < z < 0.9 (center two 

columns), and z < 0.9 (right columns). These data are plotted in Figure V.5. 

'YvFe- 1/JX (Ex > 4.5 GeV) 

z < 0.7 0.7 < z <·0.9 z < 0.9 

Q2 
u,fi(Q2) 

Q2 
u,l/(Q2) 

Q2 
(1et/Q

2
) 

(GeV/cf u,,/0) (GeV/cf (1e[/O) (GeV/c)2 o,1/0) 

0.074 0.954 ± 0.091 0.058 0.898 ± 0.078 0.058 0.905 ± 0.061 

0.19 1.02 ± 0.11 0.16 0.933 ± 0.091 0.17 0.962 ± 0.070 

0.42 0.90± 0.17 0.39 0.95 ::t: 0.16 0.42 1.03 ± 0.13 

0.79 0.72 ± 0.15 0.67 1.17 ± 0.18 0.65 1.03 ± 0.12 

1.18 0.92 ± 0.18 1.07 0.91 ± 0.17 1.11 0.93± 0.13 

2.25 . 0.74± 0.12 2.10 0.69± 0.11 2.09 0.688 ± 0.084 

4.68 0.41 ± 0.10 4.33 0.411 ± 0.089 4.50 0.489 ± 0.089 

8.42 0.23± 0.12 8.42 0.136 ± 0.048 8.25 0.208 ± 0.058 

24.6 0.094 ± 0.043 21.9 0.049 ± 0.043 20.3 0.082 ± 0.036 
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Table V.6 The E
7 

dependence of the effective cross section 'YN - t/JX (inelastic). Absolutely 

normalized data and statistical errors, corrected for elastic contamination of the Ex > 4.5 GeV 

sample and extrapolated to Q2 = 0 as described in the text, are presented vs. E
7 

for the elasticity 

regions z < 0.7 {left columns), 0.7 < z < 0.9 (center two columns), and z < 0.9 (right columns). 

These data are plotted in Figure V.6. 

'YFe - f/JX (ine!astic) 

z < 0.7 0.7 < z < 0.9 z < 0.9 

E.., qe/f( nb) E.., qe/f( nb) E.., qeti nb) 

42.2 4.9 ± 1.6 42.1 4.3± 0.9 42.1 7.6 ± 1.3 

58.5 5.1 ± 0.8 58.2 6.6± 0.8 58.3 11.1 ± 1.0 

80.7 6.1 ± 0.7 81.9 7.1 ± 0.8 81.0 12.7 ± 1.0 

111.0 10.5 ± 1.0 111.0 7.8± 0.9 110.6 16.8 ± 1.3 

146.7 13.1 ± 1.3 143.6 10.6± 1.4 144.1 22.1 ± 1.8 

177.6 12.5 ± 2.1 180.2 14.0± 3.0 177.9 26.4 ± 3.5 
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Table V.T Results of flts to the E.., dependence of the inelastic fjJ cross section, "et/('yN- fjJX), 

of the form Av", where "•II is in nb. when v is in GeV. A, p, and the resulting chisquared (for 

4 degrees of freedom) are presented for the three elasticity regions z < 0.7, 0.7 < z < 0.9, and 

z < 0.9 considered in Figure V.6 and Table IV.12. 

u (v Q2 = 0) = Av" 
elf ' 

1N- 1/;X (inelastic) 

A p x2 /DF 

z < 0.7 0.11 ± 0.07 0.95 ± 0.14 4.2/4 

0.7 < z < 0.9 0.45 ± 0.28 0.63± 0.14 2.9/4 

z < 0.9 0.37 ± 0.16 0.82 ± 0.10 1.6/4 
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Table VLl Summary of the du I dt behavior seen in various f/J phot& and moo-production experi-

ments. 

Experiment (E-r) A,,, ltl range (b1)eff or/, 61, 62 

(GeV) (GeV/cf (GeV/c)-2 

Cornell30 11.0 9 0-2.8 1.25 ± 0.2 

SLAC20 19 2 0-0.5 2.9± 0.3 

Fermilab31 55 2 0-2 1.8 ± 0.4 
(tagged "f) 

This experiment 93 56 0-5 2.56 ± 0.30(stat.) ± 0.20(syst.) 

o.82 ± 0.4, 4.25±&:~g, o.93 ± 0.11 

Fermilab82 116 9 0-1.5 1.8± 0.6 
(broadband "f) 

Ref. 28 129 9 0-0.7 -a 

Ref. 83 161 9 0-3.5 2.68± 0.36 
0.98 ± 0.23, 3.48 ± 0.80, 0.08 ± 0.67 

Ref. 84 120 9 0-4 0.875, 3.0, 1.0 

EMC115 120 56 0-3 2.31 ± 0.30 
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Flpre Ll The eleetomagnetie reaction pN - p-IJX, where fj - p+p-, ill the one photon 

approximation. The 4-momenta of the iDeomiJll and seat~ muons, the uehauged Tfrtual photon 

and produeed t/J, and the initial state nucleon and flDaJ hadroDie state recoiling apiDSt. the f/J are 

1
1

, 1
2

, q, v, n
1

, and "x• respectively. The laboratory system energies of these particles are defl.Ded 

as: If == E, ~ == E', ~ == v (or E.,), v0 == E•, nY - m., and n~ == Ex (or £ 1_,). The t/J 

daughter muons' enercies in the laboratory are Et and E";. We debe Q2 == -q2, nl- =mi-. and 

t == "x- n
1 

== q- v. The laboratory angle between 11 and~ is ev. ID addition to Ex. a measure 

of event elasticity is z = E fv == 1 - E fv. 
~ -·d 
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flpre L2 Models for elastic t/J muoproduction. Part (a) shows the vector-meson dominance picture, 

where the Tirtual photon couples directly to an o1f-shell ¢ meson with a Q2 independent coupling 

strength em~/ f.,. The ¢'s are finally brought on-shell when, by an unspecUled difl'ractive process, 

they exchange momentum with the target. Part (b) shows the photon-gluon-fusion picture. There, 

a pair of charmed quarks are formed through the interaction of the incident photon and a gluon 

from the target. The coupling strength is proportional to aa
8

. The process by which a cc pair of 

arbitrary m~e becomes a ¢ is unspecified, but presumably involves the emission of at least one soft 

gluon, so that color can be conse"ed in the reaction . 
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Flcure L2 Models for elastic ll production. 



Lab system 

Muon scattering plane 

A 
X 

Yv N c.m. system 

Production plane 

l/J rest system· 

XBL819-7317 

flpn L3 The coordinate systems used iD the analysis ot the uplar distribution ot the ~·s 

daqhter muons. Here, I is the polar aqle ot the beam-sip da1Jihter muon in the t/J rest trame, 

where i is defined as··, the~ momentum iD the 'T-N center ot mass system. The azimuthal angle 

~2 is the aJllle ot the f/J decay plane, measured with respect to the 'T- t/J production plane. ;
1 

is 

the azimuthal angle of the 'T - f/J production plane measured relative to the beam muon scattering 

plane. 
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X8L819-7314 

Fipre L4 Feynmaa diacrams tor the subprocesses wbich are seeond order in o5 that might 

contribute to t/J production. Here q is a light quark. Parts (aHt) correspond to diffractive production, 

aad parts (gHh) to non-diffractive production. 
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MUL Tl- MUON SPECTROMETER 
BERKELEY -FERMI LAB- PRINCETON 

s,.,2 in modules 4,6,8, 10, 12, 14, 16, 18 
PC+ DC in 1-18 5C in 1·15 

XBL 795-9605 

rtcure n.t Slmch of the multi-muon speet.rometer. The spectrometer magnet, terrinc also as a 

target and hadron absorber, has a fleld which is 19.7 kG within a 1.8 x 1 X 16-m1 fiducial ..olume. 

Over the central 1.4 x 16 m1, the magnetic fleld is 1l!llform to 3% and mapped to 0.2%. Eighteen 

pairs of proportional (PC) and drift chambers (DC), fully sensltin Oftf 1.8 x 1 m2, determine muon 

momenta to typically 8%. The PC's register coordinates at 300 ( u) and 90° (J) to the bend direction 

(z) by means of 0.5-cm-wlde cathode strips. Banks of tricger seintillators (S
1

- S
12

) occupy eight 

of the eighteen magnet modules. Interleaftd with the 1-cm-thick mapet plates in modules 1-15 

are 75 calorimeter scintillators resolving hadron energy E,..
4 

with rms uncertainty 1.S..jE,..i GeV). 

Not shown upstream of module 1 are 1 PC and DC, 63 beam scintillators, 8 beam PC's, and 94 

scintillators sensitive to aceidental beam and halo muons. 
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Trigger 
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II 
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XBLSOIQ-2254 

Fipre D.2 Ooe or eichteeo modules eomprisioc the Mult.imuoo Speet.rometer. 
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Dipole magnets · 
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Vw Vb 
BH 

MWPC 

vh 

BH (x,y) 

BH Beam scintillator hodoscope -
Vj "Jaw" veto counter 

Vw Lorge veto wall · 

Vh Halo veto hodoscope 

Vb Bucket occupancy veto counter 

MMS Multimuon Spectrometer 
CCM Chicago Cyclotron Magnet 

XBL 8010-2139 

Flpft JL3 Mult.iwire proportiooal chambers and seiot.illat.ioD counters used t.o detlne the beam and 

t.o measure Its momeotum. 
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Flpre D.4 Dimensions and coil slot. eon1lprat.ion of one of the 91 steel plates in the Multimuon 

Spectrometer. The size and position of a calorimeter counter is also indicated. 
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(b) Muon- Bremsstroh lung 

XBL819-7312 

Flpre 11.5 Feyumu cfialf&IDS for the eleetromagnet.ic production of muon pairs by the (a) Bethe-

Beitler ud (b) muon-bremsstrahlung processes. These muon tridents are responsible for the majority 

of valid trimuon triggers, ud are the maiD backround process to t/J production. 



Drift chamber 
Proportional chamber 

Trigger 
hocfoscope 
counters 
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counter 
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Fipft D.8 An esploded new or one or the large spectrometer magnet pps, which eontai.Ds a trigger 

hodoseope, eomposed or eounters 5
1 

- 5
12

, a ealorimeter eounter, and a multi-wire proportional 

ehamber - drift ehamber paebge. 
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XILI19-7310 

r~p.re D.T Locic ror ODe or eicht tricger hodoseopes. Sipals from the sta"R colUlters sa-10 are 

split ud or-ed tocether, so that when 3 adjacent scintillators fire, 4 counts are produced iD the 

adder. For 3 moons to produce more thu 4 counts, they must either seperate enough so that at 

least one 1lred counter is not adjacent to the others, or bit a paddle counter 5
1
•
2 

or 5
11

•
12

• The rull 

trimuon tri"er is occurs when one or more or the 6 possible subtriggers, ¢~111 • ¢~~J1 • .P~t~,. is 

satisfied. 
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r~pre D.8 Speetrum of muon pair masses for all data uder aUchtly more ~neral cats than those 

used in this analysis. Note that the triger succeeds in successfully turDiq over the rapidly climbing 

distribution as m coes to zero. ,..,-
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V4MCIOII5P 

XBL 795-1599 

Flpre D.9 Electronics scheme used oo the iodueed plues of the multi-wire proportiooaJ chambers. 

By esseotially taking the second deriftt.iTe of the Lorentziu shaped induced charge distribution, 

standard charge sensitive comparators cu be used for pulse center bding. 
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Flpft DLl The observed distribution iD measured shower enero E,." ror all trimuon nents with 

-0.052 < Jo,
10

(m,.+
11
_/3.1) < 0.052. The cut at ~.5 GeV is used to debe the elastic and inelastic 

data samples. 
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Flpre m.2 The iDt.ecral distribatiou J= P ta.~..cw<E .. 1)dEcal aDd J: ... Pelutw(Ecal)dEcal u a 

fUDction of E cwt' based on the appropriately normalized MC simalations. By deflDing the elastic 

and inelastic data samples with a calorimeter enerc eat at .f.S GeV, we obviate the need for any 

normalization correction due t.o the efreet of calorimeter resolution. 
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Figure IIL3 The apparatus resolution in v and Q2 , based on the MC simulation. Part (a) shows 

the quantity u(E..,)/ E.., vs. E.., both with and withou~ the requirement that there be no (resolution 

induced) missing energy. In part (b) only one curve for u(Q2 ) is shown, as no substantial change 

occurs when the missing energy constraint is applied. 
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Fipre IIL4 The muon pair mass distribution above 1.12 GeV /r? for the final sample of events 

,uFe- ,u(,u+ ,u-)X. Part( a) (part(b)) shows those events where Ex, as measured in the calorimeter, 

is less than (greater than) 4.5 GeV. The bins are of width .c1u = 0.026, where u = log
10

(m p+p_/3.1), 

so that each corresponds to a constant fraction (,..., 2/3) of the mass resolution, independent or mass. 

The quoted error on the number or t/J events includes the uncertainty in the amount of background 

subtracted, as described in the text. It is assumed that, for the elastic sample, the contribution 

or t/1 - ,u+ ,u- events is 4.5% of the t/J - ,u+ ,u- signal; this contribution is shown as a narrow 

shoulder on the t/J peak. No t/1- ,u+ ,u- events are assumed to contribute to the inelastic sample. 

136 



-
' 10 (/) -c 
Q) 

> 
w 

0.1 

2627 ± 66 -~t+'l!' 
CJ" = 8. 6 °/o 

X 2 = 22/23 df 

fL Fe~ p..(p..+ p..-) X 

Ex < 4.5 GeV 

1.3 1.9 2.5 3.1 3.7 4.3 5.5 6.7 7.9 9.5 
m JL+ JL- (GeV lc2 l 

XBL819-7321 

Ffcure DL4(a) Mass distribution for elastic trimuon events. 
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Fipre DL4(b) Mass distribution ror inelastic trimuon e'ft!nts. 
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figure m.s The apparatus eftlciency, measured with the elastic and inelastic Monte Carlo (MC) 

simulations, as a function of (a) Q2 , (b) (E4)mi"' (e) p2.L, (d) eos8, (e)~= ~2 - ~1 , and (f) z = 

E.,/ v. InefDeieneies induced by the reconstruction and analysis programs are not included in this 

measurement. Parts (a), (d), and (e) were found using the elastic MC, while parts (b), (e), and (C) 

were generated with the inelastic MC. 
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l'lgure ID.6 Feynman diagrams tor the radiative corrections to f/J muoproduction. Internal brems

strahlung from the incident and scattered muons (part( a)) and from the f/J daughter muons (part(b)) 

contribute energy to the calorimeter and cause elastic events to tall in the inelastic sample. The 

corrections due to virtual photons (part( c)) have been ignored, as they only change the overall 

normalization and Q2 dependence by undetectable amounts. 
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Ficure m.e Radiative corrections to " production. 
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flpre BLT EYidenee for the possibility of a Q2 dependence ill nuclear shadowiDg. We plot the ratio 

of the etl'ectiw number of nucleons to the actual n111Dber, A,1/A, as a flmction of r = Q2/(2m11v+ 

m!) for the experimeDts listed. The points labeled E--f.f8 refer to the results of a muon scattering 

experiment that used the same beam as did this esperiment. They prOTide the 8rst measurement 

of nuclear shadowing at the higher Talues of photon enera typical of oar datL The cane is a flt of 

the A l=l:f 200 data to the form 1.0- 11 esp( -br); we flDd 11 =- 0.33 ± 0.03 and b == 28 ± 12. When 

scaled to A == 56 the resulting espression is used to estimate the etl'ect of nuclear shadowing on the 

observed Q2 dependence of the etl'eetive pbotoproduction cross section for f/J production. 
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Flpre IV.l The t dependence of the elective cross for section the reaction 'YvFe- f/JX (energy 

(X) <4.5 GeV). In (a) we display the number of events with -0.052 < log
10

(m ,.+,.-/3.1) < 0.052 

against measured t, defined as t . + (~.LL.· The upper histogram is all data; the lower is that 
mttl · .-

portion of the data assumed due to incoherent production 'YvN - f/JN. In (b) this incoherent 

contribution, corrected for all experimental elects, is plotted against the resolution unfolded values 

I 

oft. The curve is the best flt of the data to the sum of two exponentials (Table IV.1, Fit 3). The 

data are in units of nb/(GeV/cf and are normalized so that when Fit 3 is integrated over t, the 

result agrees with q N ..,N( (v), Q2 = 0). The errors are statistical only, but include the error 
·lv -.-

intrpduced by subtracting the coherent component of the cross section. The data plotted are listed 

in Table IV.2. 
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Fipre IV .2 Eridence for the effect of sincle-spiD-Iip terms ill the expression for the aqular dis

tribution of t~e p+ daughter from t/J deeay. A
1 

is the asymmetry expected from a term. proportional 

to vR sin 28 cos tP cos6, and ~ is that expected from a term proportional to vR sin 2hiD ~ sin 6. 

The espeeted Talues of A
1 

and ~ are calculated as a function of R and 6 using the obsened aTerage 

Talues of eos2 8, cos 2~. cos,;, cos28, f, and Q2. These are presented as a family of cu"es, where each 

curve is labeled by a value of R and 6 is the parameter along the curve. The region allowed by the 

data is indicated, where the errors are statistical only. All values of Rare allowed and 1r < 6 < 211". 
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Flpre IV .3 Angular dependence of the eft'ective cross section for the reaction 'YvFe - f/JX 

(energy(X) <4.5 GeV). Data and statistical errors are presented vs. !cos81 for 4 x 3 bins of Q2 and 

~F. Vertical columns correspond to 0 < ¢F < 1r/6 (lett column, plots (aHd)), 1r/6 < ¢F < Tr/3 

(center column, plots (eHh)), and 1r/3 < ¢F < Tr/2 (right column, plot (iHl)); horizontal rows 

correspond to log
10 

Q2 < ;0.4 (row 1 ; plots (a), (e), and (i)), -0.4 < log
10 

Q2 < 0.0 (row 2, 

plots (b), (f), and (j)), 0.0 < log
10 

Q2 < 0.5 (row 3, plots (c), (g), and (k)), and 0.5 < log
10 

Q2 (row 

4, plots (d), (h), and (1)). 'We deO.ne 8 and ¢in the text; ¢F is¢ folded into one quadrant. The 

solid (dash) curve exhibits the results of O.ts 1 (2) in Table IV.4. Fit 1 (2) is to the SCHC angular 

distribution with qL/(IT = eQ2jm~ (=constant). 
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Flpre IV.3 Angular dependeDee of f1,
11

('1vfe- "X) tor Ex< 4.5 GeV. 
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Figure IV.4 Angular dependence of the effective cross section for the reaction 'YvFe- f/JX (energy 

(X) < 4.5 GeV). Data and statistical errors are presented vs. leos91 (left column) and ¢JF (right 

column), where ¢JF is ¢J folded into one quadrant; 0 and ¢J are defined in the text. In (a) all data 

((Q2) = 0.71) are shown vs. lcosOI, and data from all but the lowest Q2 bin are shown vs. ¢JF • 

. Parts (bHe) divide the data into four Q2 regions. Numbered solid lines exhibit the results of Fits 

1-4 in Table IV.4. Fits 1, 2, and 4 are to the SCHC angular distribution with a Lfa T = eQ2 fm~, 

constant, and zero, respectively; Fit 3 corresponds to the production of unpolarized t/J's. Each fit is 

made to all the data binned in Q2 , Ieos 01, and ¢J F' with one adjustable normalization constant. For 

the purpose of display only, fits plotted vs. Ieos 91 ( ¢J F) have been summed over ¢ F (Ieos 01) in the 

manner described in the text. 
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Ficve IV.4 Angular depeodeDce of t!111("fvFe- .-,x) for Ex < 4.5 GeV. 



flpre IV .5 Q2 dependence of the effective cross section for the reaction 'Yyl'e- f/JX (energy (X) 

<4.5 GeV). Statistical errors are shown. Typical Q2 resolution is 3.1 (0.6) (GeV/cf at Q2 = 17 

(1.2) (GeV fcf. The data are fit to (1 +Q2/A2)-2 multiplied by the function W(1J,R) shown in Table 

IV.4. The best fits with free A (Table IV.4, Fit 1) and fixed A = 3.1 (Table IV.4, Fit 5) are shown. 

The data are normalized so that Fit 1 is unity at Q2 = 0. Also exhibited is the 'YGF prediction 

(Table IV.4, Fit 7). The propagator fits are made to all data binned in Q2, lcosOI, and rPr For 

the purpose or display only, the data and these propagator fits have been summed over lcosOI and 
I 

r/JF in the manner described in the text; this contributes to the display the weak Q2-dependence or 

W arising from the Q2 dependence orR= <J L/<JT and the particular average values of the angular 

factors cos2 8 and cos 2¢, as given in Table IV.3. The 'YGF fit has been done to the data as plotted. 

At high Q2, Fits 5 and 7 are displayed as a solid band, with the upper (lower) edge indicating the 

result found by including (omitting) the screening factor S(zl). The curve representing Fit 1 has 

the fit value of A= 2.03±g:~~ GeV/c2 when S(zl) is included, and the value A= 2.1s±gJg GeV/c2 

when S(zl) is omitted. 
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Flpre IV.& Part (a) displays the effectiVe cross section rJ,11 in nanobarns as a function of E'T 

for the dUfractive process 1N -+ tjJN. These data are tabulated in Table IV.S(a). The results of 

Fits 3 (solid) and 5 (dash) from Table IV.6, extrapolated to Q2 = 0, are plotted. The break in the 

curves arises from plotting the E'T < 25 GeV data from a SLAC photoproduction experiment as 

published211 , while allowing for a relative normalization difrerence, consistent with quoted systematic 

errors, in the fits. In part (b) rJ •II is plotted as a function of E'T for four Q2 regions. These data 

are tabulated in Table IV.S(b). The curves plotted are the results of Fits 1 (dash) and 2 (solid) from 

Table IV.6, evaluated at the average Q2 of each bin. 
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flpre V.l Part (a) displays the cross section, differential in elasticity z = E,,JE,, in pb, for 

the process p.N - p.f/JX (energy (X)>4.s GeV). The data have been corrected for elastic feed-

down, as described on the text. Errors for z < 0.7 are statistical only; those for z > 0.7 have 

had the estimated error in the correction factor added in quadrature to the statistical error, whose 

contribution is indicated separately by horizontal marks on the error flag. We also show results112 

of the EMC muon experiment, normalized so as to minimize discrepency with our own data. Part 

(b) displays the effective cross section, differential in z and pj_, in arbitrary units, for the reaction 

"fvN - f/JX (energy (X)>4.5 GeV), corrected as described above. In both parts, the solid line 

represents the result of an QCD based inelastic f/J photoproduction calculation. Also indicated are 

the contributions to the inelastic f/J sample we would expect from a MC simulation of the process 

p.N- p.f/IN, with VI- f/JX, assuming u(f/1)/u(f/J) = 0.38. All plotted data are tabulated in Table 

V.I. 
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Flpre V.2 The effective cross seetion, diJferential in cosO, for the reaction 'YvFe- tfJX (Ex > 

4.5 GeV), in arbitrary units. Results and statistical errors are presented vs. Ieos 81 for data with 

0 < z < 0.7 (lett column) and 0.7 < z < 0.9 (right column). In (a) all data are shown; parts (b) 

and (c) display the results for data having Q2 less than or greater than 0.4 ( Ge vIc f' respectively. 

The solid lines are fits to the results of the form 1 + '1 c cos2 8. Plotted data and 'I c values are listed 

in Table V.2. 
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Flpre V.3 The e1fecti~ eross section, dl1fereDtial lD ~. for the reaction 1vFe - ~X (Ex > 

4.5 GeV), in arbitrary UDits. Results and statistical erron are presented vs. ~F for data satisfying 

0 < z < 0.7 (lett eolumn) and 0.7 < z < 0.9 (rigbt column). All data have Q2 > 0.4( GeVfc'f to 

maintain adequate ~ resolution. The IOiid lines represent Its to tbe data or the form 1 + 11 A eos 2¢. 

Tbese data and tbe 1J A nlues or the fits are listed in Table v .3. 
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Figure V.-i The efreetive cross section, difrerential in z and pj_, for the reaction 'YvFe - f/JX 

(Ex > 4.5 GeV) in arbitrary units. Data and statistical errors are presented vs. f..L of the ¢, 

measured with respect to the 'Yv momentum, for the elasticity regions 0 < z < 0.7 (part (a)) and 

0.7 < z < 0.9 (part (b)). The solid curve is the result of -yg - f/Jg calculation which attempts to 

describe inelastic ¢ photoproduction. Table V.4 provides a tabulation of the data which is plotted 

here. 
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Flpre V .5 The Q'- dependence of the effective cross section for the reaction "YvFe- t/JX (Ex > 

4.5 GeV), normalized to unity at Q2 = 0. Data and statistical errors are presented for the elasticity 

regions z < 0.7 (open circles), 0.7 < z < 0.9 (filled squares), and z < 0.9 (filled circles). Also shown 

is the result from another inelastic t/J muoproduction experiment"2 (open squares). The data are fit 

to (1 +Q2/A2)-2; the resulting values of A, measured in GeVjCJ, are indicated. Table V.Slists the 

data plotted here. 
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flpre V .6 The E.., dependence of the elective cross section for the reaction 1N - fjJX. The data 

for which Ex > 4.5 GeV have been corrected for contributions from elastic events and the results 

extrapolated to Q2 = 0. The data, thus labeled as inelastic t/J photoproduetion, and statistical 

errors are presented vs. E.., for the elasticity regions z < 0.7 (part (b)), 0.7 < z < 0.9 (part (e)), 

and z < 0.9 (part (a)). The data for which z > 0.9 have been excluded because of uncertainties 

in the large elastic feed-down correction and acceptance measurement. Also shown in part (a) are 

the results112 of the EMC for inelastic t/J muoproduction, multipled by 0.726- the fraction of events 

they observe with z < 0.9. The solid curve in each part of the figure is the result of a 1g - t/Jg 

calculation which attempts to describe inelastic t/J photoproduetion. The absolute normalization of 

the prediction has been increased by the indicated factor to maximize agreement with the data. The . 

dash curve is the result of a flt to the E.., dependence of the elastic t/J production data of Figure 

IV.6, adjusted in normalization in each z region by the indicated amount. Table V.6 lists the data 

plotted here. 
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