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Abstract

Platforms for In Vitro Electrophysiology Experiments on the Internet of Things

by

Kateryna Voitiuk

In vitro cultures, including brain organoids, have advanced our understanding

of neurodevelopment and disease. However, traditional methods for managing

these cultures are labor- and data-intensive and prone to inconsistencies. This

thesis presents an Internet of Things (IoT) based experimentation platform ad-

dressing these challenges in neuroscience research.

First, we created Piphys, an open-source neurophysiological recording platform

with IoT-enabled software, lowering the barrier to entry for multichannel electro-

physiology and introducing cloud-based recording for improved data management.

Next, we developed a comprehensive IoT cloud laboratory architecture that sup-

ports multiple devices and offers software services for communication, data han-

dling, and user interface. We created a generalized device software model and

communication standard, establishing a foundation for rapid experiment devel-

opment, integration, and feedback loops. Afterward, we applied this architecture

in a 7-day integrated experiment with imaging, electrophysiology, and fluidics

devices sustaining and monitoring cerebral cortex organoids, demonstrating that

automation can match manual care results. Finally, in collaboration with UCSF,

xi



we developed a screening system for gene therapy using electrophysiology and

optogenetic devices. We demonstrated the ability to suppress seizure-like activity

with light in human hippocampal slices from epilepsy patients.

This platform enhances the ability to conduct multi-modal, multi-device exper-

iments and bridges distances between collaborators. It unifies scientific instrumen-

tation and interaction methodology for advancing research in brain development,

neuroplasticity, and neurological disease.

xii



This work is dedicated to my friends and family, who have

supported me during my Ph.D. journey.

xiii



Acknowledgments

Thank you to my Braingeneers colleagues, past and present, including the broader

Teodorescu, Salama, and Haussler Labs and the UCSC Genomics Institute and

Baskin School of Engineering, for creating a fantastic research environment. I

want to especially acknowledge my co-first authors with whom I worked very

closely: Jinghui Geng (Sury), John P. Andrews, Spencer T. Seiler, Mirella Pessoa

de Melo (Ella), and David F. Parks – you are amazing colleagues, whether in

prototyping, experimentation, writing, or review, we worked together through

thick and thin, and never gave up. I want to express deep gratitude to Hunter

Schweiger, Sebastian Hernandez, Claudia Paz Florez, Matthew G. Keefe, and

John Andrews for their hard work on the biological models featured in this thesis.

Mircea Teodorescu, David Haussler, and Sofie Salama: thank you for being

there for me for the last seven years, for your enthusiasm and advice, and for

allowing me the resources to follow my interests. Tom Nowakowski, Mohammed

Mostajo Radji, and Tal Sharf: thank you for your support and guidance on re-

search and career topics. Rob Currie, Dan Freeman, and Jerry Glass: thank you

for your positivity and generous engineering advice on the hardware and soft-

ware aspects of this thesis. Jess Sevetson, I am lucky to have you as a mentor,

and thank you for taking our group to the next level in electrophysiology with

both your practical and theoretical knowledge. Thank you to my undergraduate

xiv



mentees; you have helped me grow and learn as a mentor. I also thank every

member of my thesis committee.

I am grateful for the trainee funding and support from the NIH NHGRI T-32

program and to Ed Green, Russ Corbett-Detig, and Angela Brooks for leading the

program at UCSC, the ARCS Foundation for the ARCS Fellowship and Agilent

Technologies for being my fellowship sponsor, and the University of California

Office of the President for the President’s Dissertation-Year Fellowship.

Marie Obien, Urs Frey, David Jaeckel, Jan Mueller, Ed Li, and many more

colleagues at MaxWell Biosystems: thank you for being open and supportive of my

use cases and modifications to your HD-MEA platform and for bringing together

a strong electrophysiology research community.

Finally, thank you to Mircea Teodorescu and Sri Kurniawan, as well as David

and Lu Haussler, for making me feel welcome and for your support and advice

throughout my life before and during graduate school.

xv



List of Terms and Acronyms

Internet of Things (IoT) A network of physical objects embedded with elec-

tronics, software, sensors, and connectivity—that enables these objects to collect

and exchange data.

Cloud A network of remote servers hosted on the internet to store, manage,

and process data, rather than a local server or a personal computer.

Message Queuing Telemetry Transport (MQTT) A lightweight publish-

subscribe protocol often used in Internet of Things applications to exchange in-

formation between devices.

Spike sorting The process of identifying and classifying neurons and their

spike events from recorded electrical signals.

In vitro A process or reaction occurring in a controlled environment, such as

a test tube or culture dish, outside a living organism.

In vivo A process or reaction occurring in a whole, living organism.

Ex vivo A process or reaction occurring in tissue from an organism, outside

xvi



the body of the organism.

Organoid A miniaturized and simplified version of an organ produced in vitro

in three dimensions that mimics the structure and functionality of an organ.

Electrophysiology The study of the electrical properties of biological cells and

tissues, involving measurements of voltage changes or electric currents on a wide

variety of scales from single ion channels to whole organs like the brain or muscle.

Optogenetics A biological technique that uses light to control cells (typically

neurons) that have been genetically modified to express light-sensitive ion chan-

nels.

Neurodevelopment The process by which the nervous system forms, grows,

and matures – from the formation of neurons to the organization of neural circuits

and brain structures.

Multi-modal Involving or integrating multiple modes or methods of informa-

tion delivery or interaction, such as the use of various sensor and actuator types

in research or technology.

xvii



Chapter 1

Introduction

Recent advances in commodity hardware allow for more affordable computing

and storage. The Internet of Things allows many devices to come online when

needed and be relinquished when not needed. A multitude of protocols have been

developed to effectively and securely manage and communicate with these devices.

Affordable, internet-connected devices have already been developed for ECG,

EEG, EMG, and heart rate variability monitoring [92, 260, 76, 249, 82, 264]. Fur-

thermore, commodity cloud computing from major companies as well as academic

coalitions [223] has become widely available and many tools for downstream anal-

ysis to process voltage recordings are already offered online [246, 39, 215, 262, 124].

However, data acquisition for in vitro cultures remains relatively isolated, as no

platform exists to stream data online to link with these analysis infrastructures.
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One solution is to write software add-ons for existing data acquisition systems.

However, not all existing data acquisition systems are flexible or open regarding

data formats, programmability, and remote control. Additionally, channel count

and price range are not always suitable for the desired application.

Figure 1.1: Cloud-based experiment paradigm. Biological measurement
and local hardware are presented to the user through the cloud, such that ex-
periment management and control can be administrated remotely and may be
automated by a computer program.

Extracellular voltage recordings from in vitro cell cultures are crucial in the

investigation of neural activity and dynamics. These recordings allow us to assess

information processing in complex neuronal networks and enable discovery on a

scale from single neuron firing patterns to local and long-range functional connec-

tivity, network synchrony, and oscillatory activity [74, 19, 185, 90, 233, 211]. In

vitro neuron cultures connected to a computer through a bidirectional commu-

nication system would allow us to systematically test hypotheses over months of

culture in a scalable and automated fashion. Such in vitro culture models serve

as a flexible system that is much easier to scale up than animal models, especially

when paired with developments in robotic automation, microfluidics, and probes

[157, 215, 190, 2]. A wider application of this technique could be used for drug

2



discovery and genetic screens.

Further, the combination of longitudinal recordings and large numbers of par-

allel experimental replicates allows investigations to progress significantly faster

and makes new experiments feasible [47]. Scaling up experiments generates the

large volume of data necessary for taking advantage of machine learning algo-

rithms (as proposed by SchmidtFutures) and creates a faster turnaround between

hypothesis, experiment, and re-testing [193].

Figure 1.2: The scientific method with computer optimization. Proposed
by philanthropic initiative, SchmidtFutures1.

1.1 Overview and Motivation

During the initial stages of growth and development, the human brain self-

assembles from a vast network of billions of neurons into a system of immense

capability for sophisticated cognitive and learning behaviors. The human brain

maintains those capabilities over a lifetime of homeostasis and accumulates many

1https://schmidtfutures.com/our-work/scientific-knowledge/ai-accelerator

3



activity patterns of memories and learned behaviors. The exact mechanisms that

allow such properties to emerge from the initial neuronal organization at birth

remain unclear.

Over decades of inquiry, much progress has been made in studying large-scale

patterns or behaviors exhibited by the brain. Advances in those studies include

a much better grasp of brain physiology and human psychology. Much progress

has also occurred in understanding the brain at a cellular level. For example,

the structure of an individual neuron is no longer a mystery to the neuroscience

community. However, it remains unclear how neural interactions on the order

of 10,000 cells create higher-order information processing. This missing link –

a theory that would unify what was learned about the brain at a macroscopic

and microscopic scale – is the most intriguing problem in modern neuroscience.

Understanding what goes wrong in this process allows us to model and move

towards treating disease. A possible next step for the field would be to study in

vitro models of such emergent information processing and create computational

models with comparable performance.

1.2 Identification of Problem

Even though the emergence of cognition from seemingly simple components

has been a focus of much research - over years of inquiry, we have yet to see a

4



theory that would have adequate predictive strength or descriptive elegance. The

pace of progress in this area has been limited by experimental toolkits available to

researchers. New tools are required to either enable novel experimental approaches

or to achieve robust statistical confidence in data outcomes. As a rapidly evolving

field, neuroscience continually benefits from the emergence of such tools. For

example, the development of various organoid models refined over the last decade

is shown in Figure 2.2 allowed scientists to have a more transparent view on human

neurodevelopment in a dish.

Longitudinal recordings are essential to capture features of neurodevelopment

and dynamics - only long continuous observations could give us a chance to under-

stand properties of neuron development, how 2D and 3D cultures grow and change

activity patterns, what rhythms the activity may follow [159, 257, 266, 267], and

what genetic mechanisms are responsible for our neural structure and cognition.

Organoids should remain online continuously instead of being taken on and off

of expensive instruments for short recording periods. Long-term recordings are

essential to study responses to electrical or drug stimuli over weeks and months.

Longitudinal recordings from multi-channel experiments demand vast amounts

of data and memory. The data is challenging to manage, especially since out-of-

the-box hardware and software are often offline. Storage on physical disks usually

requires manual monitoring and laborious data transfer for backup or processing.

5



Furthermore, many recording systems require a designated workspace for exper-

iments with a physical computer nearby with cables or wireless transmission to

stream data. Several open-source efforts have been created to provide more af-

fordable and modifiable recording equipment [54, 217, 162, 109, 63]. However, no

software solutions exist to easily manage and control a large amount of electro-

physiology equipment and data simultaneously.

Additionally, current commercially available solutions are cost-prohibitive for

large-scale (even dozens of organoids) experimentation. Reducing the cost of elec-

trophysiology hardware from hundreds of thousands to just thousands of dollars

per experiment will allow scalability. Lower cost and ease of management of

recording hardware and data would allow a greater number of organoids to run

simultaneously, improving the statistical robustness of a given experimental result.

Another feature lacking from the tool kit of today’s neuroscience is a com-

mon experimental platform. Current recording hardware and experiment man-

agement software are not adequate for the immediate needs of today’s neuro-

science. This discourages multi-modal experiments, which would integrate many

different devices performing measurements and perturbations together, where a

measurement could influence a specific perturbation sequence. Lack of flexibility

and programmability. Not automated, we cannot use computers to make quick

progress.
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Cloud biology is well suited for education because it enables students to access,

control, and experience advanced experiments in a professional laboratory beyond

the capabilities of high school or undergraduate classrooms. I hope to demonstrate

the broader applicability of IoT to fundamental research, focused on its ability to

create versatile experiments through multi-device monitoring and automation.

1.3 Contribution to the Field

This thesis introduces a novel experimentation platform standardizing labora-

tory device operation, communication, data management, and links to analysis.

It enhances scientific throughput by automating diverse experiments, enabling

feedback loops, and improving reproducibility through consistent workflows. The

platform facilitates multimodal experiments combining various measurement and

perturbation techniques.

The key contributions of this work include:

• Piphys: An open-source electrophysiology platform for low-cost multichan-

nel electrophysiology which introduces cloud-based recordings, described in

Chapter 3.

• IoT Cloud Laboratory and Device Software Package: A generalized

framework for integrating many devices into a cloud-connected experiment,

7



described in Chapter 4 and further developed in Chapter 5.

• Electrophysiology, Fluidics, and Imaging Platform: A cloud-connected

system for managing multi-modal devices and their cooperation in biologi-

cal experiments, described in Chapter 5. Experimental results showed au-

tomated sustenance of organoids can achieve the same results as manual

care.

• Optogenetics Platform: A system designed for optogenetic control and

manipulation of neuronal activity in conjunction with electrophysiology record-

ing, described in Chapter 6. Experimental results showed that it is possible

to shut down epilepsy by suppressing excitatory neuron populations with

optogenetic inhibition in human hippocampus slices.

The thesis chronicles the development of these platforms and their applications

to in vitro electrophysiology within the Internet of Things (IoT) cloud laboratory.

The contribution is to unify scientific instrumentation and interaction methodol-

ogy for advancing research in brain development, neuroplasticity, and neurological

disease.
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Chapter 2

Background

2.1 Neurons and Neural Spikes

A typical cortical neuron with labeled functional parts is shown in Figure 2.1b,

with its distinct neural spike waveform in Figure 2.1b. A neuron has many dif-

ferent membrane proteins, which are proteins embedded within its lipid bi-layer

membrane [218]. The neuron uses the membrane proteins to selectively pump out

positive ions like sodium (Na+), potassium/kalium (K+), and calcium (Ca+),

using the chemical energy from adenosine triphosphate (ATP) [219]. As a result,

the inside of the cell becomes relatively more negative than the outside. Thus, the

cell converts chemical energy into electrical potential energy by separating ionic

charges across its cell membrane and creating a negatively (polarized) membrane
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resting potential relative to the outside [85]. Next, depolarization (a neural spike

or action potential) occurs when other membrane protein channels (i.e., ligand-

gated and voltage-gated) open and allow positive ions to rush back into the cell,

creating an electrical cascade that echoes down the neuron’s axon and reaches the

presynaptic terminal [84]. At the presynaptic terminal, this electrical signal trig-

gers the influx of calcium ions, which in turn causes synaptic vesicles containing

neurotransmitters to fuse with the cell membrane and release their contents into

the synaptic cleft [105]. The neurotransmitters diffuse and bind to specific recep-

tors on the postsynaptic neuron [51]. Depending on the type of neurotransmitter

and receptor, this binding can either excite or inhibit the postsynaptic neuron, po-

tentially triggering a new action potential and continuing the signal propagation

[102]. After signaling, neurotransmitters are rapidly removed from the synaptic

cleft, either through reuptake by the presynaptic neuron, degradation by enzymes,

or uptake by surrounding glial cells, ensuring precise temporal control of synaptic

transmission [95].
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Figure 2.1: The neuron and its action potential. (a) A cortical neuron
with labeled functional parts. The neuron receives inputs from other cells through
dendrites. Inputs to the cell may be strong enough to trigger a membrane depo-
larization or spike, in the neuron. The spike propagates down the axon to reach
other neurons. While the signal propagating along the axon is electrical, signals
between neurons are typically passed through chemical neurotransmitters within
synapses. Image adapted from Cusabio1. (b) An example of a voltage trace of a
neural spike, measured with respect to the inside of the neuron. The neuron starts
at a resting internal membrane voltage of −70 mV. As the neuron integrates in-
puts from its dendrites, voltage-gated sodium channels in its cell membrane open
and let ions in, causing depolarization. The rush of ions overshoots and hyper-
polarization is followed by a refractory period. Image adapted from Wikimedia
Commons users Chris73 and Diberri2.

2.1.1 Neural Connectivity and Network Structure

The human brain contains about 86.1 ± 8.1 billion neurons [11]. Each neu-

ron has connections with other neurons via synapses. There are many different

kinds of neurons with different morphologies and different roles, such as excitation

and inhibition, responding and releasing different neurotransmitters within their

1https://www.cusabio.com/Cell-Marker/Neuron-Cell.html
2https://commons.wikimedia.org/wiki/File:Action_potential.svg
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synapses. Much of the neural organization in the brain is driven by genetic mecha-

nisms and afterward wired through experience during an organism’s lifetime. The

brain exhibits hierarchical organization with small-world networks with high local

connectivity and more sparse long-distance connections [16, 140]. Organizational

regularities include brain regions with distinct topologies. For example, cortical

columns [153] are guided by radial glial cells [183, 151, 186]. Cortical columns form

feedforward (FF) and feedback (FB) information processing streams as “counter-

stream architectures” [140, 141, 240].

2.2 Electrophysiology

Electrophysiology measures the electrical activity of neurons and the nervous

system to understand their function. Neuroscientists use a diverse toolkit of tech-

niques to measure and analyze neuronal activity, combining electrical and optical

approaches. These methods provide crucial insights into neuronal function at

various scales, from single cells to entire brain regions.

2.2.1 Electrical Methods

The primary measurements in electrophysiology include: voltage (action po-

tentials and subthreshold membrane potential changes), current (ion flow across

cell membranes), resistance (membrane and axonal properties), and capacitance
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(cell membrane characteristics).

Voltage measurements allow us to assess information processing in complex

neuronal networks and enable the discovery of trends on the scale of a single neu-

ron firing to local field potentials and long-range functional connectivity, network

synchrony, and oscillatory activity [74, 19, 185, 90, 27, 233, 211].

Intracellular voltage recordings (i.e., patch-clamp) measure with respect to

inside the cell [160, 73]. Extracellular voltage recordings measure with respect to

outside the cell [97, 80]. Voltage measurements are done with electrode probes,

which are typically small insulated wires with an exposed tip. Electrodes can come

in many formats, such as planar microelectrode arrays (MEAs) (also referred to

as multielectrode arrays) [224, 163, 265, 50], flexible 3-dimensional microelectrode

array baskets [170] that record neurons near the surface of neural tissue, stiff arrays

of silicon probes [259, 190, 207] inserted inside the tissue via a micromanipulator,

implantable mesh electrodes [130, 125], and tetrodes [79] which flexibly splay out

when inserted into tissue, covering a larger 3D space. Examples of electrodes can

be visualized in Figure B.2. Electrode probes are bi-directional, meaning they

can switch between recording (measuring neural output) electrical voltage and

stimulation (producing neural input) by inducing electrical voltage.
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2.2.2 Optical Methods

Neural activity can also be measured using fluorescent labeling and imaging

techniques, offering complementary advantages to electrical recording methods.

Fluorescent indicators can be visualized using high-resolution cameras, providing

excellent spatial resolution and allowing for the observation of large neuronal

populations simultaneously [4].

Indicator dyes, such as Fura, Fluo, and Indo, work by penetrating inside cells

and binding to intracellular calcium [227, 69]. In contrast, genetically encoded

calcium indicators (GECIs), such as the green fluorescent GCaMP family, offer re-

duced cytotoxicity compared to dyes [35]. Genetically encoded voltage indicators

(GEVIs), such as ArcLight and ASAP1, allow for faster detection of membrane

potential changes that can resolve high-frequency spike trains [99, 225]. GECIs

and GEVIs require genetic modification of a cell line to express the proteins, while

dyes can be used with any cells on the day of the experiment.

For stimulation purposes, optogenetics has emerged as a powerful technique.

Section 2.1 described how membrane proteins can regulate membrane potential by

pumping out or letting in ions. Optogenetics utilizes genetically modified neurons

that express light-sensitive membrane proteins, called opsins, allowing for precise

temporal and spatial control of neural activity using specific wavelengths of light

[68, 43, 59, 263]. Excitatory opsins like channelrhodopsin-2 (ChR2) can depolarize
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neurons in response to blue light, while inhibitory opsins such as halorhodopsin

(NpHR) can hyperpolarize neurons in response to yellow light [68, 263].

Wild-type cells typically do not express calcium indicators or opsins natu-

rally. Therefore, genetic engineering is required, typically through CRISPR-Cas9

[195] genome editing of cell lines or through viral vector delivery, such as adeno-

associated virus (AAV) [158]. Both methods can be used to target specific cell

types [133], which allows more precise perturbations to understand the role of

specific cell types in neural activity. AAV delivery is advantageous when genetic

modification of tissue must be done shortly before the experiment, as it can effec-

tively transfect cells within a week [33].

Both electrical and optical methods can be combined to create versatile record-

ing and stimulation methodologies, leveraging the strengths of each approach to

meet specific experimental needs [83].

2.2.3 Data Acquisition Hardware and Software

Data acquisition hardware is a vital component of an electrophysiology setup,

driving voltage sampling and secure storage of data in computer memory. First,

voltage measurements from electrode probes must be amplified. Amplification is

performed by an operational amplifier circuit (op-amp). Afterward, the signal

must be digitized or converted from an analog signal into a digital number which
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can be stored in a computer. The process is done by an analog-to-digital con-

verter (ADC). Often, amplification and digitization can be combined on the same

silicon chip (such as Intan) [75]. A computer central processing unit (CPU) or

field-programmable gate array (FPGA) can drive the circuit to produce digitized

voltage samples at a specific clock rate, also known as the “sampling rate” of the

recording. This timed stream of samples is stored in computer memory for subse-

quent analysis and a record of the experiment. A detailed comparison of existing

and proposed electrophysiology data acquisition systems is in Appendix A.

2.2.4 Spike Sorting

Multi-electrode arrays with thousands of channels have been used to measure

tens of thousands of neurons [199, 155]. Experiments at this scale cannot be in-

spected by hand for spiking neurons. Spike sorting algorithms aim to identify

individual neurons in neural tissues [196, 128, 199]. Algorithms such as Moun-

tainSort4 [39], Kilosort [168], and SpykingCircus [262] use specific clustering tech-

niques, as well as thresholding, to identify often illusive neural activity. Deep

learning-based methods for spike sorting use convolutional networks or combi-

nations of convolutional and recurrent artificial neural network architectures to

detect spikes [201, 150]. Unsupervised spike sorting with deep learning [22, 21] or

classical machine learning [192, 86] can eliminate bias from training sets curated
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by humans.

Although simple thresholding techniques are less accurate than more involved

sorting algorithms, thresholding is faster and more computationally efficient dur-

ing real-time analysis [138, 155]. Many algorithms running on FPGAs contain

application-specific circuits that can accelerate neural detection through signal

thresholding on the order of micro-seconds (faster than a neuron fires in milli-

seconds) [169, 184, 230]. However, advances in speed, efficiency, and size of Graph-

ical Processing Units (GPUs) would also allow the acceleration of classical and

deep learning algorithms near the site of neural recording [150].

2.2.5 Open-Loop and Closed-Loop Experiments

Open-loop experiments are performed either by passive observation of neural

activity or by linear, reductionistic stimulation and recording of response [189].

Closed-loop experiments, on the other hand, take advantage of the inherent feed-

back and “loopiness” part of the nervous system and its dynamic interactions

with the world. The experiments may involve placing neural cultures inside a

virtual environment or embodying neural cultures with an artificial animal (an-

imat) through a sensory-motor loop to create an interactive environment with

structured stimuli [44, 34, 112]. By putting a computer in the loop with neu-

ral cultures, it is possible to control the system being studied and explore the

17



functional consequences.

Closed-loop experiments require fast signal processing and decision-making to

generate a stimulation pulse in response to neural activity patterns [234]. Efficient

closed-loop experimentation can be programmed through an FPGA with feedback

on the order of 10 µs [169, 230, 184]. To date, closed-loop neural experimentation

has only been done inside labs on a small scale [197], with much of the work

pioneered by Steve Potter’s lab. Further research in closed-loop systems will

enable neuroscience studies at a deeper interactive level.

2.3 Biological Models of the Brain

2.3.1 In Vivo Models

In vivo models have been the standard model of study ranging from worms

and flies [32, 41, 20], mice [61, 78, 79, 94], all the way to monkeys [58, 209, 15, 187]

and humans [103, 121]. In vivo models are considered the most realistic and state-

of-the-art. At the same time, there is currently a limited observational capability

due to the number of physically possible interventions that could be performed

on an animal. Sectioning animal brains into slices [104, 165, 139] to have a more

in-depth investigation into neural dynamics, brings the in vivo model into the

open for observation.
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2.3.2 In Vitro 2D Models

In vitro models, such as acute brain slice cultures and two-dimensional plated

neuron cultures, became key to investigating neuroscience principles, allowing us

to examine how the brain works in a dish. Protocols for reprogramming cells

[229] opened the door for the widespread use of human-derived pluripotent stem

cells, which previously only came from embryonic sources and were therefore lim-

ited. Traditional two-dimensional cultures were the basis for many early network

activity experiments [247, 13, 159]. Nonetheless, two-dimensional cultures have

limitations of low cell density, and a stiff, flat surface of the culture dish is not

physiologically natural [25].

2.3.3 In Vitro 3D Models

Three-dimensional culture models [12] are more physiologically relevant through

cell morphology, extra-cellular matrix production, cell density [118], neural activ-

ity [238], and ion channel expression [119]. Brain organoids are three-dimensional

neural tissue structures generated from human stem cells (iPSCs), which can

model neural development and connectivity [120]. Electrophysiological experi-

ments have displayed neural activity in cerebral organoids [213, 233, 204, 191, 258].

Organoids are more realistic than two-dimensional cultures, recapitulating the

brain, which is inherently three-dimensional. Organoids are the best in vitro
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model we have at the moment and future-proofing capacity (the field is sup-

portive – with the scientific community engineering organoids advances with glial

subpopulations, connections with each other, better reproducibility, and nutri-

tion). Innovations on organoids include fused organoids of different tissue types

(assembloids) [179, 214], and brain organoids connected together by axon bundles

(connectoids) [42, 167].

Figure 2.2: Types of organoids. On the left are types of organoids published in
literature: single organoids [120], assembloids [180, 214], and connectoids [42, 167].

2.4 Internet of Things for Biology

In the past, cloud biology has been used for biology education [87, 88, 235],

ecology [71], agriculture [60] and marine biology [256]. Cloud systems are advanta-

geous for research experiments where live sensors are spread across vast distances.

Ecology and marine biology experiments use cloud biology to control a fleet of sen-

sors as they traverse through vast ecosystems, like forests and oceans [77]. Such

systems have been used to protect the environment through disaster management

by monitoring information in sparsely populated areas [3].
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In the specific case of IoT cloud biology, the most commonly mentioned IoT-

connected biological devices come from the field of medicine. IoT is an emerging

technology in medicine, where it has been named the Internet of Medical Things

[203, 243]. Small medical devices connected to the Internet are useful for collecting

biological data from patients’ vitals [117]. IoT devices have been proposed for

monitoring the health of fetuses in pregnant women [131]. Online architectures

for monitoring wearable medical devices are encompassed in the larger field of

telehealth [56, 72]. Not all applications of IoT devices in medicine are used to

collect biological data. For example, non-wearable motion detectors may be used

to monitor the safety of patients in the hospital [93].

IoT has been used less commonly in the laboratory of cellular biologists. Some

examples exist from ecology and Amazon Alexa integration of lab devices [111],

to commercial devices [181]. As in the general case of cloud biology, one of the

notable use cases of IoT is in educational experiments [235].
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Chapter 3

Light-weight Electrophysiology

Hardware and Software Platform

3.1 Introduction

There is a need in the neuroscience community for flexible, programmable

electronics to record in vitro cultures, such as organoids, to understand activity

changes over time during development. Appendix A compares existing electro-

physiology platforms. Most electrophysiology platforms, including Open Ephys,

require a dedicated personal computer and benchtop space, none are IoT-controlled

and are generally expensive (tens of thousands of dollars). Combined, these fac-

tors create a barrier to entry and difficulties with scalable use. Therefore, the goal
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of Aim 1 is to create an inexpensive, optimized electronics platform for interfacing

with neural culture models.

Throughout the work, we will refer to the hardware created as “Piphys”. The

name Piphys comes from the combination of “Raspberry Pi” and “electrophysiol-

ogy”. The Raspberry Pi is a low-cost, small-scale, single-board computer. Piphys

eliminates the need for a desktop or laptop computer to manage an electrophysiol-

ogy experiment or for an operator to be present in the lab to initiate a recording.

The system is built for long-term experiments with the goal of full automation

using programs that can optimize experimental protocols.

The following sections explain the progression of Piphys systems along with

descriptions of their functionality. The critical physical innovation in Piphys de-

vices is the hardware expansion boards that enable a Raspberry Pi computer to

interface with an Intan RHD chip to perform electrophysiology.

23



3.2 Results

3.3 Piphys Pilot

Figure 3.1: Piphys Pilot design. (a) Electrophysiology recording shield (blue)
interfaces with the Raspberry Pi and enables voltage measurements. (b, c) Mul-
tielectrode array fabricated at UC Santa Cruz containing gold PEDOT:PSS elec-
trodes (25 µm diameter) spaced 180 µm center-to-center on glass. (d) 1kHz
attenuated waveform produced by a benchtop waveform generator and voltage di-
vider, recorded by an oscilloscope. (e) Fast Fourier Transform of signal recorded
by the Pilot. The spectrum is noisy due to attenuation, with the peak around
1kHz, as expected.
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3.3.1 System Design

3.3.1.1 Hardware Design

Circuit design

The printed circuit board was designed in Autodesk Eagle. The Intan RHD2000

electrophysiology amplifier chip is the key driver of the shield biopotential-sensing

functionality. The chip amplifies voltage signals sensed by the electrodes and con-

verts the analog to digital values for storage and buffering inside the Raspberry Pi

Computer. A switch slide chip allows the user to select a reference electrode, e.g.,

the electrode closest to the tissue sample. A low-noise linear voltage regulator

was used to convert 5V power from Raspberry Pi to 3V power used by the chip.

Although the Raspberry Pi has its own 3V power output, voltage conversion was

used to smooth and isolate any power fluctuations from the power supply. The

recording shield hangs off the board’s edge, furthest away from the computer

electronics to reduce potential electrical noise exposure.

Multi-electrode array

A custom multi-electrode array fabricated at UC Santa Cruz is at the system’s

center. It contains 32 gold electrodes (25 µm diameter) spaced 180µm center-

to-center on a glass wafer. The electrodes are coated in PEDOT:PSS, which

lowers electrical impedance, thus enhancing the conductivity of signals [176]. Four

reference electrodes shaped as curved arches are located on the periphery of the
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sensing area.

Interfacing recording Piphys Pilot with multi-electrode array

The recording shield connects to the contact pads on the electrode array using

spring-loaded pogo pins, which adapt their height and maintain contact with the

surface. The design can be adapted to Multi-electrode arrays of different form

factors using interface boards, allowing the usage of both custom and commercial

footprints. Pogo pins remain the most popular and accessible contact solution.

Wire bonding the MEA to the circuit board and push-pull connector to the shield

may be a more elegant solution but requires additional equipment and manufac-

turing time.

The Raspberry Pi, recording shield, and multi-electrode array are held together

by a 3D printed base prototyped with Formlabs Clear V2 material. M2 nylon

standoffs are inserted into the base using a friction fit and secure the shield to

the base. The base and electronics can all be coated in an inert material such as

Parylene C to ensure bio-compatibility.

3.3.1.2 Software Design

The software design described in Section 3.4 is fully compatible with the Pilot,

using the same low-level software drivers and high-level cloud APIs.
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3.3.2 Results

Validation of the electrophysiology system was performed with a benchtop

signal generator. The generator was set up to produce a sine wave with frequency

1kHz and amplitude 1V. The sine wave was attenuated with a voltage divider

circuit from 1V to 2mV, to fall in the sensing range of the Intan RHD2000 chip.

The magnitude of attenuation made added a lot of noise to the signal.

The interface pins of the electrophysiology shield were placed in contact with

a conductive pad, which was tied to the attenuated wave. All 32 channels were

recorded simultaneously. A Fast Fourier Transform of Channel 0 is shown in

Figure 3.1e.

3.3.3 Discussion

Validation could have been performed more thoroughly using a signal generator

capable of producing a range of low-amplitude waveforms with slower frequencies.

1kHz was the lowest frequency of the benchtop signal generator, which is still

too fast to emulate neuronal firing rate. A signal generator such as the hs-tester

device from White Matter would be suitable for finer testing and tuning.

There were many small mistakes in the first implementation of the hardware

due to unforeseen nuances in programming. Further, the RHD2000 64 channel

chip was used to record a 32 channel electrode array due to the availability of
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components on hand. Therefore, only half of the channels on the chip were wired,

and the rest remained floating. During the programming phase, it became ap-

parent that the chip has two analog to digital conversion elements (ADCs), each

serving 32 channels, and it was preferable to sample only one of them to increase

the sampling rate over the Serial Peripheral Interface. However, it turned out the

electrodes were wired to both ADCs, thus the resulting system had about 15 active

electrodes out of the possible 32. The system also lacked modular connectors to

enable the attachment of different probes to the electrophysiology shield, without

being constricted by the original MEA footprint geometry. These problems were

addressed in the next-generation device, described in the following section.

3.4 Piphys Main Design

The following content in this Section 3.4 is from the journal article published in

the IOPscience Journal of Neural Engineering [244]. I wrote the hardware design

and data analysis section, while Sury Geng wrote the software and experiment

sections and accompanying figures, Matt Keefe wrote the tissue culture section,

David Parks wrote the dashboard section. I have edited and revised all sections

with the team throughout the process.

28



Figure 3.2: Piphys main design. (a) Expansion shield (blue board) attached
on top of Raspberry Pi (green board). (b) Logic level connection. (c) Example
interface with standard 6-well electrode plate. (1) +5V logic, (2) +3.3V logic,
(3) +3.5V logic, (4) External supply inputs, (5) Raspberry Pi input/output pins
(bottom), (6) LVDS converter, (7) Intan RHD adapter, (8) Intan RHD 32-channel
recording headstage containing Intan RHD2132 bioamplifier chip, (9) Optional
adapter board to electrodes, (10) Multiple electrode types possible, (11) Raspberry
Pi computer (bottom).

3.4.1 System Design

3.4.1.1 Hardware Design

Circuit design

An expansion shield connects the Raspberry Pi to the Intan RHD 32-channel
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recording headstage containing the Intan RHD2132 bioamplifier chip. The chip

is configured to use low-voltage differential signaling (LVDS) to reduce the ef-

fects of noise and electromagnetic interference (EMI) and allow increased cable

length. However, the Raspberry Pi communicates using complementary metal-

oxide-semiconductor (CMOS) level logic. To translate between the two signal

types, the expansion shield uses the SN65LVDT41 chip from Texas Instruments.

The SN65LVDT41 chip has four LVDS line drivers and one LVDS line receiver

to control data lines required to communicate with the Intan chip over its Serial

Peripheral Interface (SPI).

Besides translation between signal types, the expansion shield provides differ-

ent levels of power derivative from the +5V source input. The +5V input powers

both the Pi and shield, can be supplied either through the power barrel on the

shield or through the micro-USB on the Pi for flexibility. On the shield, the power

source is filtered through ferrite beads to remove high-frequency power line noise.

The +5V source is converted to a +3.5V source for the Intan RHD2132 bioam-

plifier chip and a +3.3V for the SN65LVDT41 chip. Conversion is performed by

low-noise linear voltage regulators to smooth and isolate any fluctuations from

the power supply.

Connection to electrodes

Electrodes are connected to the Intan RHD 32-channel recording headstage.
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For experiments reported here, we created a connection to a commercially avail-

able 6-well multi-electrode array (MEA) plate from Axion Biosystems. However,

any other electrode system fitting an Omnetics 32-pin connector is compatible.

The design can be adapted to custom and commercial MEAs of different form

factors using adapter boards shown in Figure B.2.

The Axion electrode plate mates its bottom contacts to spring finger pins on

our designed adapter board. The parts are aligned using a custom holder consist-

ing of a plastic interior surrounded by aluminum plates and compressed together

by screws on four corners. The plastic holder has a slot to hold the adapter board

and a groove to align the plate in the correct position. The aluminum plate casing

prevents warping of the plastic and ensures even pressure compressing the plate

and connector on both sides. The compressing holder provides consistent mating

of spring finger pins to electrode contacts on the plate.

The mapping of electrode position to channel number is shown in Appendix

B.

System performance

To reduce environmental noise and maximize the signal-to-noise ratio (SNR),

we use a Faraday cage during recording. The Faraday cage is made of 1 mm thick

steel with a power line connected to earth ground. For noise measurements, an

empty Axion plate was filled with the same media used in cell culture and placed
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in the Faraday cage. The noise baseline of this media-only system was an average

of 2.36 ± 0.4 µV RMS for all the channels with digital software filters. A 60

Hz IIR Notch filter was applied to remove the power line noise before recording

primary human neuron culture. In addition, a 300-6000 Hz 3rd order Butterworth

bandpass filter was used to attenuate frequency components outside the neural

activity range.

3.4.1.2 Software Design

Figure 3.3: Software overview. The software that runs on the local Raspberry
Pi device communicates with the Intan RHD2132 bioamplifier chip to stream and
store the digitized neural signal. Concurrently, it pushes the signal to Redis for
real-time visualization on the online dashboard. Datasets are also uploaded to S3
after each recording for permanent storage and access. Experimental control such
as ‘start’, ‘stop’, and variable configuration is sent from the dashboard through
Amazon IoT to the local device. Past experiment data can also be browsed using
records from S3.
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The Piphys system runs custom software to perform: (1) communication with

the Intan RHD2132 bioamplifier chip, (2) buffering and file storage of recorded

voltage data locally, (3) real-time data streaming and plotting on the online dash-

board, and (4) experiment control from the dashboard. In order to stream data,

interact with data being recorded, and control the device, we deployed Redis,

Amazon IoT, and S3 as described in Methods.

To perform an electrophysiology recording, the user can configure the sampling

rate and start the experiment from the dashboard. Once started, the neural cell

activity is firstly digitized and sampled by the Intan RHD2132 bioamplifier chip

in 32 channels. Raspberry Pi stores the data on local memory and also streams

it to Redis for real-time visualization on the online dashboard. For data integrity

and upload efficiency, raw data is saved every 5 minutes on local memory and

streamed every 10 seconds to Redis. Once the recording ends, all local data

files are uploaded to S3 for permanent storage, and data is further backed up to

Amazon Glacier for long-term archiving. Local data files on the Pi auto-erase

every 14 days to release memory. To view a dated recording, the user can select

and pull the data files from S3 to the dashboard for display (Figure 3.3).

Communication with hardware

Communication between Raspberry Pi and Intan RHD2132 bioamplifier chip

uses Serial Peripheral Interface (SPI). SPI is a fast and synchronous interface
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that is widely used in embedded systems for short-distance data streaming. It is a

full-duplex master-slave-based interface where both master and slave can transmit

data at the same time. The protocol for both Raspberry Pi and Intan RHD2132

bioamplifier chip is a four-wire interface: Clock (SCLK), Chip select (CS), Master-

Out-Slave-In (MOSI), and Master-In-Slave-Out (MISO). In Piphys, the Raspberry

Pi acts as the master device and generates a clock signal and recording commands

to configure the Intan RHD2132 bioamplifier chip through MOSI. The Intan chip

responds as slave and sends the digitized data back by MISO. The chip allows

configuration of sampling rate and bandwidth of the low-noise amplifiers. The 32

channels on the chip are sampled sequentially with available sampling rate options

from 2 kHz to 15 kHz per channel. The amplifiers give 46 dB midband gain with

lower bandwidth from 0.1 Hz to 500 Hz, and upper bandwidth from 100 Hz to 20

kHz.

Online dashboard

Users interact with Piphys devices through a web browser application, re-

ferred to as the Graphical User Interface (GUI). The GUI allows a user to initiate

a recorded experiment and monitor electrical activity on each channel. Progra-

matically, the GUI mimics an IoT device that sends messages to other devices

(i.e., Piphys units) and listens to their corresponding data streams in a high-

performance Redis database service. The Piphys device produces a single data
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stream to Redis, and many users can view the stream from the Redis server.

Therefore, many users can monitor and interact with a particular Piphys device

without additional overhead placed on that device.

Users can be located anywhere on the Internet without concern for where

the physical Piphys device is or which network it is on. We routinely perform

electrophysiology experiments from Santa Cruz on a Piphys-connected device that

is located 90 miles away in San Francisco.

When a new user opens the browser GUI, the web application queries the

AWS IoT service for online Piphys devices to populate a device dropdown list.

When the user selects a device from the dropdown, an MQTT ‘ping’ message is

sent to the relevant device every 30 seconds, indicating that a user is actively

monitoring data from that device. As long as the Piphys device receives these

pings, the Piphys device will continue to send its raw data stream to the central

Redis service. When the Piphys device has not received any user messages for at

least a minute, it will cease sending its raw data stream. This protocol ensures

the proper decoupling of users from devices. The Piphys device is not dependent

on a user gracefully shutting down.

While the Piphys device feeds raw data to the Redis service, data transforma-

tions are applied downstream by other IoT-connected processes. For example, the

Piphys Control Panel displays a threshold spike sorted transformation of the raw
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data. This data transformation is an independent process that listens for MQTT

requests for the raw data stream and transforms the raw stream into a stream

containing the past ten spike events detected per channel. For channels with no

detected spikes, a random sample of the channel is saved to the stream every 30

seconds to provide a sampling of the channel’s activity.

Figure 3.4: Dashboard. A control panel interface is displayed through the
browser running spike detection by thresholding.

3.4.2 Results

We tested the Piphys system for long-term recordings of human primary neu-

rons. These neurons were cultured in an Axion CytoView MEA 6-well plate (see

Methods section below). After recording, the raw data was ingested to SpyKING

CIRCUS software [262] for analysis. SpyKING CIRCUS is a semi-automatic spike

sorting software that uses thresholding, clustering, and greedy template match ap-

proaches to detect single cell action potentials. Here, we show two types of results,
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first for single neuron recordings and second for a bursting neural network.

Figure 3.5: Detection of neuronal spike activity using Piphys. Spike train
(black trace) from a recorded neuron in the time domain from Piphys. Spikes
shown here are sorted from SpyKING CIRCUS software and labeled on the raw
data with green and orange dots. Bottom: spike raster is aligned with the detected
spikes showing firing activities at specific positions. (1)(2)(3) Individual spike
examples randomly picked from the spike train.

Recording from primary neurons

After 14 days in culture, primary neurons were recorded with the Piphys sys-

tem and two commercially available systems: the Intan RHD USB interface board

and the Axion Maestro Edge. After recording, all three datasets were filtered with

bandpass filtering from 300 Hz to 6000 Hz and spike sorted with a threshold of ± 6

µV . Figure 3.5 shows a ten-second spike train from Piphys with dots highlighting

detected spikes in the raw data.

To further demonstrate the applicability of Piphys to primary neuron record-

ing, we compare the shape of the detected action potential and quality metrics
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Figure 3.6: Piphys performance is similar to commercial systems. Spike
sorting result for the same recording channel from Piphys, Intan RHD USB inter-
face board, and Axion Maestro Edge. Shown from left to right are mean wave-
form with standard deviation (shaded area), amplitudes of the detected spikes
over time, and interspike interval distribution. (a) Piphys (b) Intan RHD USB
interface board (c) Axion Maestro Edge (d) Comparison of the mean waveform,
amplitude, and interspike interval distribution from three systems.

such as amplitude distribution, interspike interval distribution, and firing rate to

commercially available systems (Figure 3.6). The data was recorded from the

same channel in the same well of neurons by Piphys, Intan, and Axion systems
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in sequential order on the same day. The data recorded on Piphys corresponds

to the data obtained from both commercial systems, with high similarity to Intan

and overall consistency with Axion across metrics in Figure 3.6.

The mean spike waveform, shown in the first column of Figure 3.6, was de-

termined by averaging the voltage in a 3 ms window centered around the point

where the voltage crossed the spike threshold. Differences in Axion’s waveform

shape are a flatter starting point and a higher upstroke before settling to resting

state. The amplitudes for the mean waveform are -24.67 ± 3.92 µV for Piphys,

-26.92 ± 4.96 µV for Intan, and -24.50 ± 1.69 µV for Axion. Axion has a smaller

deviation than Piphys and Intan, showing lower noise in the recording system.

The amplitudes of the detected spikes over time, shown in the middle column

of Figure 3.6 are more sparse for Axion than for Intan and Piphys. Firing rates

in events per second over the recording period shown are 8.05 for Piphys, 8.44 for

Intan, and 6.86 for Axion.

The interspike interval histograms, shown in the middle column of Figure

3.6, have similar longer-tail distributions for Piphys and Intan centered at 122.79

ms and 118.15 ms, and a tighter distribution for Axion centered at 145.57 ms.

However, the interspike interval means that all three systems are significantly

close together.

The variation between Piphys and Axion could be attributed to physical dif-
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ferences in the circuity and possible advanced filtering performed by Axion’s pro-

prietary BioCore v4 chip 1. The filtering could account for the smoothness and

low variability of the signal (measured 1.12 ± 0.18 µV RMS noise baseline), re-

sulting in a smaller number of identified firing events with a tighter distribution.

Piphys and Intan systems both use the same amplifier chips (Intan RHD2000 se-

ries), where the optional on-chip filtering was disabled during recording 2. The

raw signal, therefore, has a larger noise margin (measured 3.21 ± 0.66 µV RMS

noise baseline for Intan, 2.36 ± 0.4 µV RMS for Piphys), which may create more

false-positive firing events. The tail of the amplitude distributions in Intan and

Piphys is skewed towards lower-amplitude events, closer to the noise floor. The

interspike intervals for Intan and Piphys register several events with near-zero

intervals, likely suggesting false-positive spikes from noise contamination. Con-

tamination from noise, which is likely symmetrical, could affect the shape of the

mean waveform calculated by overlaying and averaging all registered spikes.

Overall, these results demonstrate that Piphys can record neural activity in a

manner comparable to commercially available hardware and software.

Detecting burst activity from primary neuron network

On day 42 of culture, we recorded from the neurons with Piphys and found the

primary neurons displayed synchronized network bursts, consistent with previous

1https://www.axionbiosystems.com/resources/product-brochure/maestro-edge-mea-system-
brochure

2https://intantech.com/files/Intan RHD2000 series datasheet.pdf
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Figure 3.7: Bursting activity across four channels with channel map-
ping. Channel mapping shows 64 electrodes in well B2 of the Axion plate (de-
tailed mapping in Figure B.1). Light green dots are the 32 electrodes recorded
by Piphys. Dark green dots mark channels 1, 5, 12, and 20, whose raw recording
plots are on the right. The spike raster superimposes all the detected spikes in
the shown channels. Each light green vertical line in the raster indicates a spike,
and the dark green bar results from superimposing multiple spikes in the burst.
The bars in the raster plot align with the bursts throughout these four channels.

observations [247, 13]. Figure 3.7 shows the synchronous activity captured across

four channels. After spike sorting, most detected spikes were arranged in short

intervals with periods of silence in between. The spikes inside the bursts align

among the channels, indicating that synchronized activity was present through

the network. Quantitatively, the bursting has a general population rate of 0.13

bursts each second, with each burst lasting around 1 second. Within one burst,

the number of spikes is 55 ± 17.58.

To further characterize Piphys system’s performance, we compute the SNR of

bursting activity by the following equation applied to the smoothed signal:
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Figure 3.8: Signal-to-noise ratio of a burst. (a) Burst train (green) and the
smoothed signal (blue). (b) Zoom in to the third smoothed burst showing means
of the signal and the baseline noise for SNR calculation.

SNR(dB) = 20 log10(
µb − µn

σn

) (3.1)

where µb and µn are the mean for the burst and baseline noise, respectively, σn

is the standard deviation of the noise. In Figure 3.8, background signal in green

represents the original recording. The signal in blue is the smoothed product by

boxcar averaging with a window size of three times the standard deviation of the

original. The median SNR across active channels is measured at 4.35 dB. The

mean for baseline noise in the burst recording is around 2.13 µV RMS, consistent

with the noise measurement for the experiments described in the Performance

section. These experiments further demonstrate that the Piphys system is sen-

sitive and reliable in the relatively low amplitude neural signal recording range.
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In addition, with its open-source, lightweight, and remote monitoring capability

through the IoT, Piphys adds unique value in extracellular electrophysiology.

3.4.3 Discussion

Remote longitudinal recording of neural circuits on an accessible platform will

open up many exciting avenues for research into the physiology, organization,

development, and adaptation of neural tissue. Integration with cloud software

will allow in-depth experimentation and automation of analysis.

The proof of principle for Piphys has been shown on 2D cultures. As experi-

ments with other devices have shown, it should be applicable to measurements of

3D brain organoids, which are becoming an increasingly popular model for study-

ing human brain tissue development and function [52, 120, 191, 213, 233, 204, 258].

Improvements to Piphys also include increasing sampling rate and precision

of timing in between samples. Currently, the Raspberry Pi CPU samples the In-

tan RHD2132 bioamplifier chip, and the sampling rates are limited by the CPU’s

ability to multitask. Future solutions may involve adding another CPU or FPGA

to the hardware shield. The platform will continue to be improved, and its modu-

larity allows adapting hardware and software components as different needs arise.

The signal-to-noise ratio could be improved by enabling and tuning on-chip

filtering and improving Faraday cage shielding. In vitro cultures typically fire
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with amplitudes between 10 and 40 µV [206, 233, 159]. They demand sensitive

recording equipment, as an increase of just a few µV in noise for spikes on the

lower end of the spectrum can be considered a non-trivial variable.

Piphys software and hardware source files for building the Piphys system are

available open-source on GitHub 3. All files are provided ‘as is’ and end-users are

encouraged to freely use and adapt the system for their own application-specific

protocols.

Overall, the open-source Piphys design, programmability, and extreme flexi-

bility of the Raspberry Pi significantly lowers the entry barrier of the electrophys-

iology system, providing an opportunity for broader applications in education and

research.

3.4.4 Materials and Methods

Tissue source

De-identified tissue samples were collected with previous patient consent in

strict observance of the legal and institutional ethical regulations. Protocols were

approved by the Human Gamete, Embryo, and Stem Cell Research Committee

(institutional review board) at the University of California, San Francisco.

Primary neuron culture

Prior to cell culture, the electrode surfaces of 6-well Axion plates (Axion

3https://github.com/braingeneers/piphys
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Biosystems, CytoView MEA 6) were coated with 10 mg/mL poly-D-lysine (Sigma,

P7280) at room temperature overnight. The following day, plates were rinsed 4x

with water and dried at room temperature. Primary cells were obtained from

human brain tissue at gestational week 21. Briefly, cortical tissue was cut into

small pieces, incubated in 0.25% trypsin (Gibco, 25200056) for 30 minutes, then

triturated in the presence of 10mg/mL DNAse (Sigma Aldrich, DN25) and passed

through a 40um cell strainer. Cells were spun down and resuspended in Brain-

Phys (StemCell Technologies, 05790) supplemented with B27 (Thermo Fisher,

17504001), N2 (Thermo Fisher, 17502001), and penicillin-streptomycin (Thermo

Fisher, 15070063), then diluted to a concentration of 8,000,000 cells/mL. Laminin

(Thermo Fisher, 23017015, final concentration 50ug/mL) was added to the final

aliquot of cells, and a 10uL drop of cells was carefully pipetted directly onto the

dried, PDL-coated electrodes, forming an intact drop. The plate was transferred

to a 37C, 5% CO2 incubator for 1 hour to allow the cells to settle, then 200uL

of supplemented BrainPhys media was gently added to the drops. The following

day, another 800uL of media was added, and each well was kept at 1 mL media

for the duration of the cultures, with half the volume exchanged with fresh media

every other day. The activity was first observed at 14 days in culture, and the

second recordings were performed on day 42 of culture.

Circuit board design, reduction of noise and EMI
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The printed circuit board was designed in Autodesk Eagle. The board has

four layers of copper. The top and bottom layers of the board are GND, while

the two layers inside are signal and power. Every signal via has a ground via next

to it to sink EMI as signals switch layers. The layout of the circuit board is done

in modules. Via stitching was done around the perimeter and throughout the

board area to separate modules (highlighted by the colored rectangles in Figure

3.2) and fill in areas with no components. The amplifier chip and Raspberry Pi

computer are separated by a cable such that noise from the computer would not

interfere with the sensitive neural signal recording. During data acquisition, all

of the electronics and biology were shielded by a 1 mm thick steel faraday cage.

Cloud services integration

We deployed servers and cloud computing platforms to achieve permanent

data storage and messaging between the local device and the dashboard. The

Internet of Things (IoT) service with MQTT messaging and device management

was coordinated through AmazonWeb Services (AWS). The dashboard was hosted

on a server at UC Santa Cruz. We used Remote Dictionary Server (Redis) and

Simple Storage Service (S3) were hosted on the National Research Platform (NRP)

[223]4. All services (except AWS IoT) are platform agnostic and can be hosted

anywhere5.

4https://nationalresearchplatform.org/
5Later in Chapter 5, AWS IoT was replaced by the combination of EMQX MQTT broker

and Strapi shadows database to be cloud-provider agnostic.
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Redis, real-time data stream Neuronal action potential recording with a high sam-

ple rate and multiple channels requires a high throughput pipeline to make real-

time streaming possible. Remote Dictionary Server (Redis) is a good choice to

implement this objective. It is a high-speed cloud-based data structure store that

can be used as a cache, message broker, and database. Based on benchmarking

results, Redis can handle hundreds of thousands of requests per second. The high-

est data rate for every push from Piphys system to Redis is 9.6 MB (32 channels

× 15 kHz sampling rate × 16 bits/sample × 10 seconds), which can be satisfied

with an internet bandwidth larger than 7.68 Mbps.

Internet of Things (IoT) communication

The dashboard is programmed to be an IoT device that sends Message Queuing

Telemetry Transport (MQTT) messages to control and check the Piphys system.

In response, the Piphys subscribes to a particular MQTT topic to wait for in-

structions. AWS IoT supports the communication of hundreds of devices, making

the Piphys system’s extension to a large scale possible in the future.

Simple Storage Service (S3)

The Simple Storage Service (S3) is the final data storage location. S3 is acces-

sible from anywhere at any time on the internet. It supports both management

from a terminal session and integration to a custom web browser application. Af-

ter each experiment, a new identifier will be updated on the dashboard. When a
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user asks for a specific experiment result, the dashboard can pull the corresponding

data file directly from S3 for visualization.

3.5 Conclusion

The goal of making Piphys was to create a light-weight, low-cost electrophys-

iology system. The design has been received well by the DIY maker community

and research labs that want to lower the cost of electrophysiology equipment6.

Piphys also contributed to cloud-based Raspberry Pi-controlled laboratory suite

alongside imaging and microscopy devices (Figure 4.6).

Future work would focus on supporting stimulation: optogenetic, electrical,

or both. Section 6.4 describes an optogenetic stimulation module that can be

integrated with Piphys. For electrical stimulation, adding an FPGA is necessary

to support the communication rate with the Intan RHS chip and eliminate possible

issues with sampling jitter during the increased frequency of data exchange with

the Raspberry Pi. An onboard FPGA would also allow pre-processing signals and

prototyping of on-chip spike sorting algorithms popular in the neuroengineering

community [5, 169, 184, 230]. This could make Piphys a potential development

board for the chip-based algorithms community.

Since the publication of Piphys, the field has moved towards using higher chan-

6https://youtu.be/bEXefdbQDjw?si=XChktv_VtfWlq1i5&t=1412
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nel counts and higher spatial density despite the higher cost. Further experiments

in this thesis use an HD-MEA system, which offers state-of-the-art technology

in spatial density and channel count. HD-MEAs are important for discovering

scientific phenomena at the cutting edge of resolution, while Piphys has a role in

practical and educational projects.
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Chapter 4

Internet of Things Cloud

Laboratory

The following content in this Chapter 4 is adapted from the journal article

published in Elsevier Internet of Things [173] co-first authored with David F.

Parks, Jinghui Geng, Matthew A.T. Elliott. I helped influence the design choices

for the IoT Architecture during its creation, drafted several of the figures in the

manuscript, and helped co-write and edit all sections of the manuscript with the

team.
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4.1 Introduction

Cloud biology uses internet protocols to connect biological devices online. This

allows live experiments to be monitored and controlled through a web application.

Cloud biology has been suggested for the online control of high-throughput cellular

biology [253]. A backbone of many cloud biology systems are small, inexpensive

computing devices managed by a centralized server to control aspects of a biolog-

ical experiment. In particular, Raspberry Pi computers have become a common

device in many cloud biology experiments [100].

The Internet of Things (IoT) is a communication framework often used to

manage multiple small devices to work in unison. IoT has become commonplace

as a technology used in home sensors, distributed robotic factories, and personal

wearables but is rarely used in cloud biology. The framework is designed for de-

vices to be easily connected together and controlled through underlying messaging

protocols like MQTT (Message Queuing Telemetry Transport).

IoT systems can provide many benefits to cloud-based biology experiments.

IoT provides a standardized framework of communication that dramatically re-

duces the effort required to connect each device to the cloud and has been em-

ployed in lab automation [147, 17]. Fleets of devices can be controlled with negli-

gibly more effort than controlling a single device because of the modular nature of

the IoT framework. Live data streaming becomes possible using the same straight-
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forward protocols as basic communication. IoT also provides its own method for

instant notifications. This is particularly useful when an alarm notification should

be sent to a scientist notifying their experiment is in danger [182].

This section introduces an IoT architecture for cellular biology, and demon-

strates the architecture and its usage with laboratory benchtop experiments in

electrophysiology, microscopy, and fluidics. The electrophysiology, microscopy,

and fluidics devices were co-engineered by the authors of this IoT architecture.

The devices use Raspberry Pi computers running similar software packages that

are unified and simple to implement on new lab devices. Using this IoT system,

scientists can have real-time control and monitoring of live experiments through

an online web tool. Scientists can automate research and receive live updates

on the health of experiments. This architecture benefits our research and would

benefit other labs that implement similar functionalities.

The main contributions of this work are summarised as follows:

• Provide an architecture allowing numerous modalities of biological data col-

lection (electrophysiology, microscopy, fluidics, and flexibility to add more)

that can be monitored and controlled remotely.

• Outline a cost effective and scalable solution to expand the availability of

cell biology experimentation, including an audience outside the exclusive

environment of the lab.

52



• Define a system of communication and data storage infrastructure for man-

aging and processing large scale laboratory datasets remotely and in a sci-

entifically reproducible way.

4.2 System Design

Cost, scalability, maintainability, and scientific reproducibility were the funda-

mental requirements for our high throughput experimentation architecture. Low

cost is made possible by cloud computing platforms offering affordable commod-

ity computing and storage resources at supercomputer scales. Scalability and

maintainability are achieved through IoT management of devices and software

containerization of data analysis processes, which both offer plug-and-play ap-

proaches with minimal dependencies between components. Scientific reproducibil-

ity is embedded through standards-based workflow definitions using Nextflow and

Dockstore.

Figure 4.1 depicts the high-level overview of the system. Data acquisition

modules (devices) execute experiments in the lab. Each module performs a specific

task, such as electrophysiology, microscopy, and fluid delivery. Users interact with

the devices through a web-based user interface or a lower-level software API. The

software API controls devices and enables any program to manage the flow of

experiments. Logistics of device management, communication, and data storage
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are handled through the National Research Platform (NRP, a nonprofit) and

Amazon Web Services (AWS, for-profit)1. In the following sections, we describe

each component of the architecture.

4.2.1 Device Management, Communication, and Control

via MQTT

The data acquisition modules are lightweight and general-purpose IoT devices.

The IoT devices connect to the services that support user control, data storage,

analysis, and visualization via the MQTT (Message Queuing Telemetry Trans-

port) protocol. MQTT is a well-supported, industry-standard publish-subscribe

messaging protocol.

Figure 4.2 depicts MQTT’s central role in coordinating communications be-

tween data acquisition modules and user interfaces. The MQTT protocol main-

tains the state and connection status for each device. It also provides a simple,

lightweight publish-subscribe platform with defined topics. The topics are used

by devices or user interface components to organize communication. There are

two types of topics : a topic per each device (electrophysiology, microscopy, or

any device performing experimental measurements or recording), and a topic per

each running experiment. Each experiment is also assigned a UUID (Universally

1Later in Chapter 5, AWS IoT was replaced by the combination of EMQX MQTT broker
and Strapi shadows database to be cloud-provider agnostic.
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Figure 4.1: IoT Cloud Laboratory. Experiments are automated
through cloud-connected devices to allow scalability, reproducibility, and online
monitoring.

Unique IDentifier), which becomes an active topic for the period of operation.

An experiment starts when MQTT messages are published to the appropriate

experiment and device topics. Devices subscribed to those topics receive the mes-
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Figure 4.2: Inter-device MQTT message broker. The MQTT message
broker provides integration and control over multiple internet-connected instru-
ments. The functionality supports clients, data acquisition modules or software
applications, to connect and subscribe to topics set by a publisher, such as the
user interface (UI), with the proper authentication protocols. By doing so, clients
subscribed to the topic will be informed of the state of each data acquisition mod-
ule (e.g., start, stop, etc.) and parameter changes throughout an experiment.

sages and take the appropriate action. Actions can also be taken automatically

based on sensor readings. For example, a temperature sensor that detects over-

heating can publish an emergency stop message to the appropriate devices and

turn this device off. Actions may involve sending users alerts explaining errors or

requesting intervention.

Chapter 5 and Appendix D further elaborate on the use of MQTT messaging

between devices, and how it is used to conduct experiments.
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4.2.2 Data Storage via Ceph/S3

Figure 4.3 shows how devices store experimental data. Primary storage and

data processing are implemented on the NRP through a distributed commodity

compute cluster based on Kubernetes and the Ceph [252] distributed file system.

Ceph provides a highly scalable S3 interface to a virtually unlimited data store.

Ceph/S3 is the primary storage for all datasets, from small to terabyte-scale, com-

monly recorded by electrophysiology, microscopy, and fluidic assays. Our larger

parallelized data processing tasks have peaked at over 5 GB/sec of concurrent

I/O from S3, demonstrating the substantial scalability of the file system. Access

to the Ceph/S3 data store is universally available online, making it an excellent

place to share large datasets across institutions.

As a research-oriented compute cluster, the NRP (National Research Platform)

does not provide strong SLAs (Service Level Agreements) for the data store. Net-

work outages due to local network, power, or user error can cause temporary

service disruptions. No guarantee is made against data loss, though the Ceph

filesystem provides mechanisms to guard against common failures such as losing a

node or storage media. We mitigate against data loss by scheduling a Kubernetes

Cron Job with a nightly backup of all data from Ceph/S3 to AWS Deep Glacier, a

cloud IaaS (Infrastructure as a Service) service providing a long-term tape storage

solution. Also, all data-producing edge devices maintain a local cache that can
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Figure 4.3: Data storage architecture. Data storage is buffered to the local
device before being delivered to cloud S3 storage. Network and cloud service
disruptions are expected. With the real-time data feed, interruptions only impact
active visualizations of the data, which is acceptable, but the loss of experimental
data is not. Each device buffers data to its local storage before making a best-
effort attempt to upload it to the S3 distributed object store. Data may be
buffered until the local storage is exhausted (typically enough for at least a day).
The S3 distributed store is backed up to AWS Glacier to guard against user error
(accidental deletion) and the loss of the S3 service. Cloud providers like AWS,
GCP, and Azure have strong S3 service level agreements, unlike academic clusters
such as the NRP.

withstand a temporary service disruption.

4.2.3 User Interface via Plotly Dash

A Plotly Dash2 interface is easy to develop and code in Python, a common

language for data science. Plotly offers rich interactive plotting functionality,

including specialized biology-focused visualizations. Dash provides a template to

build user interfaces that implement the Observer Design Pattern [62], making for

2https://plotly.com
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an extensible and maintainable environment.

A Plotly Dash web application provides a user interface and visualizations

for each lab device (see the “Visualization and Control” in Figure 4.4). This

topic will be further discussed in the “Results and Discussion” section (Figure

4.6 “Control”). The web application can plot data from past experiments saved

on Ceph/S3 or publish MQTT messages to the device or experiment topics in

real-time. Figure 4.6 and Section 4.3.1 show how a user visualizes a “Piphys”

electrophysiology device streaming data.

4.2.4 Data Streaming via Redis

Real-time streaming and real-time feedback are facilitated through a Redis

service. Redis is a high-speed database that can be an inter-server and inter-

process communication service. It is straightforward to interact with Redis using

many languages, including Bash, Python, and C. Raw data feeds are sent to Redis

only when the user is actively interacting with a data stream. For example, when

looking at a real-time visualization, the UI client sends MQTT keep-alive messages

to keep the data stream active. While MQTT is appropriate for small messages,

Redis is the primary communication method for larger data blocks.

Figure 4.4 introduces a mechanism for handling large-scale real-time data

streams. Redis provides common data structures with the inter-process locking
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Figure 4.4: Real-time data visualization. (1) Electrophysiology, Microscopy,
and Fluidic IoT devices produce real-time data streams on-demand only when
a user is connected to a visualization that utilizes that stream. (2) Data trans-
formations process raw data into a variety of helpful forms. Each independently
containerized transformation reads a data stream and produces a new data stream.
(3) Visualization and alerts notify IoT devices via MQTT that data streams are
needed.

required to coordinate services running on separate devices. It provides a way

for data producers to publish a real-time stream of data, such as an electrophys-

iology recording, and for a consumer of that data, such as the Plotly Dash UI,

to coordinate with each other without direct dependencies between them. Data

transformations using Redis shown in Figure 4.4 are discussed in Section 4.2.6.

A Redis stream is effectively a queue that can be capped in length so that old

data is automatically dropped once the maximum size of the stream is reached.
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Consumers, such as the Plotly Dash website, can send a recurring MQTT message

to the relevant data producer to start the data stream and read the data as it

is produced. A Redis service interruption merely pauses data visualization. The

data producers stream a raw data feed to Redis in real time while logging data

in batches to Ceph/S3. The Ceph/S3 object store remains the primary source

for data storage, and the data transfer to Ceph/S3 is resilient to service disrup-

tions. There is no guarantee against data loss in the streaming approach, which

is why Ceph/S3 is the primary datastore, and the Redis stream is reserved for

visualizations that can incur service interruptions without lasting consequences.

4.2.5 Data Processing with Containers and Workflow Def-

initions

Longitudinal electrophysiology, microscopy, and fluidic experiments combine

commonly created datasets on the multi-terabyte scale. Big data analysis is per-

formed using containerized workflows built with Docker and Kubernetes and de-

ployed using Nextflow. Large-scale machine learning especially relies on S3 for

reading terabyte-scale datasets. Data analytics tasks such as neural voltage sig-

nal analysis, machine learning, and image analysis require substantial computing

resources and processing in multiple stages.

Containerization is used in the infrastructure to provide substantial compu-
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Figure 4.5: Example data processing workflow for an electrophysiology experi-
ment. In Job 1, a subset of the data is analyzed to determine which channels are
active. Next, in Job 2, raw data for each active channel is converted into the form
necessary for data analysis (this step takes advantage of cluster parallelism, split-
ting tasks by data file). Finally, in Job 3, the data analysis, including spike sorting
and other custom analysis tasks, is performed in parallel per active channel.

tation power and resources with simple cloud management. This is a method of

packaging code and all its dependencies into a virtual environment so an appli-

cation runs reliably in any computing environment. Containers are efficient and

lightweight, they share a single host operating system (OS), and each container

acts as an independent virtual machine without additional overhead (unlike full

hypervisor virtual machines, which replicate the OS). The container can be up-

loaded to a repository (for example, on Docker Hub), downloaded, and run on

any computer. This includes servers in a cluster or a local lab computer.

We introduced Dockstore.org [164] in our design as the next logical step in sci-

entific reproducibility, building on containerization technology. Dockstore.org is a
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website dedicated to hosting containerized scientific workflows. The formal defi-

nition of a workflow is the execution of repeatable computational or data manip-

ulation steps, such as inputs, outputs, dependencies and the containers they run

on. A common workflow language formalizes a containerized software process to

ensure that organizations can run each other’s software in a standards-compliant

manner. Several formal workflow definition languages exist: Nextflow [48], Com-

mon Workflow Language (CWL) [6], and Workflow Description Language (WDL)

and are all supported by Dockstore.

Besides being a formalized workflow language, Nextflow provides a workflow

runtime engine capable of deploying containerized processes to various platforms

such as Kubernetes, AWS, Google Cloud, and Azure. Figure 4.5 depicts a standard

electrophysiology data processing workflow developed and run on Nextflow and

deployed to the Kubernetes-based platform on the NRP. All workflows receive a

standard UUID (Universally Unique IDentifier) pointer to a dataset, allowing the

workflows to find the raw or preprocessed data produced by a dependent workflow.

4.2.5.1 Example Workflow for Processing Electrophysiology

A canonical workflow for an electrophysiology experiment is to detect the

action potentials (spikes) of neurons by analyzing voltage recordings on multiple

channels and producing standardized reports. This is part of a larger procedure

called “spike sorting”. The workflow consists of 3 Jobs that occur in stages: (1)
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channel scan, (2) data conversion, (3) spike sorting and analysis.

In stage (1) of the workflow, the electrophysiology data is scanned to iden-

tify active channels. A JSON file with active channel information is recorded to

Ceph/S3. This step requires a single task/container to run. In stage (2) of the

workflow, the dataset is converted from its raw 2-byte integer-based data format

into a 4-byte floating-point data format. This data transformation is performed in

parallel on the cluster using multiple containers, each processing a single data file

from the multi-file dataset. The original data file is downloaded locally, converted,

and uploaded to a temporary location on Ceph/S3. Data is further separated into

individual channels for efficient analysis during this process. Note that the conver-

sion process must fully download and re-upload the dataset because multi-terabyte

datasets are too large to fit on a single server. Finally, stage (3) of the workflow

pulls the metadata from stage 1 and the converted data files from stage 2. The

converted data is first processed using spike sorting algorithms, such as Mountain-

Sort [39] and Kilosort [226]. Then spike timing analysis is performed using the

spike sorting output files. Spike sorting performs a preprocessing curation step

akin to denoising protocols implemented in neural EEG data [1]. The results are

placed back on the Ceph/S3 distributed filesystem.

Each dataset has a unique ID (UUID) which also serves as a location pointer

to where data is stored on Ceph/S3. This UUID is the only parameter passed
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between jobs. Besides the UUID, separate data analysis jobs remain fully indepen-

dent, relying only on the availability of the appropriate input data on Ceph/S3.

A focus on independent units of code facilitates long-term software maintain-

ability. Besides the example illustrated in this section, Figure 4.7 shows a more

general overview of resources employed and parallelization of the data processing

by workflows, including imaging and fluidics.

4.2.6 Real-time Analysis, Data Processing, and Transfor-

mations

Deploying containerized workflows via Nextflow works well for large-scale post-

processing and data analysis but does not provide a mechanism for real-time

visualizations and experiment control.

The Redis in-memory database service coordinates the real-time exchange of

data in streams between many producers and consumers. For example, an elec-

trophysiology recording on 32 channels at 25 kHz will produce a data stream of

1.6 MB/sec, which a user may want to monitor in real time. Equivalently, a

microscopy recording produces a stream of images for visualization.

Data transformation with visual enhancements applied in real-time is often

more informative than seeing raw data. Data transformations are performed by

containerized processes that read a stream of data and write a new stream of
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transformed data. For example, a container reads a raw electrophysiology stream

and writes a new stream with the bandpass-filtered data. After applying the

data transformation, a visualization such as a Plotly Dash web page would read

the appropriate data stream output. Data transformations have no dependencies

other than the Redis stream they read from and can be entirely independent

workflows. Transformations can easily be added or changed without changing any

other software infrastructure components.

4.3 Results

For the results of the IoT architecture, we will focus on a case study analysis

of various devices using the platform and an example of how the platform would

scale with these devices under different consumption models.

4.3.1 Case Study Analysis

This software architecture supports different modes of data acquisition that

measure and report data. Here we focus on three types of modules for proof of

concept: (1) Electrophysiology – voltage recording and stimulation of neural cell

cultures, (2) Microscopy – imaging of cell cultures, (3) Fluidics – feeding cells

and sampling media for metabolites and RNA expression using a programmable

microfluidics system. These modules are implemented and described in separate
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publications and presented in Figure 4.6.

We will look at each of these data acquisition modules (IoT-based edge devices)

and discuss how they interact with the software architecture and user. For this ex-

ample, we assume users will interact with devices through the web UI application.

Users can be located anywhere on the Internet without concern for the location

of these physical devices. This facilitates cross-campus and cross-institutional

collaborations. For instance, we often perform electrophysiology and microscopy

experiments from Santa Cruz on devices located 90 miles away in San Francisco.

Of course, experiments still require some manipulation by a researcher at the lo-

cal site (i.e., placing cell cultures on the devices and performing adjustments if

components are misaligned).

To begin an electrophysiology experiment, a user opens the browser with the

Plotly Dash web application (Figure 4.6, Control). The application queries AWS

IoT service3 for online electrophysiology devices (Figure 4.6, Devices). The device

can be Piphys [244] or any platform/recording system whose computer runs the

same code that responds to the IoT architecture and can control the system

programmatically. When the user selects a device, an MQTT ‘ping’ message

is sent to the relevant device every 30 seconds, indicating that a user is actively

monitoring data from that device. As long as the electrophysiology device receives

3Later in Chapter 5, AWS IoT was replaced by the combination of EMQX MQTT broker
and Strapi shadows database to be fully cloud-provider agnostic.
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Figure 4.6: An outline of existing tools that utilize the IoT Cloud
Laboratory platform described in this paper. (Device) shows Picroscope
[134, 18] for microscopy, Piphys [244] for electrophysiology recording, and Auto-
culture [210] for fluidic media exchange and liquid biopsy. (Infrastructure) shows
the primary suite of tools introduced in Section 4.2.2, 4.2.4 and 4.2.5. (Control)
shows a snapshot of existing web-based control interfaces. These web pages are
running on a server in the UCSC Genomics Institute. (Analysis) demonstrates
some of the reports produced by workflows that run as data post-processing jobs.
“Picroscope” and “Piphys” figures are adapted from [134, 18] and [244].
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these pings, it will send raw data to its Redis stream (Figure 4.6, Infrastructure).

Since the device is responsible for only a single data stream, many users can

monitor and interact with the particular device without additional overhead. If

the device has not received user messages for at least a minute, it will cease

streaming its data. This protocol ensures the proper decoupling of users from

devices, and devices are not dependent on a user, gracefully shutting down the

connection.

As shown in Figure 4.4, one or more data transformation processes can read the

raw data stream and post a processed stream of data, such as real-time spike sort-

ing. The web visualization can display the appropriate transformed data stream

for the user (Figure 4.6, Control).

Stopping the experiment will automatically initiate a batch processing work-

flow on the Kubernetes compute platform. Users can configure the workflow to

include job modules such as spike sorting, clustering, and other customized metrics

of neural activity.

Microscopy, such as the Picroscope, typically operates at a lower sampling rate

and over a longer continuous period than electrophysiology. Microscopy devices

record images of cell culture morphology at varying focal layers and time intervals.

As with electrophysiology, these images are initially buffered locally and then

flushed to the Ceph/S3 filesystem every few minutes. A user will view the data
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in the same web UI portal as electrophysiology. Since cell culture morphology

changes relatively slowly, microscopy visualizations do not require real-time Redis

streaming. The user may update the parameters of the microscopy recording with

MQTT messages sent to the device topic updating the state.

Fluidics devices support the lifecycle of the cell culture, providing new media

and taking regular measurements relevant to the cell culture’s health and envi-

ronmental state. Much like microscopy, most of these measurements are sampled

continuously over the lifetime of the culture and are posted directly to Ceph/S3

at regular time intervals. When the user accesses a UI page detailing the feeding

and liquid biopsy sampling of the culture, these metrics will be pulled in near

real-time from Ceph/S3. The user can update and change metrics by an MQTT

message from the UI page to the device which updates its state and initiates a

change in device behavior.

Current usage metrics for experiments are listed in Table 4.1.

4.3.2 Scaling

In the previous section, we considered one experiment with a few data acquisi-

tion modules running in a single lab (Figure 4.6, Table 4.1). This section considers

hypothetical studies of tens to thousands of experiments operating simultaneously.

Each use case will employ a varying set of features of the devices. We define three
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Microscopy Electrophysiology Fluidics
Device in
the
laboratory

Picroscope
[134, 18]

Piphys [244] Autoculture [210]

Number of
experiments

130 UUIDs ∗ 139 UUIDs ∗ 10 plate runs
(2,400 individual
wells)

Currently
stored data

6.5 TB and 2.9
million images
(time series
z-stacks)

8.5 TB voltage
data (sample rate
at 12-20 kHz)

<1 GB feeding
logs, MetaFLEX
data

Required
network
speed
(Mbps/active
experiment)

0.27 1.6 0.0027

Data
storage rate
(GB/active
experi-
ment/hr)

72 4140 0.72

Analysis on
dataset

Auto subject edge
detection

Spike sorting RNA-seq analysis

Table 4.1: Data and metrics from IoT experiments conducted in the IoT Cloud
Laboratory. ∗ Each unique experiment receives a UUID

use cases and provide an analysis of these and their assumptions. These use cases

are called: Science, Student, and National. We provide a distribution over the

basic functions and devices that we expect the users will employ in each case. For

each case, we provide estimates of CPU, Network, and Storage resources required,

visualized in Figure 4.7. Also provided in Figure 4.7 is an estimate of cloud com-

puting and storage cost based on AWS pricing. The use of the NRP academic

compute cluster precludes the majority of these costs and speaks to the value the
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NRP brings to academic institutions.
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Figure 4.7: Monthly resource utilization requirements given three use
cases: Science, Student, and National scales. The assumed distribution of
device functions under each use case is displayed in circular gauge charts above.
Resource utilization for CPU, network and storage are displayed in bar graphs
below. An estimate of Cloud Pricing is provided at the bottom. The number
of active devices varies from fewer devices in the Science Use Case to many in
the National Use Case. We define “% Imaging” as the percentage of devices ac-
tively recording and storing microscopy images; “% Metrics,” as the percentage of
devices actively recording measurements such as media concentrations and tem-
peratures; “% Raw voltage trace,” as the percentage of devices recording and
storing full raw voltage traces across all electrophysiology channels; “% Spike
Raster,” as the percentage of devices registering only neural spikes events (esti-
mated to be 10% of the raw voltage data); “% User Interface,” as the number of
active users on the web interface relative to the total number of devices; and “%
Stimulation,” as the percentage of devices that are actively executing electrode
stimulation requests.

In the Science use case, we assume a higher degree of active imaging and
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electrophysiology. This use case focuses on more resource-intensive lab use in

the pursuit of scientific inquiry in great detail. In this configuration, storage

requirements are the most significant bottleneck, growing at tens to hundreds of

GB of data per hour. We find that tens of devices are appropriate for this use

case before resource utilization becomes excessive.

In the Student use case, we anticipate a limited number of universities using

the devices to teach classes in cell biology on live cultures hosted at a remote lab.

In this use case, we assume a scale on the order of hundreds of devices. Users

in this scenario will rely heavily on visualizations, including both real-time mi-

croscopy and electrophysiology. The lab that hosts hundreds of experiments with

the expectation of concurrent access will require additional network bandwidth

beyond what is available in a typical lab or office. At least two Gigabit network

ports and matching ISP bandwidth would be necessary to support the load. At

this scale, if electrophysiology is involved, limiting data that is sent over the wire

to active spiking events rather than raw signal measurements is imperative. This

requires on-device spike detection.

Lastly, in the National use case, we consider a scaled-out fleet of thousands

to tens of thousands of devices. This case assumes wide-scale adoption by labo-

ratories or secondary education facilities across the country or world. This scale

requires substantial cloud computing resources to support the load and serve mi-
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croscopy images and electrophysiology data to every user. It will also require sig-

nificant wet lab infrastructure at the site(s) housing the biology as well as expenses

of cell culture maintenance. However, given this investment, this infrastructure

can enable remote experimentation by a large and diverse population.

4.4 Materials and Methods

4.4.1 National Research Platform

The National Research Platform is an academic compute cluster run by the

UCSD Supercomputer Center. It is described as a “potluck supercomputer,”

hosting and consolidating computing resource components of a large scale across

many academic institutions. Compute resources are organized in public and pri-

vate areas of the cluster. If a lab or institutions hosts compute resources on the

cluster, they can choose to limit access to those resources, make them cluster-wide

public, or make unused compute available for cluster-wide use. Most academic

institutions can access the cluster’s public resources via existing integration with

CILogon. Institutions also benefit from hosting existing resources with the NRP

cluster by taking advantage of the automated cluster administration and existing

DevOps team. The cluster currently hosts over 7000 CPU cores, 500 GPUs, 35 TB

of memory, and 2.5 PB of storage, as well as accelerator devices such as FPGAs.
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4.4.2 Workflow Management

Docker, Kubernetes, Nextflow, and Dockstore are employed as workflow man-

agement tools. Docker enables a Container (effectively a virtual machine with

less overhead) to be packaged with all software and configuration in a binary

package that does not require re-installation to run on a new machine. Kuber-

netes is an industry scale scheduler for Docker Containers, which is hosted by the

NRP. Nextflow provides standardized workflow definitions, which are stored and

distributed on the Dockstore website.

4.4.3 Data Management

Large-scale data transfer and storage are achieved using a Redis server for

real-time data transfer and Ceph distributed filesystem deployed on the NRP

cluster. Redis is free open source software that enables distributed computing

and high bandwidth data transfer. Ceph is a distributed filesystem that provides

an S3 interface. The S3 interface is compatible with AWS/S3 standard but is not

exclusive to Amazon services. Tools such as the AWS command line tools and

Rclone can be used to access Ceph via the same interface as defined by AWS.

The reason an S3 filesystem is valuable is that it is a scalable internet-accessible

data store; therefore, data can be easily accessed by anyone with the appropriate

credentials, within a lab, or between labs and institutions.
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4.4.4 Message Queuing Telemetry Transport (MQTT)

For IoT, Raspberry Pi devices comprise most edge computing infrastructure,

and they communicate over the MQTT protocol using the AWS IoT implementa-

tion of MQTT and related IoT services. Raspberry Pi devices are registered on the

AWS IoT service and communicate over the publish/subscribe MQTT protocol.4

4.4.5 Frontend

On the frontend, Plotly/Dash is employed for real-time visualizations, and

Jupyter Hub is employed for data analysis and data visualization tasks. Plotly/Dash

is a web-hosted extension to the open-source Plotly plotting library, providing pro-

grammatic and real-time interaction with data for visualization purposes. Jupyter

Hub provides a hosted Jupyter Notebook environment in which data analysis

takes place. These services are hosted on a local lab server; they interact with

the NRP/S3 for access to data and Redis and MQTT for communication with the

cluster and real-time data.

4Later in Chapter 5, AWS IoT was replaced by the combination of EMQX MQTT broker
and Strapi shadows database to be cloud-provider agnostic.

76



4.5 Conclusion

This paper outlines an IoT software architecture that supports the control and

analysis of electrophysiology, microscopy, and fluidics on cell cultures. We empha-

size the benefits of having a centralized online hub where automated experiments

are managed through a portal. Scientists benefit from notifications on their ex-

periments’ status and monitor the progression without perturbing samples. Our

architecture is built on an open-source design with scientific reproducibility in

mind. Future advances in IoT architecture for cell biology may open new pos-

sibilities to scale high-throughput experiments, which benefit drug screens, gene

knockout studies, and a host of other applications. This architecture example is

intended to be generalized to other experiments and lab devices to further advance

the implementation of IoT in cellular biology.
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Chapter 5

Feedback-driven

Electrophysiology, Fluidics, and

Imaging Integrated System

The following content in this Chapter 5 is adapted from the bioRxiv pre-print

article [245] undergoing journal submission, co-first authored with Spencer T.

Seiler. I apply the IoT Cloud Laboratory paradigm in Chapter 4 to generalize a

fleet of devices, requiring the design of a software device-class and a messaging

convention on top of MQTT. Spencer and I both ran the experiments and collected

data, drafted figures, and helped co-write and edit all sections of the manuscript

with the team.
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5.1 Introduction

Recently, advances in biological research have been greatly influenced by the

development of organoids, a specialized form of 3D cell culture. Created from

pluripotent stem cells, organoids are effective in vitro models in replicating the

structure and progression of organ development, providing an exceptional tool for

studying the complexities of biology [107]. Among these, cerebral cortex organoids

(hereafter “organoid”) have become particularly instrumental in providing valu-

able insights into brain formation [52, 120, 186], function [64, 7], and pathology

[66, 129]. Despite their potential, organoid experiments present significant chal-

lenges. Brain organoids require a rigorous, months-long developmental process,

demanding substantial resources and meticulous care to yield valuable data on

aspects of biology such as neural unit electrophysiology [148], cytoarchitecture

[222], and transcriptional regulation [129].

The primary methods for generating and measuring organoids depend on me-

dia manipulations, imaging, and electrophysiological measurements [177], which

are all labor- and skill-intensive, limiting the power and throughput of experi-

ments [244]. Cell culture feeding and data collection occur at intervals realistic

for researchers. Furthermore, during manual feeding and data collection, the cell

cultures are removed from the incubator, which provides a controlled gas, tem-

perature, and humidity environment [23]. Ideally, feeding should be aligned with
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the cells’ metabolic cycles, and data should be collected at intervals on par with

the biological phenomenon. The disturbance incurred by leaving the incubator

environment is shown to increase metabolic stress and batch-to-batch variability,

potentially impacting the quality of the experiment [250], as well as increasing

contamination risk. These limitations hinder the depth of insights gained from

these organoid models, particularly in studies focused on dynamic neural processes

and disease modeling [177].

Laboratory robotics, most often liquid handling devices [113], offer increased

precision and throughput but are primarily designed for pharmaceutical screens,

limiting their adoption in research labs due to high costs, large footprints, and in-

flexible workflows [232]. Moreover, many of these systems lack the ability to seam-

lessly integrate new technologies as they emerge. Conversely, academic research

labs are benefiting from advancements in commercial and custom-made technolo-

gies, facilitated by in-house fabrication methods like 3D printing [248, 137], which

are enhancing their capacity to manipulate and measure biological systems. How-

ever, without an easy-to-integrate, device-agnostic robotic platform, researchers

are constrained to manual operations, restricting the power and scope of their

experiments. By outfitting devices to carry out automated jobs and relay data

through communication networks, they acquire around-the-clock functionality and

increased fidelity [89]. The flexibility in size (number of devices per integrated sys-
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tem) allows researchers to optimize for the experimental design and budget. Im-

plementing programmable feedback loops derives precision and self-optimization

by dynamically adjusting to real-time data [221, 114, 37], offering a practical alter-

native to complex mathematical modeling for experiment control. This approach

would enable more integrated, flexible automation in research settings, broadening

the scope and efficiency of experiments.

Automating multiple devices to report data presents a challenge for device

management and communication, necessitating flexible and efficient infrastruc-

ture. Addressing this need for an interconnected ecosystem of devices, services,

and technologies is possible through designing networks using standards defined by

the Internet of Things (IoT). This approach has already impacted wearables [178],

agriculture [30], city infrastructure [228], security [202], and healthcare [108]. It

was recently proposed to expand this approach to biology research [175]. Previ-

ously, each researcher built a custom device and code from scratch with unique

assumptions for communication and behavior. Each device operated in solitude,

lacking integration and feedback with other devices. Here, we establish a plat-

form that addresses these challenges, combining electrophysiology, microscopy,

microfluidics, and feedback control, automated and integrated through IoT tech-

nology for touch-free, in-incubator tissue research.
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5.2 System Design

5.2.1 Integration

We have developed an integrated platform (Figure 5.1) that automates organoid

culture and data collection in individual microenvironments. While microfluidics

(Figure 5.1A) controls the media environment, digital microscopy captures the

morphogenic features. The neural activity is recorded by local field potential mea-

surements using complementary-metal-oxide semiconductor (CMOS) high-density

microelectrode arrays (HD-MEA)[156](Figure 5.1B). The IoT cloud network bro-

kers the communication between all devices and facilitates data storage, process-

ing, and presentation services including an interactive webpage (Figure 5.1D).

Through touch-free automation, samples remain undisrupted in the incubator,

increasing the consistency of images and allowing for higher frequencies of feeding

and recording.

At user-defined intervals, conditioned media is aspirated by a syringe pump

through a system of distribution valves (Figure 5.1A), stored in a collection reser-

voir (without passing through the syringe pump vial (Figure 5.1C), and replaced

by an equivalent volume of fresh media. Both types of media are perfused through

flexible fluorinated ethylene propylene (FEP) tubing at 110 mm/s, which leads

to low shear forces [210] (see Materials and Methods, Organoid Culture Using
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Figure 5.1: Schematic diagram of the integrated feedback platform.
(A) A syringe pump and valve system dispense fresh media and aspirate con-
ditioned media at user-defined intervals. The blue background represents 4°C
refrigeration. (B) In-incubator microscopy and HD-MEA electrophysiology unit
for automatic recording, media exchange. Exploded view: the 3D printed gasket-
sealed culture chamber. The red background represents 37°C incubation. The
microfluidic culture chamber has an access lid with a polished glass rod viewing
port, a gasket-sealed microfluidic module with threaded microtube fluidic fittings,
and an overflow catch tray. The microfluidic culture chamber attaches to the
HD-MEA, which houses the sensor for recording electrophysiology signals. (C)
The in-refrigerator camera captures images of aspirated conditioned media drawn
from each culture for volume estimation feedback to the syringe pump system.
(D) Devices communicate over MQTT (Message Queuing Telemetry Transport)
protocol and automatically upload data to the cloud, where it is stored, processed,
and presented on a web page.
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Automated Fluidics).

The digital microscope (Figure 5.2A) is attached using 3D-printed parts on

aluminum posts. The 3D printed culture chambers integrate the microfluidics

and HD-MEAs. A liquid-impermeable O-ring gasket ensures media retention in-

side the chamber. The well lid includes a polished glass rod submerged in the

media, improving image quality and removing the effects of condensation. Align-

ment grooves in the glass rod lid prevent rotation and incorrect fitting. The lid

exchanges gas with the incubator conditions through ventilating air ducts (Fig-

ure 5.2C), similar to a cell culture well plate. The removable and re-attachable

lid reduces manufacturing complexity and enables future use of other lids with

applications beyond imaging.

Figure 5.2C shows the cross-section of the culture chamber attached to the

HD-MEA. The media flows in (red) and out (blue). The sinuous media path and

well geometry ensure minimum disturbance to the biological sample [210]. Fresh

media is delivered on top of the volume present in the chamber, similar to partial

media changes found in manual feeding protocols [45, 251]. The ideal operating

range is between 350 to 700 µL (see Figure C.1 and Table C.1 for numerical

volume limits). In the case of over-aspiration, media drops to a minimum of 170

µL before aspirating air from the chamber’s headspace. The 3D-printed catch tray

guards against overflow, collecting up to 1.5ml (200% of the chamber’s capacity)
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to protect the recording equipment from liquid damage.

Figure 5.2: The microfluidic culture chamber. (A) The experimental setup
inside an incubator shows two microfluidic culture chambers and two conventional
membrane lids. (B) 3D printed culture chamber attached to the HD-MEA. (C)
Cross-section showing the fluid path. Fresh media (red) enters the chamber, filling
the internal cavity. Conditioned media (blue) is drawn out of the chamber. The
media level, noted by the upper black arrow (559 µL) and lower black arrow (354
µL) on the glass rod, is the ideal operating range that keeps the rod immersed in
media. The biological sample is adhered to the HD-MEA in the bottom of the
cavity.

5.2.2 Computer Vision for Microfluidic Flow Feedback

We developed a computer vision volume estimation system to monitor the

accumulation of aspirated media and identify anomalies during culture feeding

events. Figures 5.3A and 5.3B provide a detailed view of the setup inside a re-

frigerator, which includes three main components: a collection reservoir support

system, an LED panel, and a camera module (see Materials and Methods, Assem-

bled Devices and Custom 3D-printed Components). The camera module remains

on standby for image capture requests made by other IoT devices or users. Upon

request, computer vision techniques are employed to estimate the media volume
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within the reservoirs accurately.

Figure 5.3C shows the computer vision process (see Materials and Methods,

Fluid Volume Estimation Using Computer Vision) for segmenting area related to

the media in the reservoir. A calibration was required to establish the relationship

between the segmented area in pixels and volume in milliliters. We captured 184

images of the collection reservoirs containing volumes of media ranging from 0

to 12 mL (several pictures for each volume), with each volume confirmed by a

scale, accurate to 1 µL. For each specific volume in Figure 5.3D, multiple points

overlap and are all accounted for to calculate the polynomial regression lines. To

accommodate the reservoir’s conical section (volumes <1.5 mL) and cylindrical

section (volumes >1.5 mL), two distinct regressions were applied, ensuring a high

degree of precision for each geometrical shape.

A Leave-One-Out cross-validation (LOO) [166] approach was employed to

quantify the model’s error. This method tests the model’s accuracy and general-

izability in an unbiased manner, ensuring that the calibration results in a model

that performs reliably across different samples. The effectiveness of the model

is assessed quantitatively with the following metrics: an average Mean Absolute

Error (MAE) of 0.56% (equivalent to 27 µL), an average standard deviation of er-

rors at 0.53% (22 µL), and an average Root Mean Square Error (RMSE) of 0.77%

(35 µL). The polynomial models exhibit R-squared values of >0.99, denoting an
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optimal fit of pixel area to liquid volume. Figure 5.3E shows the average absolute

error percentage at a specific volume, with the bar indicating the error range from

minimum to maximum.

Figure 5.3: Computer vision for volume estimation. (A) Example of a
raw image captured by the camera module. (B) In-refrigerator volume estimation
setup. The CMOS camera module (the white triangle) images the conical tubes
with a diffused LED backlight for even illumination. (C) Fluid segmentation: a
rectangular pixel patch down the center of the conical tube; Row-wise summations
of the HSV channels are used to detect the location of the meniscus. The initial
liquid potion segmentation is added to the meniscus portion to yield the final
segmentation. (D) Calibration graph with a fitted relationship of segmented
pixel count to ground truth volume. (E) The absolute error percentage: orange
dots represent the average error at selected volumes. The shaded bar represents
the minimum to maximum error range.
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5.2.3 IoT Ecosystem of Devices and Cloud-based Services

We built a cloud-based IoT ecosystem that enables communication between

users, devices, and services to implement actions, record data, and streamline

upload, storage, and analysis. All devices (here: pumps, microscopes, and micro-

electrode arrays) run software using the device-class Python framework (Figure

5.4A and Appendix D). Devices operate collectively with shared core software

and complementary behaviors: they can request jobs from each other, yield dur-

ing sensitive operations, and ensure collaborative functions and smooth operation

(Figure 5.4D). Devices update their shadow in the database whenever their state

information changes (i.e, assigned experiment, schedule, current job and estimated

completion time, and other dynamic variables) to eliminate the need for device

polling. Messages (i.e., job requests) between devices and services are sent through

a centralized MQTT broker via the publish/subscribe protocol. This decoupled

architecture allows for independent and extensible deployment of components.

Data generated by devices is immediately uploaded to an S3 object storage in a

predefined structure using an experiment Universally Unique IDentifier (UUID)

as the top-level key. A ‘metadata.json’ file stores experiment details, sample infor-

mation, notes, and an index of the produced data. Raw data is stored separately

from analyzed data under different sub-keys. Cloud jobs, which operate as shared

services, process raw data from S3 and write results back to S3, reporting status
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via MQTT messages. To utilize the IoT ecosystem, users initiate experiments,

control devices, and visualize data through a website (see Materials and Meth-

ods, Website and screenshots in Supplemental Figure D.1), with the typical user

workflow in Figure 5.4C.

5.3 Results

The integrated research platform was used to study the effects of automation

on the neuronal activity of pluripotent stem-cell-derived mouse cerebral cortex

organoids. Embryonic stem cells were aggregated, patterned, and expanded to

generate organoids using a previously defined differentiation protocol [53, 171].

Day 32 post-aggregation, 10 organoids were plated two-per-chip directly onto

five HD-MEAs. For the 7-day study, the five chips were split into groups that

were fed and recorded with standard manual procedures (Controls 1-3), automatic

feeding and manual recording (AF), or automatic feeding and automatic recording

(AFAR). Four chips (Controls 1-2, AF, and AFAR) were imaged in the incubator

every hour, by their dedicated upright digital microscope (DinoLite).

Automated microfluidic feeds were used to increase the consistency and fre-

quency of cell culture media replacement. We removed conditioned cell super-

natant from the well and dispensed the equivalent volume of fresh media for each

feed cycle. The controls had 1.0 mL media replacement every 48 hours, consistent
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Figure 5.4: Cloud-based device interactions. (A) The device-class frame-
work represents IoT devices as state machines, handling job requests, scheduling
and executing tasks, and producing data for cloud storage. (B) IoT infrastruc-
ture: Device states are stored in a database and displayed via the website UI, while
device-generated data is saved in cloud storage for access by the UI or analysis
jobs. Communications are managed by a message broker, with message bridges
connecting to analysis pipelines or text messaging apps. (C) User workflow. (D)
Example inter-device communication: (1) A RECORD request is initiated; (2)
the message broker delivers it to the recording unit; (3) the recording unit pauses
other devices; (4) all devices receive the pause request; the pump reschedules a
feed until after the pause; (5) after recording, the unit triggers data analysis.

with standard protocols. AF and AFAR were placed on a protocol in which 143

µL media were replaced every 6 hours, matching the total media volume turnover
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across groups for the 7-day study. The schedule of automated media feeds was

defined at the experiment’s launch and initiated by a timed feeding job command

sent to the microfluidic pump. The fidelity of feeding was controlled through

a computer vision volumetric feedback loop on the aspirated conditioned media

(Figure 5.3, 5.5A).

Conditioned media has a high protein content, contains cellular debris, and

is susceptible to forming salt crystals [36, 132]. In microfluidic systems, this

leads to clogs, error accumulation, and failure modes [122]. To overcome this, a

volume estimation feedback loop was initiated each time the pump performed a

job. Once media was perfused to/from a specific well, the pump sent a job request

to the camera module responsible for imaging the well’s collection reservoir. The

image was captured, uploaded to the cloud, its volume estimated by the computer

vision Estimator, and returned to the pump for feedback interpretation. Within

tolerance, the action was declared a success (marked as a green check mark in

Figure 5.5A), and no further action was taken. Outside of tolerance, the pump

scheduled itself a new job proportional to the volume discrepancy and in relation to

the number of previous feedback attempts (see Materials and Methods, Feedback

Interpreter).

The system strives to resolve discrepancies on its own using feedback. However,

in extreme cases where volume estimation returns a value outside of reason (i.e.,
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> expectation + 2 mL) or if the feedback iteration limit is reached (i.e., > 20

attempts), the system was programmed to send an alert to a Slack messaging

channel and pause. During the 7-day experiment, the system resolved errors

independently, and this condition was not reached.

The automated feeding and feedback results for AF and AFAR are visually

represented in Figure 5.5B-D. Figure 5.5C shows the traces of expected volume

and computer vision estimated volume for AFAR (left) and AF (right) for the

7-day study (Days 5 to 12 post-plating). There was a collection reservoir change

on Day 8 in which the 15 mL conical was replaced with a fresh tube. In both

samples, the drop in estimated and expectation reflects the collection reservoir

exchange. For AFAR (Figure 5.5B, left), a zoomed-in view of the feedback loop

following the scheduled feeding cycle at 7:12 on Day 9 highlights feedback actions

taken to remedy a volumetric discrepancy. In this instance, the volume estimation

was less than expected after the feed cycle. Five consecutive aspiration jobs were

carried out, and the estimated volume still remained under expectation. At the 6th

iteration of feedback, a pull job was sent to the pumps, which raised the collection

volume above the expected volume. In the 7th and 8th iterations of feedback, two

dispense jobs were engaged to supplement the well for the over-aspiration. In a

similar case, for AF (Figure 5.5B, right), a total of 6 iterations of feedback were

engaged to bring the estimated volume into tolerance with the expected volume;
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however, in this example, no dispense jobs were required. Figure 5.5D shows

histograms summing pump events each day by subcategory. Each feeding cycle

(four per day) was scheduled, and all other events occurred through feedback.

5.3.1 Manual Organoid Care was Reproduced with Au-

tomation

To interrogate organoid neuronal activity, extracellular field potentials were

measured using 26,400 electrode HD-MEAs, which can record up to 1,020 elec-

trodes simultaneously. We conducted daily activity scans to monitor neural activ-

ity. Heat maps derived from the first and final activity scans for each sample are

presented in Figure 5.6B, with organoid body outlines for reference. To optimize

electrode coverage, we generated specific configuration files for electrode selection

based on the regions with the highest activity, which remained constant for four

of the five chips. In one case (AF, Day 32+6), we adapted the configuration

due to the emergence of a new high-signal area on the second day of recording.

These maps allowed continuous electrode measurements for 10-minute intervals

optimized for frequent, long-term sampling.

Manual recordings involved an experimenter placing each HD-MEA on the

recording unit and initiating 10-minute recordings via software. In contrast, the

hourly recordings (AFAR) featured the HD-MEA remaining on the headstage
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Figure 5.5: Volume Feedback. (A) Feedback loop for volume estimation: Af-
ter a pump action, a camera captures the media reservoir image, and computer
vision estimates the volume. Results are compared to the expected volume, lead-
ing to a decision: within tolerance (green check), adjustment needed (red “x”),
or anomaly detected (yellow “?”). If within tolerance, the cycle ends; otherwise,
an alert is sent. (B-D) Timeline summary and volume data: Organoids were
plated on Day 32; automation began 5 days later and continued until 12 days
later. Microfluidic event history, including feedback, is tracked underneath each
volume plot. (B) Expected vs. estimated volumes during feedback events. (C)
Volume traces over 7 days. (D) Histogram of daily pump events by type.
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while automated software handled the entire process, from power management to

data uploading. AFAR amassed 161 recordings, totaling 26.8 hours (560 GB) of

electrophysiology data. Conversely, all manually recorded samples (Controls 1-3

and AF) accumulated 7 recordings, amounting to 1.2 hours of electrophysiology

data.

From these data, we analyzed the effects of our automated microfluidic, imag-

ing, and recording system on the neuronal activity of the brain organoids housed

therein. Imaging of the chips from above (Figure 5.6A) allowed us to align the

body of the organoid with neural units detected (Figure 5.6B). In some instances,

such as in Control 1, neurite outgrowths were evident in the images and activity

scans.

The initial activity scan was used to assign samples for the experiment. In the

first activity scan, AFAR and Control 1 exhibited the highest activity, followed

by AF, Control 2, and lastly, Control 3. This specific categorization of samples

was designed to address potential biases introduced by varying levels of starting

activity. To ensure robust analysis, each chip was treated as an average of the

two organoids. Chips demonstrated similar trajectories in the number of units and

firing rate frequency over the 7-day experiment, irrespective of feeding or recording

schedules (Figure 5.6C-D). Figure 5.6C shows the distribution of neuronal firing

rates as a violin plot for each chip over seven days, labeled with the number of
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neurons detected in that recording. The number of detected units had a positive

correlation over the 7-day study for all samples except Control 1, which also

presented the highest number of units (Figure 5.6D, top). Similarly, the median

firing rate was positively correlated with time for all samples except for Control

2 (Fig 5.6D, bottom). The fully integrated system, encompassing automated

feeding, imaging, and recording, behaved like the controls, indicating minimal

bias or distortion of data as a result of increased HD-MEA recording frequency.

5.3.2 Dynamic Neuronal Activity States in Organoids

The hourly recording condition (AFAR) unveiled dynamic and transient states,

not apparent with single daily recordings (Figure 5.6E). While the trendlines for

hourly and daily recordings (for both units and firing rates) have similar upward

trends, hourly recordings show more prominent oscillations around the trendline

not captured by the single daily recordings. Median firing rates fluctuated as

much as 3-fold over the course of a day, sometimes within a few hours of each

other.

To determine if feeding cycles influenced this activity, we aligned recordings

to a six-hour ‘time since feed’ cycle (Figure 5.6F, top) and examined potential

differences in the number of units and firing frequency. Figure 5.6F presents

the composite graph of aggregated neuronal firing rates comprising 26 feeding
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cycles with all 161 recordings binned with respect to their time since feeding. Our

results showed no trend across all superimposed feeding cycles: neither the number

of units nor firing rate changed in relation to feeding cycles. The oscillations

presented in Figure 5.6E do not align with feeding and appear to be a temporal

dynamic intrinsic to the network. In summary, these findings underscore the

robustness and reliability of our feedback-driven microfluidic platform for brain

organoid studies.

5.4 Materials and Methods

5.4.1 Embryonic Stem Cell Culture

All experiments were performed in the adapted C57/BL6 mouse embryonic

stem cell (ESC) line (Millipore Sigma # SF-CMTI-2). This line is derived from

a male of the C57/BL6J mouse strain. Mycoplasma testing confirmed lack of

contamination.

ESCs were maintained on Recombinant Human Protein Vitronectin (Thermo

Fisher Scientific # A14700) coated plates using mESC maintenance media con-

taining GlasgowMinimum Essential Medium (Thermo Fisher Scientific # 11710035),

Embryonic Stem Cell-Qualified Fetal Bovine Serum (Thermo Fisher Scientific #

10439001), 0.1 mMMEM Non-Essential Amino Acids (Thermo Fisher Scientific #
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Figure 5.6: Electrophysiology analysis of 7-day cerebral cortex organoid
study. (A) Organoid sample images. (B)Organoid boundaries on initial and final
activity scans. (C) Spike sorting analysis from daily 10-min recordings quantifies
neural units and their spiking frequency; violin plots indicate firing rates, lines
denote the first (lowest) quartile, median, and third (highest) quartile. Total
neural units labeled above each plot. (D) Daily detected units (top) and their
median firing rates (bottom). (E) AFAR’s 23 hourly recordings/day (translucent)
show trends in units and firing rates over time, distinct from daily recordings
(opaque); vertical lavender lines indicate feeds. (F) Dial schematic of AFAR’s
6-hour automation cycle (top); hourly recordings are binned by ‘hours since feed’
with firing rates in violin plots (bottom).
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11140050), 1 mM Sodium Pyruvate (Millipore Sigma # S8636), 2 mM Glutamax

supplement (Thermo Fisher Scientific # 35050061), 0.1 mM 2-Mercaptoethanol

(Millipore Sigma # M3148), and 0.05 mg/ml Primocin (Invitrogen # ant-pm-05).

mESC maintenance media was supplemented with 1,000 units/mL of Recombi-

nant Mouse Leukemia Inhibitory Factor (Millipore Sigma # ESG1107). Media

was changed daily.

Vitronectin coating was incubated for 15 min at a concentration of 0.5 µg/mL

dissolved in 1X Phosphate-buffered saline (PBS) pH 7.4 (Thermo Fisher Scientific

# 70011044). Dissociation and cell passages were done using ReLeSR passaging

reagent (Stem Cell Technologies # 05872) according to the manufacturer’s in-

structions. Cell freezing was done in mFreSR cryopreservation medium (Stem

Cell Technologies # 05855) according to the manufacturer’s instructions.

5.4.2 Cerebral Cortex Organoids Generation

Mouse cortical organoids were grown as previously described by our group [172,

53] with some modifications. To generate cortical organoids we single cell dissoci-

ated ESCs using TrypLE Express Enzyme (ThermoFisher Scientific #12604021)

for 5 minutes at 37°C and re-aggregated in lipidure-coated 96-well V-bottom plates

at a density of 3,000 cells per aggregate, in 150 µL of mESC maintenance media

supplemented with Rho Kinase Inhibitor (Y-27632, 10 µM, Tocris # 1254) and
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1,000 units/mL of Recombinant Mouse Leukemia Inhibitory Factor (Millipore

Sigma # ESG1107) (Day -1).

After one day (Day 0), we replaced the medium with cortical differentiation

medium containing Glasgow Minimum Essential Medium (Thermo Fisher Scien-

tific # 11710035), 10% Knockout Serum Replacement (Thermo Fisher Scientific #

10828028), 0.1 mMMEM Non-Essential Amino Acids (Thermo Fisher Scientific #

11140050), 1 mM Sodium Pyruvate (Millipore Sigma # S8636), 2 mM Glutamax

supplement (Thermo Fisher Scientific # 35050061) 0.1 mM 2-Mercaptoethanol

(Millipore Sigma # M3148) and 0.05 mg/ml Primocin (Invitrogen # ant-pm-05).

Cortical differentiation medium was supplemented with Rho Kinase Inhibitor (Y-

27632, 20 µM # 1254), WNT inhibitor (IWR1- ε , 3 µM, Cayman Chemical

# 13659) and TGF-Beta inhibitor (SB431542, Tocris # 1614, 5 µM, days 0-7).

Media was changed daily.

On day 5, organoids were transferred to ultra-low adhesion plates (Millipore

Sigma # CLS3471) where media was aspirated and replaced with fresh neuronal

differentiation media. The plate with organoids was put on an orbital shaker

at 60 revolutions per minute. Neuronal differentiation medium contained Dul-

becco’s Modified Eagle Medium: Nutrient Mixture F-12 with GlutaMAX sup-

plement (Thermo Fisher Scientific # 10565018), 1X N-2 Supplement (Thermo

Fisher Scientific # 17502048), 1X Chemically Defined Lipid Concentrate (Thermo
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Fisher Scientific # 11905031) and 0.05 mg/ml Primocin (Invitrogen # ant-pm-

05). Organoids were grown under 5% CO2 conditions. The medium was changed

every 2-3 days.

On day 14 and onward, we transferred the organoids to neuronal matura-

tion media containing BrainPhys Neuronal Medium (Stem Cell Technologies #

05790), 1X N-2 Supplement, 1X Chemically Defined Lipid Concentrate (Thermo

Fisher Scientific # 11905031), 1X B-27 Supplement (Thermo Fisher Scientific #

17504044), 0.05 mg/ml Primocin (Invitrogen # ant-pm-05) and 0.5% v/v Matrigel

Growth Factor Reduced (GFR) Basement Membrane Matrix, LDEV-free.

5.4.3 Organoid Plating on Microelectrode Array

Mouse cerebral cortex organoids were plated, as previously described by our

group [53], with two organoids per well. We plated the organoids at day 32 on

MaxOne high-density microelectrode arrays (Maxwell Biosystems # PSM). Prior

to organoid plating, the microelectrode arrays were coated in 2 steps: First, they

were coated with 0.01% Poly-L-ornithine (Millipore Sigma # P4957) at 36.5°C

overnight. Then, the microelectrode arrays were washed 3 times with PBS and

coated with a solution of 5 µg/ml mouse Laminin (Fisher Scientific # CB40232)

and 5 µg/ml human Fibronectin (Fisher Scientific # CB40008) prepared in PBS,

at 36.5°C overnight.
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After coating, we placed the organoids on the microelectrode arrays and re-

moved excess media. The organoids were incubated at 36.5°C for 20 minutes to

promote attachment. We then added prewarmed neuronal maturation media (de-

scribed in the section above). We exchanged 1.0 mL of conditioned media for

fresh every 2 days.

HD-MEAs containing the organoid cultures are stored in an incubator at 36.5

°C, 5% CO2, covered with membrane lids described in the section below, Assem-

bled Devices and Custom 3D-printed Components.

5.4.4 Organoid Culture Using Automated Fluidics

The automated microfluidic pump system builds on previous work [210]. The

microfluidic system was configured to support two chips (AF and AFAR) and

their respective collection reservoirs (right and left) were imaged by the camera

setup.

Fresh cell culture media is kept at 4°C refrigeration and accessed by the pump

through flexible FEP tubing routed into a benchtop refrigerator and to a media

bottled with a reagent delivery cap (Cole-Parmer VapLock). Fresh media is kept

refrigerated to increase longevity and may be replaced during experimentation.

To dispense, the syringe pump and distribution valves draw fresh media into

the syringe vial and distribute the programmed volume into flexible FEP tubing
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routed through an access port in the incubator. Here, the media is heated in

incubator conditions prior to being delivered to the organoid inside the culture

chamber. To keep media dispenses available on demand, a preheated 450 µL

reserve (59% of the chamber’s volumetric capacity) of fresh media remains idle in

the FEP tubing so that upon dispensing, 37°C media is delivered to the well in

less than 10 seconds. The FEP tubing is interfaced with the fluidic module with

threaded ferrule lock and nut fittings (Cole-Parmer VapLock). Outflow from the

fluidic module is drawn away with FEP tubing routed out of the incubator and

into a refrigerator containing the collection reservoirs and computer vision camera

setup.

For the collection reservoirs, we selected 15 mL Polyethylene Terephthalate

(PET) conical tubes (430055, Corning) for high optical clarity, ease of replace-

ment, and durability in downstream analysis and cold storage. To enhance visi-

bility for computer vision imaging, we removed the factory-printed writing area

on the conical PET tubes using generic, multipurpose tape. Flexible FEP tub-

ing was interfaced with the PET tubes using a rubber cork plug (#6448K95,

McMaster-Carr). The cork was pierced with 8-gauge steel needles that served as

supportive conduits for the tubing. The tubing was secured inside the needle with

glue (Loctite 4011) to create a hermetic seal at the point of interface. The steel

encasing of the needles ensures a smooth, unobstructed flow within the flexible
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FEP tubes. Each collection reservoir had two flexible FEP tubes: one for media

coming from the fluidic module and one for pressurized operation connected to

the syringe pump. This ensured that spent media never entered the syringe (only

air). The air is expelled into a filtered (Millipore AA 0.22 µm syringe filter) safety

container (not shown in Figure 5.1).

For the 7-day study described here, we designed for equivalent media exchange

across conditions. The Controls 1-3 were fed 4 times at 1 mL per feed, totaling 4

mL of replacement media. AF and AFAR were fed 28 times at 143 µL per feed,

totaling 4 mL of replacement media over the week. Summing the scheduled feeds

and feedback adjustments, a single collection reservoir could store conditioned

media for 2-3 weeks.

5.4.4.1 Priming the Experiment

On the 5th day on chip (Day 32+5), membrane lids for two HD-MEAs (AF and

AFAR) were replaced with microfluidic culture chambers. During the replacement

process, all media was aspirated from the HD-MEA’s well with a P-1000 pipette.

The microfluidic catch tray, followed by the culture chamber, was inserted inside

the well, and 750 µL of the original media was added back to the microfluidic

culture chamber. Excess media was discarded. The glass rod lid was placed on

top.

Flexible FEP tubes (idling with DI water) were flushed with 1.0 mL of fresh
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media. After priming the lines with media, the AF/AFAR chips were connected

with fluidic fittings wrapped with Teflon tape. An initial aspiration leveled the

media to the target fluidic operating range. The collection reservoirs were replaced

with new empty conical tubes.

5.4.4.2 Running the Experiment

During the experiment, the media was exchanged using a feed cycle operation

consisting of an aspiration followed by fresh media dispense. Here, we performed

143 µL aspirations and dispenses every 6 hours to match 1.0mL feeds every two

days in the manual feeding controls. Feedback performed additional aspiration,

dispense, and pull actions in addition to the basic feed cycle schedule to ensure the

system stayed within normative error ranges. See section Feedback Interpreter.

5.4.4.3 Teardown of the Experiment

Once the experiment was stopped, chips were disconnected from the flexible

FEP tubes by unscrewing the fittings. The flexible FEP tubes with fittings were

sterilized in a flask containing disinfectant (Cydex) and covered with aluminum

foil. The collection reservoirs with the experiment’s conditioned media were dis-

connected and taken for analysis. New collection reservoirs were inserted for the

cleaning cycle. The pump ran a cleaning solution (Cydex) through the entire in-

ternal cavity for 1 hour to disinfect the system. Following disinfection, DI water
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and dry, sterile air were profused through the system for 12+ hours (overnight)

to clear the disinfectant. The flexible FEP tubes were left resting with DI water

until the next experiment.

5.4.5 Fluid Volume Estimation Using Computer Vision

The computer vision setup, located inside a 4°C refrigerator, included a sup-

port for the collection reservoir, a camera module, and an LED panel positioned

behind the conical tubes. The LED panel served as backlighting to enhance the

clarity and contrast of the images. The reservoir support was a two-plex 3D-

printed system capable of multiplexity to tailor alternate experiments (see As-

sembled Devices and Custom 3D-printed Components). The camera and LED

panel were both controlled by a Raspberry Pi.

To generate the calibration dataset, the camera module captured images of

media in the collection reservoirs at select volumes over the entire range of the

tube (0-12 mL), totaling 184 images. The volumes associated with each image

were measured using a high-precision scale (30029077, Mettler Toledo). This

approach enabled a correlation between the visual representation of media in the

images and its actual volume (see Results).

To ensure image quality, our study introduced two checks to validate the in-

tegrity of the captured images: Lighting and blurriness. A region of interest (ROI)
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was designated within the panel’s area to verify the lighting conditions by checking

that the average RGB color values each exceeded a minimum threshold of 20 out

of 255. Blurriness was assessed by computing the variance of the Laplacian for the

image, with a necessary threshold of 50 to pass. The thresholds were empirically

determined using the calibration dataset.

Figure 5.3C illustrates the methodology applied to fluid segmentation, out-

lined in the Results section. The process begins with capturing an RGB image

of the collection reservoirs that are fixed in place by the setup. To facilitate bet-

ter segmentation and feature extraction, the RGB image is transformed into the

HSV (Hue, Saturation, and Value) color space. A summation of the HSV values

row-wise from the bottom to the top of the collection reservoir results in three

distinctive profiles that allow differentiation between the liquid and background.

Each profile, as illustrated in Figure 5.3C, presents a vertex at the boundary. A

row value was established by averaging three rows identified in each HSV channel:

an abrupt rise in the curve for the Hue channel, the absolute maximum for the

Saturation channel, and the absolute minimum for the Value channel. From the

average row value, the first segmentation was created. Everything below this row

was set as white pixels, and everything above it was set as black pixels. A local

evaluation around the average row was made to incorporate the meniscus in this

segmentation. Utilizing HSV thresholds, the meniscus was accurately character-
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ized and incorporated into the initial segmentation, culminating in the final image

segmentation, in which white pixels represented the liquid portion.

The estimated volume was given by Equation 5.1, where x represents the

segmented area in pixels, and the resultant volume is in microliters. Two different

curves are used to account for the conical section for volumes under 1.5 mL (and

pixel area less than 4446) and the cylindrical section for larger volumes.

V (x) =


5.09× 10−9x3 + 2.39× 10−5x2 + 0.13x− 1.28 if x < 4446 pixels

2.60× 10−11x3 + 5.38× 10−7x2 + 0.62x− 1288.37 x ≥ 4446 pixels

(5.1)

The image segmentation and estimation based on the mathematical model

(Equation 5.1) is carried out by a software program named the “Estimator.”

The process initiates with a feeding cycle, which triggers a picture request. Upon

receiving the image of the collection reservoir, the “Estimator” analyzes the image

and returns the estimated value of the fluid volume. The volume is relayed to the

next module for feedback interpretation within the pump system (see Feedback

Interpreter).
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5.4.6 Feedback Interpreter

Computer vision volume estimations were compared to expectation values

based on the sum total of pump action jobs. The feedback interpreter classi-

fied estimations into four categories: within tolerance, out-of-tolerance, anomaly,

and tube change. Tolerance was a static volume selected at the start of the ex-

periment. For the results shown here, the tolerance was 143 µL. If the volume

estimation received was within the expectation value +/- the tolerance, the pump

action was determined a success, and feedback ceased. If the volume estimation

received was beyond the expectation value +/- the tolerance and also less than

+/- 2000 µL, another cycle of feedback was engaged. When the volume was less

than expected, for the first 5 iterations of feedback, aspiration jobs were sent to

the pump with the difference of expectation and estimation. For iterations 6 to 19,

pull jobs were sent to the pump, increasing by one for each subsequent interaction.

A “pull” is a 1000 µL aspiration at 10x the standard syringe speed (applying a

1.1 x 103 mm/s flow rate), shown to generate the force required to break through

variably high resistance in the conditioned media. At 20 iterations, the feedback

interpreter requests manual intervention via the messaging application, and all

further pump actions are suspended until the issue is resolved. When the volume

was more than expected, dispense jobs were sent to the pump with the difference

of expectation and estimation. Dispense actions were limited to 200 µL per action
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and 2 iterations of feedback in total to prevent overflow. A volume estimation that

was 2000 µL or more above the expectation value was determined as an anomaly

and requested manual intervention via the messaging application, and all further

pump actions were suspended until the issue was resolved. The feedback inter-

preter automatically detected collection reservoir tube changes when the volume

estimation dropped by 2000 µL or more compared to the previous estimation and

the total volume present was estimated as less than 2000 µL.

5.4.7 Organoid Culture Imaging

5.4.7.1 In-incubator Imaging

A 5MP digital microscope (AM7115MZTL, Dino-Lite) was placed over the

organoid culture on the HD-MEA using holders described in Assembled devices

and custom 3D printed components. Imaging was performed from the top through

a glass rod (quartz drawn rod, 5mm ± 0.20mm dia x 15mm ± 0.20mm long, UQG

Optics) (in AF/AFAR chips) or through a membrane lid (in control chips). The

image is captured using reflected light from a built-in brightfield LED source next

to the camera sensor. The 3D printed alignment trays handle most of the chip

placement, with initial minor focal plane adjustment required. The microscope

remains shut off until the software triggers it to turn on the lights and take a

photo.
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5.4.7.2 Image Segmentation for Organoids

Figure 5.7: (A) Organoid boundary segmentation process. (B) Detected
organoid boundaries for all chips.

.

In the process of image segmentation for organoid analysis, the first step in-

volves applying an image calibration to correct any distortion. This procedure

requires identifying four source points and four destination points. The former

were manually selected from the distorted image. The latter were calculated based

on an initial pixel (left corner of the HD-MEA), the size of the electrodes, and the

spacing between them, both in millimeter units. This relationship between pix-
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els and millimeters was established by using known dimensions of the HD-MEA

border and electrode pitch in the image.

The organoid segmentation within the rectified image was accomplished using

the Segment Anything Model (SAM) [110]. This model combines neural network

architectures, allowing for precise and versatile image segmentation without re-

quiring specialized training on new images. The segmented image is analyzed to

detect variations in pixel intensity, which signify the presence of organoid con-

tours. Both images with the organoid’s contour and electrode grid are overlayed.

Each electrode area is checked for the presence of the organoid’s border. When

a border is detected within an electrode’s bounds, that particular electrode is

marked prominently on the grid image to signify contact with the organoid (see

Figure 5.6B). The step-by-step illustration of the analysis process is shown in

Supplemental Figure 5.7.

5.4.7.3 Plotting & Alignment to Neural Activity Data

Electrode numbers as (x,y) position were plotted in matplotlib and exported

as SVG. The SVG aligns over other plots, such as activity heatmaps, which follow

the same x:3580 by y:2100 axis dimensions. Since electrophysiology plots use the

electrode coordinate system with the same (x,y) positions, the image segmentation

grid and neural activity plots are aligned on the same coordinate system.
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5.4.8 Measuring Neural Activity

Extracellular field potential recordings were performed using CMOS-based

high-density microelectrode arrays (HD-MEAs) (MaxOne, Maxwell Biosystems).

Each HD-MEA contains 26,400 recording electrodes within a sensing area of 3.85

mm × 2.1 mm (each electrode has a diameter of 7.5 µm, spaced 17.5 µm apart

center-to-center). A subset of up to 1020 electrodes (defined spatially by a configu-

ration) can be selected for simultaneous recording [14]. Across one configuration,

neuronal activity in microvolts was sampled over time at 20kHz and stored in

HDF5 file format.

The experiment involved each chip’s daily activity scans and recordings (de-

scribed below). Each chip underwent an activity scan and subsequent recording

every day, consistently conducted within the same one-hour time window. All

chips shared the same recording unit and were recorded one at a time. For the

AFAR condition, beyond the daily recordings and activity scans, the chip re-

mained on the HD-MEA for automated hourly recordings.

The gain was set to 1024x with a 1 Hz high pass filter for both activity scans

and recordings. The recording was set up to save 5 RMS thresholded spike times

as well as all raw voltage data for downstream analysis and plotting.

All neural activity measurements were performed inside the incubator at 36.5°C,

5% CO2.
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5.4.8.1 Activity scans

Activity scans were performed daily in the MaxLab Live Scope (Version 22.2.22,

MaxWell Biosystems) to identify where the organoid’s electrical activity is spa-

tially distributed across the HD-MEA. The activity scan sequentially records from

different configurations of up to 1020 electrodes, thereby sampling the microelec-

trode array for action potentials. We used the checkerboard assay consisting of

14 configurations, with 30 seconds of recording per configuration. The resulting

activity heatmap (see Activity heatmaps) for each chip is shown in Figure 5.6B

and Supplementary Figure C.3. Based on the assay results, 1020 most active

electrodes were selected for simultaneous activity recordings.

5.4.8.2 Recordings

Each recording lasted 10 minutes. Initial recording configurations were created

on the first day, and configurations were updated on the second day to match

shifting activity. Afterward, we chose to keep the configurations constant across

the final 5 days since the activity did not shift dramatically, and keeping the same

configuration allowed for more consistent monitoring of the same region.
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5.4.8.3 Smartplugs

A smartplug was connected to the recording system to automatically manage

the duration of the recording system running. The smartplug (S31, SONOFF)

running Tasmota 13.2.0 was connected to the MQTT broker (see MQTT) and

received MQTT commands over WiFi to turn on and off.

The smartplug facilitated the automated recordings every hour: on the com-

puter connected to the MEA recording system, a script running in Python (3.10)

triggered the smartplug via MQTT to turn on the recording system, performed

a recording using MaxLab Python API (MaxWell Biosystems), and afterward

triggered the smartplug to turn off the recording system.

5.4.8.4 Spike sorting and curation

To know how automated culture affects the neuron’s electrophysiology, each

MaxWell recording is spike sorted into single unit activity using Kilosort2 [168].

By using a template-matching algorithm, Kilosort2 can cluster neurons based on

their waveform shape. The settings for spike sorting are a bandpass filter of 300 to

6000 Hz for the raw data and voltage thresholding with 6 RMS above the baseline.

The sorting output is curated by an automatic algorithm that checks the signal-

to-noise ratio (SNR), firing rate, interspike interval (ISI) violation, and the spike

footprint for each putative neuronal unit. As a result, units that had SNR above
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5, firing rate above 0.1 Hz, ISI violation below 0.1 and footprint on more than

one channel are kept for analysis. Spike sorting was performed on the National

Research Platform (NRP) computing cluster with an NVIDIA GeForce GTX 1080

Ti GPU.

5.4.8.5 Activity heatmaps

Activity heatmaps in Figure 5.6A depict the spatial distribution of significant

voltage events. MaxWell software provides thresholded event identification based

on moving root-mean-square (rms) value for each electrode, identifying events

exceeding 5 times an electrode’s rms value. We created a 2D grid of spike counts

per second and applied a 2D Gaussian blur for visual smoothness, normalizing

each grid point by dividing it by 2πr2 to re-scale back to the original Hz values.

These values were then plotted as the activity heat maps. The heatmaps use

warmer colors for higher firing frequency and darker colors for lower activity.

5.4.9 Cloud Infrastructure

The cloud infrastructure, including S3, MQTT messaging, and cloud process-

ing within the IoT system, has been previously described [174]. Additionally,

we added a database service and defined a consistent organizational structure for

MQTT messages and topics across devices and cloud jobs.
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We use a combination of self-hosted services running on a server, and large

data storage and analysis are performed on the National Research Platform (NRP)

cloud compute cluster [223] 1. The devices are integrated with these cloud services:

• S3 cloud data storage: file storage using S3 object store, hosted on NRP

cloud.

• Database: Strapi database stores device states, is self-hosted on our server,

and is backed up to S3.

• MQTT messaging: EMQX MQTT broker, self-hosted on the server, and a

Python messaging library (braingeneers.iot.broker) utilized by all software

endpoints to send and receive messages from the broker.

• Cloud jobs/processing: utilizes a Kubernetes cluster on NRP and launches

jobs. Employs software modularized by Docker containers and orchestrated

by Kubernetes.

• User interfaces: features a website and integration with messaging apps (e.g.,

Slack) for interaction with devices, self-hosted on the server.

All custom software functionalities run in Docker containers and operate in a

microservice architecture: specialized to a specific task and interface with minimal

dependencies. A reverse proxy shields all web services from direct exposure to the

1https://nationalresearchplatform.org/
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internet. For example, webpages are configured through a reverse NGINX proxy,

which not only assigns a specific domain to each service but also handles SSL and

authentication services.

5.4.10 Security

Devices initiate communication with the server and can be locked down to in-

coming traffic. Devices take MQTT commands in a specific format and are limited

to the set of their defined commands, making them robust to command injection

attacks. Accessing all cloud services requires authentication with user/device cre-

dentials. All web, MQTT messages, database, and S3 storage operations are

encrypted. Access to the user interface website is restricted through the proxy

with a login authentication step. On the server side, all web-based microservices

are secured through an NGINX proxy. The proxy allows web-based services to be

relatively untrusted by providing security (https, authentication, internet visible

network listener) and keeping all other web-based services on an internal docker

network inaccessible from the internet. This simplifies security for services that

will change often and be written by programmers with minimal security training.
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5.5 Conclusion

We integrated the custom-built and commercially available instruments using

the IoT device-class framework. This system ensures faster, consistent, and al-

ways available operations, increasing the overall throughput while allowing the

researchers to focus on formulating questions and data interpretation. Running

on a distributed IoT network offers dual benefits. Using a local MQTT bro-

ker ensures reliable performance even during internet outages. Cloud integration

enables global collaboration across distant labs for shared or complementary re-

search. This setup enhances both the continuity of individual experiments and the

integration of worldwide scientific efforts. The reduction of human intervention

enabled by the microfluidic feeding system reduces the risk of contamination and

other human-introduced mishaps. This is particularly valuable in months-long

organoid experiments, where the accumulation of small variations in sample han-

dling can accumulate to generate large differences between experimental batches.

Our system has the capacity to increase the frequency of media collections,

morphology assessments, and electrophysiological measurements beyond what is

feasible under standard conditions. Feedback in experimental setups becomes es-

sential for maintaining target operating zones in the absence of direct physical

observation. In this paper we demonstrated one method of feedback, which was

needed to maintain a consistent volume in the organoid growth chamber. Dur-
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ing our 7-day run, the system achieved this feedback autonomously and did not

experience break-downs or need to use the messaging alert system to overcome

anomalies.

How frequently should data be collected? By providing the ability to record

as frequently as desired, our system can uncover the optimal frequency for mean-

ingful data capture for rare but significant events. Neural processes unfold with

remarkable complexity and variability, yet for practical reasons, many experimen-

tal paradigms are limited to daily recordings at most [64, 55, 208, 212]. Re-

searchers can thereby miss crucial events that occur between observation points.

From our results, the high-frequency recordings presented trends not captured in

the once-a-day sampling. Hourly recordings like those conducted here can enable

the detection of patterns, oscillations, and interactions that may be overlooked

in sporadic recordings [200, 127]. These benefits are particularly relevant to re-

searchers wishing to study phenomena with a more immediate timescale, such

as neuroplasticity [236]. Additionally, many neurodevelopmental disorders have

been hypothesized to be ‘connectopathies,’ characterized by abnormal connec-

tivity [239]. Frequent recordings can provide a nuanced view of the underlying

changes in activity patterns during neurodevelopment, contributing to a better

understanding of the etiology of neurodevelopmental disorders.

In the future, devices can use the flexibility of MQTT messaging to allow the
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creation of additional feedback loops to control the experiment. The computer

vision techniques we applied to volume estimation could be extended to further

applications such as colorimetric and absorbance sensing using the same setup to

interrogate biochemical properties of the media. Such measurements could provide

a more detailed and accurate analysis of organoid cultures and can lead to a more

nuanced understanding of their behavior and responses to different stimuli.

The more the number and different kinds of measurements taken in an ex-

periment, the more automation becomes essential to coordinate and manage the

different modalities. The use of 3D printing technology enhances this flexibility,

allowing for the seamless combination of multiple systems, such as the integra-

tion of our custom media exchange setup with the commercial HD-MEA and

portable microscope. We foresee the integration of various sensory data and feed-

back mechanisms to analyze cell culture conditions. Our platform’s consistency

and reliability are ideal for comparative studies involving organoids of different

genotypes or subjected to various pharmacological manipulations. This capac-

ity to facilitate direct comparisons between diverse experimental conditions holds

promise for advancing our understanding of neurodevelopment and neurodevelop-

mental disorders.
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Chapter 6

Evaluation of Network Activity

and Optogenetic Interventions

The following content in this Chapter 6 is adapted from a journal article in

press at Nature Neuroscience, co-first authored with John P. Andrews and Jinghui

Geng. I was responsible for designing the optogenetic system and software to

stimulate the samples, helping conduct the experiments, contributing to several

of the figures, and revising the manuscript with the team.

6.1 Introduction

Seizures are made up of the coordinated activity of networks of neurons, sug-

gesting that control of neurons in the pathologic circuits of epilepsy could allow
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for control of the disease. Optogenetics has been effective at stopping seizure-like

activity in non-human disease models by increasing inhibitory tone or decreasing

excitation, though this effect has not been shown in human brain tissue. Many of

the genetic means for achieving channelrhodopsin expression in non-human mod-

els are not possible in humans, and vector-mediated methods are susceptible to

species-specific tropism that may affect translational potential. Here, we demon-

strate AAV-mediated, optogenetic reductions in network firing rates of human

hippocampal slices recorded on high-density microelectrode arrays under several

hyperactivity provoking conditions. This platform can serve to bridge the gap

between human and animal studies by exploring genetic interventions on network

activity human brain tissue.

6.2 System Design

6.2.1 Human Hippocampus Slice Culture and Transduc-

tion

To model human epileptiform activity, we established human organotypic tis-

sue slices from hippocampus tissue (Fig.6.1a) donated to research by patients with

drug-refractory epilepsy. Tissues were obtained from patients both with and with-

out hippocampal sclerosis as defined by ILAE criteria [26] (Table E.1). Resected
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tissue was sliced to 300µm and cultured on cell inserts at the air-liquid inter-

face in serum-free media as previously described [40, 231]. Slices were transduced

with AAV9 carrying a HcKCR1 [67] transgene driven by a CAMK2A promoter

and a fluorescent tag (eYFP). Fluorescent reporter expression was observed in

live imaging with an epifluorescent microscope by day 4-6 (transduced on day

0). On the day of experiments, the slice is plated with neuron-dense areas of

interest positioned over the HD-MEA recording surface (Fig. 6.1b). A scan of

the recording area electrodes is performed immediately after plating the slice to

observe areas of spontaneous activity (Fig. 6.1c). After experiments, slices are

fixed and reporter expression is confirmed by immunohistochemistry (Fig. 6.1d).

Reporter expression was enriched in neurons of the granule cell layer and the

dentate gyrus as well as pyramidal cells (Fig. 6.1e). The proportion of neurons

expressing eYFP in areas of high transduction ranged from 10 – 54% (Table E.2).

This variability may be the result of focal micropipette injection. Slices that did

not show detectable eYFP were excluded from the analysis of transduction rates

(see Methods). Together, these results indicate that we established organotypic

tissue slice cultures of the human hippocampus and reproducibly delivered genetic

payloads into hippocampal glutamatergic neurons using a combination of AAV9

and CAMK2A promoter-driven transcript.
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Figure 6.1: High-density microelectrode array recordings of human hip-
pocampal slices. (a) Workflow of hippocampal slice recordings of high-density
microelectrode arrays (HD-MEAs). Hippocampus specimens are collected on
postoperative day 0 (POD0 = day of surgery), sliced, and plated on cell-culture
inserts. Viral transduction is done on the same day as surgery. After 5-8 days
in culture, slices are plated on HD-MEAs for recording experiments. (b) NeuN
staining of a slice with a black rectangle overlaying the HD-MEA recording area
(left) and higher magnification of the same image with black rectangle denoting
HD-MEA recording surface. (c) Activity scan showing amplitude of spike activ-
ity in the area denoted by the rectangle in b. (d) Colocalization of eYFP with
neuron-dense areas of the same hippocampal slice from b (slice 10F), 1 of 8 slices
transduced with AAV9-HcKCR1 with correlative electrophysiologic data. (e) In-
sets of areas shown in d. Left: granule cell layer (GCL) of the dentate gyrus.
Right: area of CA1 showing areas of pyramidal cell (PYR) morphology. Scale
bars in microns. (f) Top: raster plot of unit activity with average unit firing
rate (Hz) overlaid in red, demonstrating a sample of rhythmic bursting activity
after adding kainic acid to a hippocampal slice (slice 10F). Bottom: local field
potential from select electrodes from recording above, showing discrete increases
in LFP frequency bands strongest in the theta range. Scale bars are shown in
microns.
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6.2.2 Optogenetic Control of Human Hippocampal Net-

work

HcKCR1 encodes a kalium channelrhodopsin, a potassium-selective, light-

sensitive ion channel that hyperpolarizes the neuronal membrane, thus reducing

the probability of spiking when activated by 530nm light [67, 242]. Unlike a more

traditional Channelrhodopsin-2 (ChR2), which encodes a sodium selective ion

channel, inhibitory channelrhodopsin has never been applied to human tissue. To

confirm that HcKCR1 illumination drives membrane hyperpolarization, we con-

ducted intracellular voltage clamp recordings. Consistent with our expectations,

HcKCR1 activation results in hyperpolarizing currents in human hippocampal

neurons. To assess whether AAV-based transduction of human neurons with op-

togenetic constructs is specific to HcKCR1, we transduced additional slices with

an excitatory channelrhodopsin (AAV9-CAMK2A-ChR2-eYFP) packaged in the

same viral vector. In this case, we observed similar extent of expression, sug-

gesting that our methods are not limited to HcKCR1. Together, these results

demonstrate the feasibility of applying inhibitory optogenetics to human neurons.
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Figure 6.2: Optogenetic device for multi-electrode array. (a) Hardware
components: the MaxWell CMOS HD-MEA system is augmented with an op-
togenetic platform consisting of an Arduino with a Digital to Analog Converter
(DAC) controlling an LED driver to modulate light timing and intensity delivered
to the biological sample on the HD-MEA. The optogenetic platform uses off-the-
shelf optoelectronic equipment and 3D printable components (the lid and insert)
for reproducibility. The MaxWell natively supports electrical stimulation. (b)
Cross-section of optogenetic well insert showing main components. (c) Close-up
of the optical fiber creating illumination. (d) Software modules: Code and data
flow supporting optogenetic and electrical stimulation wrapped into Python li-
braries. Additional files store calibration for the expected LED power outputs,
a log of stimulations delivered during an experiment with respective parameters,
and MaxWell voltage recording data. Cyan elements are specific to optogenetic
stimulation. Green elements are specific for electrical stimulation. All other soft-
ware elements are shared. (e) Experimental setup inside the incubator showing
the MaxWell chip with the optogenetic insert during an optical stimulation event.
(f) Configurable stimulation templates are part of the software modules.
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6.2.3 HD-MEA Integration with Optogenetic Activation

To test the effects of optically activating channelrhodopsins in our slice model,

we integrated the HD-MEA recording system with fiber-coupled LED drivers to il-

luminate organotypic slices plated on the recording array. The hardware platform

was designed using off-the-shelf components, so the design is easily reproducible

and does not require custom circuit boards or soldering. The interface allows

containing the sample in a tissue culture incubator (Fig. 6.2). While closed in

the incubator, the system is controllable from external computers. Custom soft-

ware was created to allow for real-time analysis of spike event data, allowing for

observation of electrophysiological activity and the impact of optogenetic pertur-

bations with minimal delay. The system allows software control of light intensity,

duration, frequency, and off-time.

6.3 Results
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Figure 6.3: Optogenetic inhibition of human hippocampal activity. (a)
Stacked raster plot of single unit activity from a hippocampal slice expressing
HcKCR1. On the y-axis are 5 trials (t1 – t5) of continuous 10s illumination,
stacked to line up the phase immediately preceding illumination (pre), the light-
ON phase (green), and the 10s following the end of illumination (OFF). The
average firing rate (fr) of all units overlaid (red). (b) Heat maps of the electrode
arrays showing 5-rms spike activity across the electrode recording surface during
the 10s bins shown in a (both a and b from slice 3C). Black represents HcKCR1-
eYFP staining. (c) Similar stacked raster plot with firing rate overlay of a single
slice recorded in 0-mg media, followed by (d) recordings after addition of KA to
the slice (c – h are from slice 10F). (e) Expanded picture of one of the series
of rhythmic bursts of activity seen in the stacked raster of d. (f) Local field
potential frequency spectrum over time from a selected unit during the panel e
time period. (g) Expanded region of e, showing non-random coherence (see KLD
methods) in the theta frequency band (pink) with firing rate (red) overlaid. (h)
Rose plots (on a 2 pi radian phase circle) showing non-random phase distribution
of theta coherence in subsets of the highlighted burst of coordinated activity in gI.
(i) random theta phase distribution in gII. (j) Stacked raster of a slice showing
optogenetic inhibition of activity after GABAergic blockade with bicuculline (j
– k from slice 5C). (k) Heat maps of the electrode arrays showing 5-rms spike
activity across the electrode recording surface during the 10s bins shown in j.
Black represents HcKCR1-eYFP staining. (l) Schematic of closed-loop, responsive
optogenetic illumination. (m) Example of using closed-loop optogenetic silencing
of bicuculline-provoked activity. Shaded red outline of red firing rate line in a, c,
d, and j represents standard error of the mean of firing rate.

129



130



6.3.1 Optical HcKCR1-mediated Inhibition of Network Ac-

tivity

HcKCR1 activation suppressed activity in human hippocampal neurons across

all experimental conditions of spontaneous and provoked activity (Fig. 6.3, Table

E.2). Illumination with 530nm light [67] resulted in rapid silencing of hippocam-

pal activity (Fig. 6.3 and E.1, E.2, E.3). Constant illumination for 10 seconds

reduces spontaneous firing rates (Fig. 6.3a). Changes in spike amplitude were

less consistent (Fig. E.1). The reduction in neuronal spiking was consistent and

evident in raw data (Fig. 6.3a, Fig. E.1). Intensity scans across the full range

of light intensity produced by the LED driver were carried out to determine the

dynamic range of the control of neuronal firing rates as a function of illumination

power (Fig. E.4). The intensity threshold was typically between (26.2 mW/mm2

- 31.2 mW/mm2), correlating to 40-50% of the possible output from our drivers.

For experiments, we utilized one step above the minimum threshold (i.e., 50 -

60% intensity, translating to 31.2 – 35.8 mW/mm2). Decreases in neuronal fir-

ing rates during HcKCR1 optogenetic activation were obtained from n=8 ex vivo

hippocampal slices (Table E.2). AAV-mediated of HcKCR1 is sufficient to enable

optogenetic modulation of network-wide spontaneous activity despite incomplete

transduction (Table E.2). Spontaneous activity arises from networks perched in a

balanced regime that is neither prone to silence nor saturation [136]. As a result,
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relatively small increases in inhibitory tone at a cellular level may be insufficient

to offset the imbalance necessary to generate epileptiform activity at a network

level.

6.3.2 Optogenetic Suppression in Provoked Hyperexcitabil-

ity

Next, we tested HcKCR1-mediated optical inhibition in the context of hy-

perexcitable conditions. Under all these conditions, HcKCR1 activation reduced

firing rates in large portions of units recorded (Table E.2). We used a magnesium-

free (0-mg) media, a long-standing approach used to increase neuronal excitability

and induce epileptiform activity in hippocampal preparations [9, 145, 149]. Clear,

spontaneous bursts of activity were observed 2/4 slices bathed with 0-mg media

(Fig. 6.3c). These bursts of activity were <1s in duration and several minutes

apart, reminiscent of interictal epileptiform spikes [106]. Overall firing rates of

slices were reduced in slices bathed in 0-mg media during periods without spike

activity. Average firing rate reduction of the grouped unit activity in two slices

did not meet statistical significance in the zero-magnesium media conditions (Fig.

E.2). However, on a unit-level analysis (and in raster plots of Fig. E.2g and j),

15 – 40% of units in these slices had a decrease in firing rate of at least 90%

during light-ON conditions (Table E.2, 11G and 12G), demonstrating that not
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all units in each slice respond uniformly. Spike events during 0-mg recording

conditions were not completely absent during optical inhibition of two separate

slices (Fig. 6.3 c, t10, Fig. E.2 d and g). The spikes were far enough apart in

time to prevent strong conclusions about the effects of optical inhibition on these

events. Addition of kainic acid (KA) has been used in various epilepsy models

[101, 135, 241, 98]. Based on other groups reporting the effectiveness of combining

multiple pro-convulsant pharmacologic interventions to induce epileptiform activ-

ity [101, 91], we tested whether adding kainate to 0-mg bathed slices would lead

to epileptiform activity. The addition of KA resulted in acute elevations in firing

rate, and in 2/4 slices recorded with KA, rhythmic bursts of activity occurred

(Fig. 6.3d). Slices exhibiting this rhythmic bursting of unit activity also showed

increased coherence across most frequency power bands, most clearly in the theta

band (Fig. 6.3 f-g). Repeated 10s periods of illumination clearly showed reduced

firing rates during light-ON conditions (Fig. 6.3d), but a causal effect of illumina-

tion on the coordinated bursts is less clear in the absence of more comprehensive

characterization of the typical effects and expected frequency of rhythmic bursting

with addition of KA.

To explore this platform’s ability to perform closed-loop illumination, we used

a GABAAR blockade via the application of bicuculline to elevate firing rates above

their baseline levels (Fig. 6.3 j-k). We utilized the reproducible increases in firing
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rate with GABAAR blockade to detect and disrupt elevations in network firing.

We use automated, real-time spike event detection to trigger LED illumination

by crossing a firing rate threshold. (Fig. 6.3h-k). The closed-loop illumination

software is activated following bicuculline application, and firing rates surpass-

ing the threshold triggers 10-seconds of continuous illumination. This dramati-

cally reduced the firing of recorded units (Fig.3h-k). This was replicated in n=3

HcKCR1-expressing slices derived from n=2 patients. These results demonstrate

a potential benefit of optogenetic interventions in epilepsy: modulation of brain

activity restricted precisely to time and anatomy in which pathologic elevations

in neuronal firing occur.

In these three distinct methods of provoking a hyperexcitable state (0-mg, 0-

mg+KA and GABAAR blockade), HcKCR1 activation in a subset of glutamatergic

CAMK2A-expressing neurons reduced network firing rates. Fraction of neurons

transduced in a recording area did not completely explain different fractions of

neurons exhibiting reduced firing rates in light-ON conditions (Table E.2). The

magnitude of firing rate reductions in 0-mg and 0-mg+KA conditions was less

than that observed in physiologic media and GABAergic blockade. While sev-

eral variables may contribute to this, HcKCR1-mediated inhibition of presynaptic

CAMK2A-expressing neurons may be partially offset by post-synaptic glutamater-

gic receptor activation in 0-mg and 0-mg+KA conditions. Whether HcKCR1 acti-
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vation of CAMK2A-expressing neurons effectively interrupts provoked coherence

seen in 0-mg + KA conditions will require additional experiments to thoroughly

characterize the effects of the rhythmic burst activity induced with 0-mg + KA.
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Figure 6.4: Waveform clustering (a) UMAP of waveform clusters of all HD-
MEA extracellular unit activity recorded from all slices (Table E.2). (b) All
waveforms combined into clusters (colors), with the average waveform of each
cluster (black). (c) Violin plots showing trough-to-peak and FWHM features for
each cluster. For box and whisker plots, the box extends from the first quartile
to the third quartile of the data, with a line at the median. The whiskers ex-
tend from the box to the farthest data point, lying within 1.5x the interquartile
range from the box. To determine whether clusters were significantly associated
with areas of GCL coverage, Neuronal units were dichotomized as being recorded
from GCL on histology or not, and logistic regression (see methods) was used
to estimate the odds ratio of GCL localization for units in each cluster of N=12
clusters. *Comparisons significant if P¡0.05 after correction for multiple compar-
isons (cluster 5 OR 10.2, CI 5.8-18.3, P=2.67E-15; cluster 6 OR 8.3, CI 4.4-15.7,
P=1.24E-10; cluster 8 OR 8.4 CI 4.6-15.3, P=5.95E-12; cluster 9 OR 2.3 CI 1.5-
3.5, P=7.78E-05; cluster 10 OR 2.3 CI 1.5-3.7, P=3.63e-04). (d) Overlay of all
waveforms analyzed. (e) UMAP from a, with units represented by slice 10F, con-
sisting of granule cell layer (GCL) coverage, colored by waveform cluster. (f) units
from 10F projected spatially onto the MEA recording area. Density histograms
show the distribution of units in the slice assigned to each waveform cluster. (g)
Units and recording area from f overlaid onto histology of the slice, showing GCL
anatomic correlation. (h,j) Similar analysis for slice 3C, representing Cornu Am-
monis (CA) 1 area with no GCL coverage. OR = odds ratio, CI = 95% confidence
interval.

136



137



6.3.3 Waveform and Opto-response Clustering

Reduced unit firing with HcKCR1 activation was not uniform across recorded

units (Fig. 6.3, and E.1, E.2, E.3), ranging from complete silencing to more subtle

or no apparent firing rate changes in other units. Given that AAV9 transduction

was not uniform across the tissue, this may partially explain such a spectrum

of response, but there was not a clear correlation between transduction rate and

fractions of units with reduced firing (Table E.2). However, cell type is another

variable that could affect a unit’s response to HcKCR1 activation even in the

presence of similar transduction. To investigate whether the response parameters

of the units are uniform [67, 81], we investigated whether unit cell-type differences

could be inferred from the HD-MEA extracellular recordings.

We applied a waveform clustering method [123, 126] to group units based on

features extracted from the extracellular action-potential waveform (Fig. 6.3.2).

This analysis yielded 12 separate clusters (Fig. 6.3.2). To validate whether the

distribution of putative cell types identified by waveform clustering is consistent

with anatomy, we aligned the recording array electrodes with histology to approx-

imate the anatomic slice area from which each electrode is recorded. If waveform

clusters correlate with putative cell types, then recordings over an anatomic area

with a relatively homogenous cell type should be enriched for waveform clusters

underrepresented in anatomic areas without such cells. We analyzed waveform
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clustering in areas of the dentate gyrus granule cell layer (GCL) versus recordings

without granule cell layer representation. We compared the distribution of unit

waveform cluster in 3 slices with clear GCL coverage to 6 slices recorded where

active recording electrodes did not overlap with GCL. Five waveform clusters

were significantly over-represented in the GCL recordings (Fig. 6.3.2, Table E.3).

Next, to characterize the heterogeneity of unit responses to optogenetic activa-

tion, we used an HDBSCAN-based clustering technique [143, 144]. We analyzed

peri-stimulus histograms of neuronal firing rate spanning time segments before

and during optogenetic activation. We found 5 distinct opto-response clusters

(Fig. 6.3.3 a, b), 4 of which showed statistically significant reductions in mean

firing rate and firing rate distribution with optogenetic activation (Fig. 6.3.3 c).

Since our waveform clustering suggested that 5 of the waveform clusters were

associated with recordings of the GCL, we treated these waveform clusters as a

single category when testing whether opto-response clusters were associated with

any putative cell types from waveform clustering. There was indeed a significant

association between the GCL waveform cluster and the opto-response cluster 3

(Table E.3), in addition to associations between several other waveform and opto-

response clusters. While this is far from definitive for stipulating cell type as the

only or most prominent factor in neuronal response to HcKCR1 activation, it is

consistent with the hypothesis that response to optogenetic activation may differ
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between cell types. Moreover, it suggests the need for further clarification of how

optogenetic interventions in different cell-types may affect those cell-types and

networks differently.
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Figure 6.5: Optogenetic response clustering. (a) UMAP of units clustered
through an HDBSCAN pipeline of a 20s period of time correlating with 10s of
time prior to light-ON and 10s during light-ON. (b) Average firing rates for units
in each cluster over the course of the analyzed 20s period. (c) Firing rate (left)
and standard deviation of firing rate (right) of each cluster showing the distri-
butions during light-OFF and light-ON periods. *significant differences in firing
rate or firing rate standard deviation between light-ON and light-OFF condi-
tions. Mean and standard deviation distributions were compared via a two-sided
Kolmogorov-Smirnoff test, considered statistically significant if P¡0.05 after cor-
rection for multiple comparisons. P-values for firing rate light-OFF vs light-ON
comparisons (left 2 columns): Cluster 1 p=2.5E-45, Cluster 2 p=0.0014, Cluster
3 p=7.29E-24, Cluster 4 p=1.36E-16, Cluster 5 p=0.0741. P-values for firing rate
standard deviation light-OFF vs light-ON comparisons (right 2 columns): Cluster
1 p=6.43E-25, Cluster 2 p=0.0002, Cluster 3 p=1.28E-21, Cluster 4 p=9.38E-13,
Cluster 5 p=0.174. (d & e) Recording areas covering 2 distinct hippocampal
regions known to have disparate cell types. Density histograms represent the
fraction of units in the slice assigned to each cluster. (d) the granule cell layer of
the dentate gyrus (GCL) in slice 10F and (e) Cornu Ammonis (CA) in slice 3C.
Opto-response cluster identity color is overlaid onto their respective unit locations.
Unit locations are shown without (top) and with (bottom) histology underlaid.
White immunohistochemistry demonstrates HcKCR1-eYFP expression. Cluster
3 was found to be positively correlated with GCL waveform clusters (z-score 3.28,
Table E.3) via a Chi-square test with analysis of standardized residuals (see Meth-
ods: Waveform cluster association with opto response clusters). This standardized
residual was considered significant if greater in magnitude than a critical value
of 3.23 calculated for a two-tailed test with the Bonferroni-adjusted significance
level.
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6.4 Materials and Methods

This research complies with all relevant ethical regulations and was approved

by the University of California-San Francisco institutional review board. Informed

consent was obtained by patients prior to surgical resections for refractory epilepsy.

There was no participant compensation. The sex, number, and age of participants

are detailed in Table E.1.

6.4.1 Tissue Preparation and Culture for Recordings

Human hippocampal specimens were obtained from patients undergoing tem-

poral lobectomy with hippocampectomy for refractory epilepsy with University of

California-San Francisco IRB approval. Tissue was transported in artificial cere-

brospinal fluid (aCSF) bubbled with carbogen, then sliced into 300µM sections

and recovered sequentially in HEPES buffered aCSF and culture media. The

slices are plated on cell-culture inserts to allow for long-term culture at the air-

liquid interface. Viral transduction was performed on the day of plating with glass

micro-pipets. Slices were subsequently plated on HD-MEAs with minimal culture

media. For optogenetic recordings, a custom, open-source hardware platform was

used with off-the-shelf optoelectronic equipment and 3D-printed components.

Human tissue samples were collected from select neurosurgical cases at UCSF

with signed patient consent and approval from the UCSF Institutional Review
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Board.

Tissue transport and preparation were adapted from Ting et al [231]. Briefly,

tissue was collected in the operating room and put in sterile artificial cerebrospinal

fluid (aCSF) of the composition (in mM): 92 NMDG, 2.5 KCl, 1.25 NaH2PO4,

30 NaHCO3, 20 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES), 25

glucose, 2 thiourea, 5 Na-ascorbate, 3 Na-pyruvate, 0.5 CaCl2·4H2O and 10

MgSO4·7H2O. Before collection, the pH of the aCSF was titrated to 7.3–7.4 with

hydrochloric acid, and the osmolality was 300–305 mOsmoles/Kg. The solution

was pre-chilled to 2–4°C and thoroughly bubbled with carbogen (95% O2/5%

CO2) gas before collection.

Tissue was cut into 300 µM slices submerged in carbogen-bubbled aCSF using

a vibratome. Slices were briefly recovered in aCSF warmed to 33°C before plating

on cell culture inserts at the air-liquid interface and incubating at 37°C in 5%

CO2 incubators.

Tissue was cultured and recorded in a media formulation adapted from prior

studies [40, 231], referred to in the manuscript as physiologic media. 15% BME,

15% DMEM/F12 + Glutamax, 0.65% % PBS, 3% H2O, 0.91 mM CaCl2, 1.96 mM

KCl, 0.81 mM MgSO4, 81.90 mM NaCl, 0.84 mM NaH2PO4, 14.0 mM NaHCO3,

0.5 µM ZnSO4, 0.01 µM CuSO4, 0.63 mM d-Glucose, 0.14 mM Sodium Pyruvate,

0.58 mM Ascorbic acid, 1.0 mM Oxalo-acetic acid, 4.0 mM Sodium lactate, 0.57
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mM Citric acid, 4 mM Sodium lactate, 0.27% BSA, 0.001 µM 17-b-Estradiol, 2.28

µM a-Tocopherol, 2.10 µM a-Tocopherol-acetate, 0.06 µM Corticosterone, 5 mM

Creatine, 1 mM Sodium b-hydroxybutyrate, 5 mM Mannitol, 0.2 mM Phosphate

creatine, 0.5% N-2 supplement, 1250 U/mL Heparin, 0.01 mM ATP, 0.41 µM

Insulin, 0.0003 µM Tri-iodo-I-thyronine sodium, 0.08 µM Superoxide dismutase

(SOD), 0.05 mM Glycerol (10x), 0.5 mM Glutamax, 1 µM MnCl2, 1 µM g-Amino-

butyric acid, 3 µM Glutathione, 8 µM Taurine.

6.4.2 Plating Slices on HD-MEA

To plate tissue plated on MaxWell high-density MEAs, MEAs were incubated

with Matrigel for 1 hour, and subsequently filled with culture/recording media

described above. Slices were floated into the MEA wells and the media was then

aspirated slowly such that the slice descended onto the recording surface. The

slice was kept in minimal media for the 2 hours during which recordings were

carried out. For GABAAR blockade, bicuculline dissolved in recording media to a

concentration of 2µM was dripped directly on the tissue slice. For Low magnesium

media, the physiologic media was made without any magnesium (MgSO4) added.

For Kainic acid experiments, 100nM kainic acid was dripped directly onto the

slice.

Examples are shown of large areas of dense activity recorded in Figure 6.1
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and Figure 6.3 and overlaid on Figure 6.3.2 g & j and Figure 6.3.3 d & e. Slices

that did not show electrophysiologic evidence of unit activity after plating were

excluded from electrophysiologic analyses.

6.4.3 Immunohistochemistry

Immunohistochemistry for NeuN and eYFP in the manuscript was performed

with the following antibodies. NeuN: guinea pig anti-NeuN, (Millipore, ABN90,

dilution 1:1000, lot#4077530), eYFP: Chicken anti-GFP antibody (Aves, GFP-

1020, dilution 1:1000, lot# GFP3717982).

6.4.4 Adeno-associated Viruses

AAV9-CAMK2A-HcKCR1-eYFP: titer 5.00E+13 GC/mL (PackGene, Lot#

12109T). Purity analyzed according to PackGene company protocols by SDS-

PAGE finding no other significant bands. Endotoxin assay analyzed by Quanti-

tative LAL assay with <10EU/ml.

AAV9-CAMK2A-ChR2-eYFP: titer 2.40E+13 GC/mL (Addgene, Lot# v113177).

Purified by Iodixanol gradient ultracentrifugation. The purity of AAV preparation

was assayed according to Addgene company protocols by comparing the relative

stoichiometric ratios of the viral capsid proteins VP1, VP2, and VP3. Samples of

viral preparations were subjected to polyacrylamide gel electrophoresis (PAGE)

146



followed by silver staining or SYPRO Red staining, and the molecular weight

and relative intensity of the viral capsid proteins were analyzed. Endotoxin assay

analyzed by Quantitative LAL assay with <5EU/ml.

6.4.5 Design of Optogenetic System

The purpose of the designed hardware platform is to trigger an optogenetic

stimulation pulse and observe the response of neurons on a high-density electrode

array. The optogenetic system was designed to be easy to replicate and does not

require custom PCBs or soldering.

To run an experiment, the user must specify a calibration CSV file, which

contains data on an LED’s power output (see section Optogenetic power density

measurement and calculation). The user also connects to the Arduino over a USB

serial port. Afterward, the program creates a stimulation log CSV file into which

the stimulation events with their parameters are recorded. Now, the user can

construct their own stimulation sequences and use several helper functions with

configurable stimulation pattern templates (Fig. 6.2f).

As the user runs the experiment, stimulation events are logged in both the stim-

ulation log CSV file and the MaxWell voltage recording .hdf5 file. The MaxWell

.hdf5 file has a field that stores a single bit value representing the GPIO pin signal

(‘1’ for on, ‘0’ for off) for every frame of the recording (every 0.05 ms assuming
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20kHz sampling). Therefore, we can extract at which recording frame the light

turned ON, and at which recording frame the light returned to being OFF. The

CSV log file stores a timestamp of each event, as well as the intensity of light used

and the duration of ON and OFF requested by the user.

6.4.6 Software Low-level Functionality

The computer sends the Arduino an integer value over USB serial connection

corresponding to the desired intensity. While the intensity is represented to the

user as a decimal number between 0 and 1, it is converted to the nearest propor-

tional integer in the range of the 12-bit DAC (0 to 4095). The range 0 to 4095 was

chosen instead of the full 12-bit integer range 0 to 4096 because it more closely

corresponded to 0 to 5V DAC output when measured on an oscilloscope. The

computer also sends the electrophysiology recording system a signal to set GPIO

high. GPIO high is +2.0 - 3.3V; anything less or near zero is considered GPIO

low. When the GPIO signal is high, the Arduino sends a value to the DAC. Thus,

to turn the light on, the computer needs to send a non-zero intensity value to the

Arduino, and also trigger the MaxWell recording system to set GPIO high.
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6.4.7 Optogenetic 3D Printed Insert and Lid

The optogenetic insert and lid (Fig 6.2b,e) were designed to hold the optical

fiber in place inside the MEA recording well while keeping an enclosed environment

around the tissue culture.

The insert has a tight transition fit with the round MEA well. The lid slots

into the insert and is easy to remove but does not rotate because there are align-

ment groves between the insert and lid. This combination allows having a sturdy

interface with the MEA well while being able to gently remove the lid (i.e., to add

a drug during the experiment) and keep the fiber in the same relative position

after re-inserting.

The lid is designed for a fiber optic component with a 2.5mm diameter fiber

optic cannula, Ø200 µm core fiber with 0.22 NA, and a fiber length of 20 mm

(CFM22L20, Thorlabs). The optical fiber is estimated to be 0.95mm above the

MEA sensor based on MEA well measurements and computer-aided design (CAD)

model of the assembled components.

The optogenetic insert and lid were 3D printed (on Form 3B+, Formlabs) with

BioMed Clear V1 material (RS-F2-BMCL-01, Formlabs). Prior to use in tissue

culture, the 3D printed parts, along with the optical fiber (CFM22L20, Thorlabs)

and ceramic mating sleeve (ADAF1-5, Thorlabs) were individually sealed in au-

toclavable bags (RIT-3565, PlastCare USA) and steam sterilized either at 134°C
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for 20 minutes or 121°C for 30 minutes.

6.4.8 Activity Detection and Closed-loop Optical Inter-

vention

We implemented an algorithm that monitors spike activity in real-time, using

data from the HD-MEA (Fig. 6.3). This algorithm is meant to demonstrate a

therapeutic use case scenario. When a pre-defined spike-threshold is detected,

the algorithm triggers illumination of the slice. Spike activity was measured by

counting the total number of 5-rms spikes that occurred in 10 seconds across all

the electrodes on the HD-MEA.

Experimentally, this threshold was to be 2 to 4 times above the average base-

line 5-rms spike activity for 1 minute prior to application of bicuculline. After the

drug was applied, activity quickly surpassed this threshold. After the threshold is

surpassed for a 10-second window, the algorithm triggers 10 seconds of illumina-

tion. Afterward, the algorithm goes back to monitoring activity. This algorithm

is intentionally simple in nature to provide a proof of concept that user-defined

signals can be detected in real-time using the HD-MEA interface with this ex vivo

model in a closed-loop process.
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6.4.9 Optogenetic Power Density Measurement and Cal-

culation

Power output for the optical fiber was measured with Thorlabs meter PM100D

with sensor S130C. The power density (mW/mm2) values of the light presented

here were calculated by dividing the measured power by the cross-sectional area

of the fiber, using this formula:

For multimode fiber with 200µm core:

Beam radius r = 200µm
2

= 100µm = 0.100mm

Average power Pavg

Surface power density = Pavg

πr2
mW/mm2

(6.1)

where Pavg is measured power and r is 1/2 the fiber core diameter.

A Python script was used to automatically control the light intensity with the

Arduino, take samples with the Thorlabs PM100D, and plot the calibration curves

for output power. The calibration data along with parameters of the hardware

(the fiber core diameter, LED wavelength, LED driver max current limit, etc.)

are saved in a separate calibration CSV file. The user must import the calibration

data CSV file to start an experiment. Power density (mW/mm2) is calculated

each time by the Python script using the formula. The user can measure different

LEDs and use the calibration files to convert between intensity (0-1 value) and
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mW/mm2 values during experiments and analysis.

6.4.10 Data Acquisition

Neuronal activity was sampled simultaneously at 20kHz from multiple elec-

trodes on the HD-MEA for both action potential and local field potential band-

width. During the experiment, an activity scan assay using MaxLab Interface

across all 26,400 electrodes was performed first, and then a maximum of 1,024

available channels were manually selected to record from the most active areas

spread across the MEA. Closed-loop seizure detection and optical intervention

started after the assay from a custom Python script. After the experiment, raw

activity data and optical stimulation timestamps were saved to an hdf5 file on

local memory. The optical light protocol was written into a separate CSV logging

file pairing with the raw data (see section Design of Optogenetic System).

6.4.11 Spike Sorting

Kilosort [168] was used for sorting the raw data into single unit activity. Since

the high-density MEA can record one neuron from tens of channels, it is com-

mon that the spikes from many neurons overlap in time for a single channel. The

template matching and clustering algorithm in Kilosort2 can distinguish spikes

between different neurons based on their waveform and assign them to individ-
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ual clusters. Raw data were bandpass filtered with 300 - 6000Hz and sorted in

Kilosort2 with a voltage detection threshold of 6 RMS over the baseline. Spike

sorting was performed on the Pacific Research Platform computing cluster with

an NVIDIA GeForce GTX 1080 Ti GPU. For spike sorting, both manual and

auto-curation techniques were applied. Kilosort2’s result was manually curated

using Phy GUI [199] by experienced electrophysiology researchers. The quality

metrics [216] for saving high-quality units are based on the shape of the spike

waveform, firing rate, and interspike interval distribution.

6.4.12 Activity Heatmaps

Activity heatmaps in Figure 6.1 and Figure 6.3 show the spatial distribution of

significant voltage events and were generated using the same method in Chapter

5, Section 5.4.8.5.

6.4.13 Statistics and Reproducibility

Sample sizes were maximized based on the availability of human brain tissue

samples. There was no randomization. Samples were processed and experiments

run in the order that patient tissue became available. No statistical method

was used to predetermine sample size, but our sample sizes are similar to those

reported in previous publications [116, 254, 91]. The experiments were not ran-
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domized. Data collection and analysis were not performed blind to the conditions

of the experiments. Much of the statistical analyses involved comparing neu-

ronal activity during a time period during which light was shone on the slice and

comparing that data to periods of time immediately preceding and following this

“light ON” time period. As such, knowing these exact time-points was necessary

for accurate analysis. Data distribution was assumed to be normal but this was

not formally tested.

6.4.13.1 Firing Rate and Amplitude

To compare firing rate and amplitude (Fig. 6.3 and E.1, E.2, E.3) across

multiple trials for the groups “pre”, “light-ON,” and “OFF” we calculated the

mean firing rate (and spike amplitude) of each recorded neuronal unit across

trials in each slice for their respective experimental conditions. We then used a

two-tailed, paired t-test with the t.test() function in R. To correct for multiple

comparisons, Holm-bonferroni correction for multiple comparisons p.adjust with

method= “holm”. The N for each individual trial comparison was calculated from

the number of units recorded per trial and is listed in figure legends. This was

done in RStudio 2022.07.1 Build 554.
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6.4.13.2 Waveform Cluster Association with GCL

To assess the association between identified waveform clusters (Fig. 6.3.2) and

their anatomical localization within the granule cell layer (GCL) of the dentate

gyrus, we used R (Version 2022.07.1, Build 554). Given the binary nature of our

dependent variable (presence vs. absence of a unit within GCL), we used logis-

tic regression analysis. This choice was predicated on the need to understand

the extent to which belonging to a specific cluster could predict the likelihood

of a neuronal unit being located in the GCL, with clusters serving as categorical

predictor variables in the model. Prior to analysis, neuronal unit data were rig-

orously cleaned and formatted. Each unit was classified into one of 12 clusters

based on waveform features, with this classification serving as independent vari-

ables in our subsequent logistic regression model. The dependent variable was

binary, denoting the anatomical attribution of each unit to either the GCL (1)

or other hippocampal regions (0). Logistic regression was then performed using

the glm function in R, specifying a binomial family to accommodate our binary

dependent variable. The model included one intercept and individual coefficients

for each cluster, allowing us to estimate the odds ratio of GCL localization for

units in each cluster relative to the baseline condition (absence from GCL). To

address potential Type I errors due to multiple comparisons—given the 12 clusters

analyzed—we implemented a p-value adjustment using the Benjamini-Hochberg
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method. Adjusted Confidence intervals and p-values were calculated and reported

in Table E.3.

6.4.13.3 Waveform Cluster Association with Opto Response Clusters

To examine the association between neuronal unit classifications based on

waveform cluster identity (Fig. 6.3.2) and opto-response cluster identity (Fig.

6.3.3), we employed a two-step statistical approach. Initially, a Chi-square test of

independence was applied to a contingency table representing the distribution of

units across the predetermined cluster identities (RStudio function: chisq.test).

This test assesses the null hypothesis that waveform and opto-response cluster

identities are independent of each other across the entire dataset. Given the cate-

gorical nature of our data, where each unit is classified into discrete clusters based

on spike waveform morphology and optogenetic response, the Chi-square test pro-

vides a suitable framework for detecting overall patterns of association between

these two classification methods. However, the Chi-square test alone does not

indicate which specific cluster associations contribute to the overall significance.

Thus, we conducted a post-hoc analysis using standardized residuals, which in

this context function analogously to z-scores. For each cell in the contingency

table, the standardized residual calculates the number of standard deviations the

observed frequency is from the expected frequency, under the assumption of inde-

pendence. These residuals thus provide a measure of the magnitude and direction
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of deviation for each cluster association, enabling us to identify specific pairs of

waveforms and opto-response clusters that are associated more or less frequently

than would be expected by chance alone. Standardized residuals are computed as

follows:

Standardized Residual =

(
O − E√

E

)
(6.2)

Where O represents the observed frequency in each cell, and E denotes the

expected frequency, calculated based on the marginal totals under the assumption

of independence. We applied a Bonferroni correction to control for the family-

wise error rate. This correction adjusts the significance threshold by dividing the

conventional alpha level (0.05) by the number of comparisons made. A comparison

is considered statistically significant if its absolute standardized residual exceeds

the critical value derived from the Bonferroni-adjusted alpha of 0.05.

6.4.14 Kullback-Liebler Divergence and Phase Coherence

(KLD)

To represent phase coherence events in time of the Local Field Potentials (Fig.

6.3g-i), we first constructed an analytic (complex-valued) time series using the

Hilbert transform extension. We then extracted the instantaneous phase distribu-

tions at each instant and measured the divergence between these and a uniform
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null hypothesis using the Kullback-Liebler divergence (KLD). Let X be a binning

of the interval [0, 2π]. Furthermore, let PX(t) be the probability distribution of

the phase angle values at time t, and let QX be the uniform distribution with

respect to X. Our Entropy-based metric of coherence across time is defined as

K(t) = D (Pχ(t)∥Qχ) =
∑
x∈χ

Pχ(x) log

(
Pχ(x; t)

Qχ(x)

)
(6.3)

By inspection of the polar histograms, it was determined that, in many cases,

the nature of the distribution deviated considerably from a von Mises distribution,

making the p-value a misleading measure of coherence. In the field of mathemati-

cal statistics, the KLD serves as a statistical distance, quantifying the discrepancy

between a given probability distribution P and a reference probability distribution

Q, making it a better indicator of phase coherence when the reference Q is chosen

to be uniform.

6.5 Conclusion

We describe an approach for using human organotypic brain tissue as an exper-

imental research platform for optimizing approaches to modulate neural activity

at the network level in human hippocampus. Building on advances in culture

techniques for maintaining viable human organotypic brain slices ex vivo, we eval-
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uated the effectiveness of AAV-mediated delivery of inhibitory channelrhodopsins

expressed in a subset of glutamatergic neurons to exert network-level effects in

hyperexcitable conditions. By integrating HD-MEA recordings with a custom

system for optogenetic control, our experiments demonstrate a robust platform

for high-resolution analysis of network activity and cell type-specific optogenetic

manipulation in human hippocampus.

Optogenetics enables high spatiotemporal control over neural activity. Target-

ing local circuits has been shown to decrease epileptiform activity in non-human

model systems [116, 115, 254, 255, 237], but the application of optogenetics to

human neurons has been limited. Two studies have used patch-clamp recordings

from single neurons to show excitatory optogenetic control of human neurons at

a single cell level [8, 231]. Hyperpolarizing, potassium-specific, kalium channel-

rhodopsins are a new tool in the optogenetic armamentarium [67, 242]. Their

inhibiting effects may be relevant to diseases of neuronal hyperactivity, such as

epilepsy. This study demonstrates that optogenetic inhibition of human neurons

can be used to modulate network-wide neuronal activity in human hippocampal

slices.

The ability to record dozens to hundreds of neurons simultaneously is one of

the advantages of the HD-MEA recording platform described here. Such high-

throughput methods may be effective for hypothesis generation about the neu-
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ronal ensemble and cell-type responses that can be validated with patch clamp or

patch-seq[28] based experiments. We used clustering techniques to leverage these

advantages of the platform described here. We probed whether differences in neu-

ronal cell type might contribute to differences in optogenetic response in our data

since many factors can affect neuronal responses, even to the same ligand [194].

The waveform clustering method distinguishes putative neuronal cell types based

on extracellular spike-waveform features (Fig. 6.3.2) [123, 126]. To test whether

the clustering results were reasonable, we used the anatomic localization of our

slice recordings. The granule cell layer is composed mostly of granule cell neurons,

which are not typically found elsewhere in the hippocampus [261, 152, 96, 154].

Comparing the distribution of waveform clusters from recordings over the GCL to

recordings not over the GCL, 5 clusters were significantly associated with local-

ization over the GCL (Fig. 6.3.2), suggesting these may represent GCL neurons.

We used an unsupervised clustering (HDBSCAN [143, 144, 70, 29]) approach

to distinguish patterns of neuronal response to optogenetic HcKCR1 activation

that may not be captured by firing rate averages. Rather than simply clustering

into responders and non-responders to slice illumination, this approach yielded

5 clusters (Fig. 6.3.3). The GCL waveform clusters were overrepresented in

opto-response cluster 3 (Table E.3), which had on average high baseline firing

rate and modest reduction during slice illumination (Fig. 6.3.3b,c). This sug-
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gested that cell-type –in this case granule cell identity – may play a role in op-

togenetic response to HcKCR1 activation, although activity-state at the time of

slice-illumination cannot be ruled out based on these analyses [67]. Single nu-

cleus sequencing data suggests that granule cells typically express CAMK2A at

high levels compared to other hippocampal neurons [10], such that promoter gene

expression does not completely explain this modest reduction in firing rate seen

during HcKCR1 activation in putative GCL neurons. These clustering techniques

explain some of the heterogeneity of network and neuronal response to HcKCR1

activation in a subset of excitatory neurons, but there are limits to the conclusions

that can be drawn from them. Our initial hypothesis was that the HDBSCAN

analyses of firing rate response would yield two distinct clusters of responders

and non-responders to light-ON conditions that might serve as a surrogate for

HcKCR1-expression. The results, however, present a more complicated picture.

Cell-type, HcKCR1-expression, and connectivity between neurons expressing and

not expressing HcKCR1 are all likely contributing to the larger picture. Addi-

tional analyses of how individual neurons respond and influence one-another will

be necessary to make conclusions of how manipulating a subset of neurons in a

hippocampal slice affects network activity.

The present work utilizes hippocampi resected en bloc from patients with

drug-resistant temporal lobe epilepsy. Clinically, these hippocampi have been de-
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termined to be likely or definitively involved in generating seizure activity. By this

definition, the hippocampi recorded may have physiologic differences from what

might be considered normal physiology or connectivity in non-epileptic human

tissue. While this caveat should be noted when making biological conclusions

about hippocampal function, it should also be noted that the intended target

for prospective epilepsy therapies is epileptogenic hippocampi. This makes the

preparation presented here an optimal model for pathologic insights but perhaps

limited in regard to normal hippocampal physiology.

Emerging strategies to develop AAVs with improved fidelity and robustness

[269] harness methods for screening synthetic libraries of capsid proteins, as well

as enhancer elements [268, 269, 146, 46, 49]. AAV gene delivery studies have thus

far focused on visualizing transduced neurons and describing their relevance with

regard to normal CNS physiology [65, 146, 46, 49, 38]. Such investigations would

benefit from characterizing how these tools can be utilized in pathologic circuits.

Ex vivo cultures of human brain slices may both accelerate the development of

such tools and serve as a platform for investigating the circuit-level effects of

AAV-mediated, gain-of-function gene delivery. The techniques described herein

allow for a layer of functional screening of AAVs for gene delivery by combin-

ing validation of human brain tissue expression with the potential to measure

electrophysiologic activity and circuit-level effects.
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In conclusion, primary human tissue can serve as an experimental platform for

optimizing and testing strategies to modulate network activity with the long-term

goal of de-risking potential therapeutic interventions. Emerging technologies could

enable rapid and scalable genetic access into cell types that could be tested in such

ex vivo preparations. Here, we describe a scenario whereby AAV-mediated deliv-

ery of inhibitory channelrhodopsin into a subset of glutamatergic neurons can be

used to demonstrate network-wide activity modulation in the human hippocam-

pus. These techniques were previously relegated to animal modeling experiments.

This study highlights the potential for human brain tissue method to serve as a

viable model for illuminating human brain neurophysiology.
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Chapter 7

Conclusion

7.1 Summary

This thesis captures platform development progression and experiments for in

vitro electrophysiology on the Internet of Things (IoT). The progression includes

creating lightweight and low-cost IoT-based hardware and recruiting off-the-shelf

hardware to work with IoT, designing an IoT Cloud Laboratory infrastructure,

and applying it to run multimodal integrated experiments.

This work aimed to increase the reproducibility of experiments through au-

tomation, standard data management and analysis workflows, and combining dif-

ferent measurement and perturbation techniques. We demonstrated this paradigm

with experiments screening optogenetic interventions for epilepsy and observing
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longitudinal organoid neuronal activity.

7.2 Future Work

Current work in progress focuses on disseminating the technology by applying

the IoT Cloud Laboratory paradigm to new devices and experiments. New devices

may include custom-built microscopes, ion and drug delivery systems, and fluidic

feeding supporting more significant numbers of organoids (i.e., 24 or 96 per plate).

The modular nature of the IoT Cloud Laboratory ecosystem allows for end-

less integrations and combinations of experiments and protocols. Feedback loops

enable equipment to function and compensate for errors, which is critical for long-

term automation to maintain target operating conditions. Due to the networked

nature of IoT devices, remote programs can analyze data and optimize experi-

mental conditions by sending MQTT commands to devices to adjust the flow and

progression of experiments as motivated in Figure 1.2. Large Language Models

can also translate human speech and commands to device commands, increasing

the accessibility of controlled experiments without users needing to write code

or navigate menus. Integrating artificial intelligence systems with this IoT plat-

form could accelerate scientific discovery by allowing computers to interact with

live biology, advancing our data collection and helping rapidly test hypotheses in

neuroscience.
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Appendix A

Electrophysiology Platforms

Review

Comparing electrophysiology platforms side by side is challenging because each

system fits a specific niche and requirements for a particular workflow. Different

platforms arose as solutions to different problems, challenges, and user needs.

Piphys arose due to the need for automation of experiments, integration with

other IoT sensors, and flexible recording equipment that can be used in a fleet for

longitudional study of many in vitro replicates.

Table A summarizes electrophysiology systems comparable to Piphys. The

Axion Maestro Edge is designed as an out-of-the box bench top electrophysiology

system with maximum comfort and usability. Although it has the highest price
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per channel, it is also an incubator. The MaxWell MaxOne has a CMOS sensor

with a high density of electrodes [265, 163] 1. The Intan RHS controller and In-

tan RHD USB interface board with headstages require more effort to calibrate,

ground, and shield. Unlike Axion and MaxWell, Intan designs and code are open

source. Intan bioamplifier chips have been used in many open source systems,

including Intsy, Willow, Open Ephys, and now Piphys. Intsy was designed for

measuring gastrointestinal (EGG), cardiac (ECG), neural (EEG), and neuromus-

cular (EMG) signals [54]. Willow was designed for high channel count neural

probes and resolves the need for many computers by writing data directly to

hard drives [109]. Open Ephys is an alternative system to Intan integrating more

features into their GUI for closed-loop experiments and plugin-based workflows

[217] 2. Noise measurements for Piphys, Intan, and Axion were experimentally

recorded, while noise measurements for Intsy, Willow, MaxWell, and Open Ephys

were cited. Intan claims 2.4µV RMS as typical in the datasheet for their chips

3 which was likely inherited into Open Ephys documentation. The whole system

noise for Open Ephys is not explicitly mentioned in documentation.

1https://www.mxwbio.com/products/maxone-mea-system-microelectrode-array/
2https://open-ephys.org
3https://intantech.com/files/Intan RHD2000 series datasheet.pdf
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Closed-loop feedback is currently possible on the MaxWell MaxOne, the Intan

RHS Controller, and Open Ephys on the order of 10-200 ms. NeuroRighter [197]

4 is not featured in the table, but was one of the first inspirations for closed-loop

feedback platforms [198, 162, 161]. Key authors from NeuroRighter eventually

joined the Open Ephys project, which is the most up to date. NeuroRighter

has not been updated or published with for more than 5 years and many of the

components listed on the Wiki 5 are not longer for sale (for example, the company

providing the key bioamplifier chips no longer exists). However, NeuroRighter

did use PCI-6259 or PCIe-6259 interfaces providing 4 ms closed loop delay [162]

6. Closed-loop systems inside FPGAs can achieve very small propagation delays

(ns), but the interface speed is limited by the chip sampling rate, which still

provides around sub-millisecond delay performance in FPGA-based closed-loop

systems [184].

Future versions of Piphys could include closed-loop feedback. The delay time

could aim for sub-millisecond range due to use of more modern PCIe interfaces.

While feedback within a time window of 10-20 ms is generally effective for

the induction of long-term potentiation (LTP) and long-term depression (LTD)

[24, 142, 31, 57], the saved time with a quick interface enables the computer to fit

in more complex calculations.

4http://rzellertownson.github.io/neurorighter/
5https://sites.google.com/site/neurorighter/
6https://sites.google.com/site/neurorighter/user-manual/closed-loop-guide
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Piphys is the only electrophysiology device collection that supports Internet of

Things (IoT) software integration out of the box. The IoT hardware modules and

cloud software allow for horizontal scalability, enabling long-term observations

of development, organization, and neural activity at scale, and integration with

other IoT sensors. Piphys RHD has a low entry cost, and the cost per channel can

also be significantly lowered by increasing the number of channels supported per

device. This would be accomplished by engineering an inexpensive FPGA into

the controller shield, as planned in the Piphys FPGA designs, to sample multiple

bioamplifier chips and buffer those readings for the Pi. Piphys can have a large

cost reduction if extra specialty connectors and adapters are removed and Intan

chips are planted directly into the main circuit board.
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Table A.1: Electrophysiology platforms review. Comparison of Piphys fea-
tures to several commercial and open source electrophysiology systems. Sampling
Rate and Channels columns show the maximum numbers for all systems. Stim-
ulation is assumed to be electrical (optogenetic add-on modules not counted).
Closed-loop delay is an average delay across multiple trials. ∗Noise shown on
Open Ephys website is the amplifier input noise for Intan RHD2132 bioamplifier
chip, not the whole system noise. ¶The Piphys Pilot is deprecated and will not
be highlighted in comparison discussions due to its high system noise which is un-
acceptable for neural recording. †RMS noise recorded experimentally. ††Expected
experimentally for a future design. ∗∗Based on MaxWell organoid demo presenta-
tion. ‡ With PulsePal [205] stimulation module limited to 2 triggers and 4 external
stimulation electrodes. §Possible but has not been implemented or tested yet.
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Appendix B

Piphys Supplementary Materials

Figure B.1: Piphys Axion plate mapping. The Piphys electrode adapter
for Axion connects to a 32 channel subset in well B2. The right panel shows
the channel numbering in the recorded data with respect to electrode position.
Electrodes inside the well have a 30 µm diameter, 200 µm center-to-center spacing.

Many electrode probes have been designed to interface with tissues to provide
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measurement points for voltage recordings [259, 130, 190, 125, 170]. Piphys can

be used with 3D Flexible MEAs [170], tetrodes [79], silicon probes [259], and MEA

plates shown in Figure B.2. Future work with research collaborators could expand

the number of different electrodes types for long-term culture of the biological

sample.
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Figure B.2: Piphys is compatible with any Omnetics electrode probes.
(a) Collaboration with Rogers Lab. Adapter is built to interface flexible 3D elec-
trode arrays with Intan headstages. (b) Organoid positioning inside the flexible
3D electrode array by Park, Y. et al [170]. (c) Collaboration with Hengen Lab.
Tetrode electrode probes directly interface with Intan headstages. The tetrodes
are shown during an experiment with an organoid and mouse brain slice. (d, e)
Adapter built for Axion plate, featured in two pin varieties: pogo (e, top) and
finger (e, bottom). (f, g) The loopback adapter (outlined pink) is useful for test-
ing stimulation and recording functionality of Piphys devices working in a closed
loop.
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Appendix C

Integrated System

Supplementary Materials

C.0.1 Computer Vision for Fluid Level Detection

C.0.1.1 Camera details

A 16MP camera (B0290, Arducam) and a set of conical tubes are fixed 12 mm

apart from each other on an optical breadboard (SAB10x30-M, Base Lab Tools).

The camera was specifically configured without autofocus, with its focus statically

set at 344 on a scale from 1 to 1023. A two-second warm-up period stabilizes the

focus setting before a picture is taken. Exposure was set at 45 on a scale from 1

to 5000.
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C.0.1.2 LED panel details

A 16x16 LED matrix (WS2812B-16x16ECO, BTF-LIGHTING) covered with

0.1mm thick polyester diffusion film (B08PTCGTX9, RENIAN) creates a uni-

formly illuminated background (we used 8 sheets of diffuser film spaced 1 mm

apart by double-sided foam mounting tape). The LED panel is approximately 5

mm behind the conical tubes.

The LED matrix was set to display a color gradient to best contrast fluid

contents inside the conical tube, particularly in the cone-shaped lower area of

the conical tube, which is thinner and appears lighter in color. The red color

component of each LED matrix pixel was set based on its row position within

the matrix, beginning with an initial red value of 221 out of 255. The red color

intensity was reduced by two units for each row upwards, creating a gradient

effect. Thus, the final color of each pixel was a combination of this dynamically

adjusted red value and fixed green and blue values of 140 and 180, respectively.

Furthermore, the LED panel’s brightness was set to 50% to prevent overexposure

in the captured images.
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C.0.2 Assembled Devices and Custom 3D-printed Com-

ponents

All custom accessories were 3D printed (Form 3B+, Formlabs) with Biomed

Clear V1 material (RS-F2-BMCL-01, Formlabs), except for the collection tube

and camera stand in the refrigerator printed in BioMed Black V1 (RS-F2-BMBL-

01, Formlabs). The parts were printed flat on the build plate to reduce support

material. Alignment grooves between the insert and lid described in the Microflu-

idic culture chamber form a hole which also facilitates 3D printing by removing

the formation of suction cups to the resin tank.

C.0.3 Microfluidic Culture Chamber

The microfluidic culture chamber assembly allows media to be exchanged in-

side the HD-MEA well. The chamber assembly consists of a microfluidic module,

glass rod lid, and catch tray (Figure 5.2B, C).

The microfluidic module is placed inside the HD-MEA well, creating a media

chamber and fluid path into and out of the chamber. Media from outside the

incubator travels to the fluidic insert along 0.030” ID and 0.090” OD Tygon tubing

(AAD02119-CP, Cole Parmer); the length of the tubing is approximately 100 cm.

The tubing attaches to the fluidic insert using PEEK fittings (EW-02014-97, Cole

Parmer) wrapped (counter-clockwise) in PTFE thread seal tape around twice the
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fitting’s circumference. The inlet and outlet are raised inside the fluidic insert to

create a pool following a geometry published in previous work [210].

The fluidic insert, glass rod lid, and catch tray use silicone O-rings (5233T543,

5233T479, 5233T297, and 5233T585, McMaster) to provide seals against contami-

nations and leakage. O-rings were rubbed with a minimal quantity of canola oil for

lubrication to facilitate installation and enhance sealing performance. The canola

oil can be autoclave-sterilized, but it is unnecessary if the O-rings are sterilized

post-lubrication (see Sterilization and assembly).

Figure C.1: Diagram of operating ranges of the microfluidic culture
chamber. Shaded pink areas represent volumes where media is collected. Shaded
blue areas mark displaced volumes (where there is no media stored). The numer-
ical volumes for each operating range are listed in Supplementary Table C.1.
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Feature Delta (µL) Running Total (µL)
Min operating 172.2 172.2
Min to wet glass 94.0 266.2
Target lower operating 88.1 354.3
Target higher operating 204.9 559.2
Max operating 204.9 764.1
Total operating capacity: 764.1
Inner lid overflow 345.1 1109.2
Outer lid overflow 464.1 1573.3
Total chip capacity: 1573.3
Catch tray 1539.5 3112.8
Total overflowed capacity: 3112.8

Table C.1: Numerical operating volume ranges based on the microfluidic culture
chamber’s 3D model (CAD) measurements. Illustrations of operating ranges are
shown in Supplementary Figure C.1. The Feature column lists critical points in
the microfluidic culture chamber. The Delta column is the volume space between
each feature, and the Running Total column is the volume from the floor to the
feature.

C.0.4 Membrane Lid

The membrane lid used for experimental control conditions follows established

designs [188], with adjusted dimensions to improve grip, matching material to

the microfluidic culture chamber, and high-temperature silicone O-rings instead

of rubber. The outer O-ring (5233T683, McMaster) holds the breathable FEP

film (23-1FEP-2-50, CS Hyde Company) stretched over the top of the lid. The

inner O-ring (5233T585, McMaster) seals the lid and well. The inner O-ring is

also rubbed with a minimal quantity of canola oil as described in the Microfluidic

culture chamber section.
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Figure C.2: 3D printed breathable membrane lid used for Controls
modeled after designs by Potter (49). (A) Picture of the membrane lid and
HD-MEA. The chamber is comprised of biocompatible 3D-printed parts, sealed
by O-rings to the HD-MEA, and imaged through the FEP membrane stretched
over the top with an O-ring. (B) Cross-sectional rendering depicting the fluid
path and position of the sample.

C.0.5 In-incubator Imaging Alignment Holders

The custom alignment holders, designed for two configurations, center a dig-

ital microscope over the biological sample on the HD-MEA. Components are

screw mounted (91292A134, McMaster) to optical breadboards (SAB10X15-M,

SAB15X15-M, Base Lab Tools Inc.) to ensure stability and maintain accurate

spacing.

C.0.5.1 HD-MEA off the headstage

The microscope is held over a single HD-MEA by a post and clamp (MS08B,

Dino-Lite) mounted with a setscrew and base (SS6MS10, TH15/M, Thorlabs).

The custom HD-MEA holder centers it for imaging. Throughout the experiment,

HD-MEAs were left resting on each holder. The holder has cut-outs for handling
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the chip and also avoids the chip’s contact pads to decrease scratching and avoid

moist surfaces. The holder also has indicators for the chip’s proper rotation with

respect to the microscope.

C.0.5.2 HD-MEA on the recording headstage

The custom holder on a post assembly (SS6MS10, TH15/M, TR250/M-JP,

Thorlabs) mounts the microscope over the chip on the recording headstage. The

custom headstage holder centers both the recording headstage with its attached

chip to the microscope.

C.0.5.3 Sterilization and assembly

Before use in tissue culture, components were placed in autoclavable bags

(RIT-3565, PlastCare USA) and steam-sterilized at 134°C for 20 minutes or 121°C

for 30 minutes based on Formlabs material datasheet specifications. Components

were autoclaved, disassembled, and then assembled in a sterile tissue culture hood

to avoid deformation or cracking during temperature cycling. Components were

transported in an enclosed petri dish (small items) or a sterile autoclaved bag

(large items) before being released into the incubator. Components that could

not be autoclaved (such as electronics, i.e., recording headstage, microscope) have

their enclosures sterilized with hydrogen peroxide disinfecting wipes (100850922,

Diversey) before entering the incubator.
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Figure C.3: Daily activity scans of all chips over all days. Boundaries of
each organoid were outlined and overlaid for orientation.
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Appendix D

IoT Device and Messaging

Conventions

D.0.0.1 MQTT

Message Queueing Telemetry Transport (MQTT) messages serve as the stan-

dard unit of communication in the ecosystem (Figure 5.4B, orange). MQTT allows

devices and services to communicate without direct dependencies between each

other by using a common publish/subscribe medium. MQTT clients are the de-

vices or software entities that connect to the broker to send (publish) or receive

(subscribe to) messages. Devices and services send messages on MQTT topics,

which are hierarchical strings that allow listeners to capture a wide or narrow

scope of information. Messages contain a payload with a list of key-value pairs
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to structure information. For example, a message requesting a microelectrode

array to record has a key for recording duration with a value in minutes. Ex-

amples of MQTT topic structure and message JSON payloads are summarized in

Supplementary Table D.2; see GitHub for more information1.

The MQTT broker is the central communication facilitator in the network and

coordinates messages between clients. The MQTT broker receives all messages

from the clients, filters these messages based on their topics, and then distributes

them accordingly to other clients who have subscribed to those specific topics.

This setup enables efficient message routing and ensures that messages reach the

intended recipients without the senders needing to know the specific details of the

recipients.

Clients can be sensors, actuators, applications, and services (like UIs or analy-

sis), or any other devices capable of network communication. The organization is

future-proof because MQTT allows the creation of new services and devices and

uses information available without changing any services (logging, UI, dashboards,

analysis of traffic, etc.). Furthermore, message bridges can be employed to convert

MQTT messages to other messaging APIs such as text messaging, email, or work

chat applications like Slack (see Messaging bridge).

1https://github.com/braingeneers/integrated-system-v1-paper
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D.0.0.2 IoT device-class

The primary function of a device-class involves listening for job requests, ex-

ecuting them, and saving the resulting data to the cloud. This data includes

measurements (e.g., images, voltage recordings) and log entries detailing device

actions (e.g., cell culture feeding events). By consolidating features, the device-

class framework simplifies the creation of new devices and enables easy control,

updating, and interoperability. The Python device-class provides standard fea-

tures across all IoT devices:

• a state machine defining standard behavior for a device (i.e., defined states

and transitions between states triggered by defined events)

• listening, processing, and responding to MQTT request messages

• updating the database to reflect current device state (shadow)

• executing jobs immediately or on a recurring schedule with timing accurate

to network time protocol (NTP)

• data upload/download with queueing and retry mechanisms

• optimizations: threading for multi-tasking and enhanced responsiveness, er-

ror handling
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A child of the parent device-class will inherit all basic functionality, and may

add additional features. For instance, a camera device-class child performs all

actions that a device-class can, plus it knows how to handle a request to take a

picture.

Having a common parent class consolidates similar features for different devices

and allows for easier updates because all devices use the same core code library.

The device-class code is available within the Braingeneerspy Python package on

GitHub2. For state machine states and request commands see Supplementary

Tables D.1 and D.2.

Devices can work in a fleet. As each device has the same core software with

complementary behaviors, they integrate seamlessly, similar to how uniform build-

ing blocks can easily snap together. Devices can ask each other to yield while they

perform sensitive actions (Figure 5.4D). Similarly, devices can perform services for

each other in a coordinated manner. For example, midway through a recording,

a microelectrode array device could ask the pump to deliver a drug. Devices

can perform rudimentary decision-making to simplify overarching management.

Devices post status and information to an open MQTT topic, allowing services

and devices to build on and interface with those devices without altering existing

devices and services. Devices can use each other to make sure the experiment is

on track across multiple modes of sensing, for example the pump using the eyes

2https://github.com/braingeneers/braingeneerspy
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of the camera to ensure pumping succeeded.

D.0.0.3 Pre-experiment workflow

Figure 5.4A illustrates the state transitions of a generic device during opera-

tion. It begins in the SHUTDOWN state, moving to IDLE, where it waits for user

setup verification. Post-setup, it transitions to PRIMED, ready for experimen-

tal involvement. In the READY state, the device listens for experiment-specific

MQTT messages, ignoring external recruitment until released with an END mes-

sage. Devices can communicate collectively via MQTT topics for coordinated

actions. Transitioning to WAITING occurs upon receiving a pause command,

halting job execution. The device moves to EXEC when starting a job, returning

to READY upon completion. Data uploads are managed independently of state

changes, ensuring continuity even during outages. Devices can exit an experiment

at any stage, reverting to IDLE or SHUTDOWN, with data upload tasks resuming

upon restart. Figure 5.4A describes a generic device (e.g. a scientific instrument)

and how it transitions between states during operation. On device start, the de-

vice transitions from SHUTDOWN state to IDLE. In the IDLE state, the device

is waiting for a user to verify or install physical prerequisites. The IDLE state

ensures the user performs the necessary setup of their device to maintain safety

and usability. For example, a pump may wait in IDLE state until a user checks

and confirms that the pump is clean and proper reagent bottles are connected. On
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the other hand, a camera may not have any prerequisites and would immediately

transition to the next state, PRIMED. In the PRIMED state, the device has all

the prerequisites to perform its job and waits to be called into an experiment.

Devices listen on their default device MQTT topic. Once it receives a correctly

formatted ‘start’ MQTT message (see ‘START’ message in Supplementary Table

D.2), it can transition to READY.

D.0.0.4 Experimental workflow

When the device transitions to READY state, when it listens to an MQTT

topic for the experiment. It will refuse requests to be recruited to other experi-

ments until it is released from the current experiment by an END message (see

END message in Table D.2). This ensures other users don’t accidentally disturb

or recruit an occupied device into a parallel experiment. Switching MQTT topics

also ensures exclusivity in incoming messages. The experiment topic structure

(see MQTT) allows devices to send a group message addressing all devices. For

example, a device or user could send a message to roll-call all devices on the topic

(see PING message in Table D.2) or pause all devices while it performs a sensitive

action (see PAUSE message in Table D.2). Upon receiving a message to pause,

the device transitions to WAITING state, where it does not perform any jobs.

Once a device returns to READY state, it can transition into EXEC state

if it receives a job request or has a job request from its schedule. If the device
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is in WAITING or EXEC while receiving a job request, it will put the request

on the schedule to be executed as soon as possible. During EXEC state, the

device is actively executing a job request. Once the job finishes or is stopped (see

STOP message in Table D.2), the device transitions back to READY state. Any

data produced is queued for upload, protected from internet outages by upload

retries with exponential backoff. Uploads occur in the background, independent of

device state. A device can begin EXEC on a new job immediately after queueing

the previous data for upload. From any state, a device can be terminated from

an experiment and return to the IDLE state. At any point in the experiment,

if a device is gracefully requested to turn off, it performs a final transition to

SHUTDOWN state before halting the program. The device keeps the upload

queue saved on disk and will continue unfinished uploads upon restart.

D.0.0.5 Data uploading

Data is saved to a ‘diskcache’ in memory. Once a file is produced, it is put on

the upload queue. The upload queue contains references to files within diskcahe.

Typical devices have at least 32 GB of disk memory, far larger than a single

file. The queue is restricted to grow up to 80% of the device’s memory. Once

the memory of the device fills up, older files that were uploaded can become

overwritten.
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D.0.0.6 Messaging bridge

The messaging bridge serves as an intermediary for communication between

different platforms. It is a service that listens to MQTT messages in the IoT

environment and translates them into other APIs like Slack.

The Slack bridge allows IoT devices to send notifications to individuals in

designated Slack channels. The messaging bridge uses the message broker API

and Slack API [220]. The Slack API requires an API key to be registered with

Slack and an API bot to be added to the Slack channels of interest. The message

bridge listens to an MQTT channel dedicated to Slack messages. When devices

want to post a message to Slack, they publish a message on the dedicated Slack

MQTT topic with a JSON payload containing the message. The payload can

include text and image data. To support images, a link to an S3 object can be

passed in the message, and the messaging bridge will then download and attach

it to the Slack message. An image can also be sent directly inside the MQTT

message, this requires modifying the message broker service’s configuration to

increase the MQTT message buffer size to accommodate larger KB-sized files. The

Slack bridge is a relatively simple service that decouples devices from dependencies

on a specific API by communicating using the common message format MQTT.
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D.0.0.7 Website

The website’s front end is developed using React, a JavaScript library for build-

ing dynamic and responsive user interfaces. For the backend, Flask, a lightweight

Python web framework, is employed. Flask’s simplicity and flexibility make it

ideal for our web services. It handles server-side operations, data processing, and

interaction with databases.

The system’s structure incorporates a message broker API, which is established

on the backend side of the architecture. This message broker is responsible for

the asynchronous communication and management of all IoT devices connected

to the cloud. Additionally, Flask’s compatibility with Python enables seamless

integration with Python APIs, including the braingeneerspy MQTT message bro-

ker.

Through the front end, users can issue commands to the devices, and the

message broker API in the backend efficiently manages these requests. The user

interface encompasses three main components: the initialization page for entering

initial experiment data, the control page for managing devices and monitoring

their status, and the visualization page for analyzing experimental data through

various graphs. All three pages require a specified experiment UUID (see Figure

5.4).
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Figure D.1: Webpage user interface screenshots. (A) Initialization page:
Users can input details about the experiment and the biological samples. (B)
Control page: Users can access and control every device involved in the exper-
iment. (C) Visualization page used to track experiment metrics, such as the
volume of used media.
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Both frontend and backend components are containerized using Docker, en-

suring consistency and isolation in different environments. Integration of Cross-

Origin Resource Sharing (CORS) is crucial for allowing the React frontend to

securely interact with the Flask backend hosted on a different domain.

Initialization page: On the initialization page, users can enter metadata

containing experiment and biological sample details, which are compiled into a

JSON file and uploaded to cloud storage, serving as a centralized repository for

all experimental data.

Control page: On the control page, users can access all the devices involved

in the experiment associated with a specific UUID. For each device, users can

request the execution of all the commands listed in Table D.2, such as starting,

stopping, and pausing the device, as well as scheduling tasks. Additionally, on

the control page, users can monitor the real-time status of the device, as outlined

in Table D.1.

Visualization page: On the visualization page, users can load data related

to the volume estimator from current or previous experiments of a specific UUID.

It is also possible to download images on a specific timestamp, allowing for manual

monitoring of reservoir tubes.
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State Description
SHUTDOWN The device has been turned off gracefully and won’t re-

spond until it’s turned back on.
IDLE The device is not assigned to any experiments and not

doing anything at the moment, and is missing physical
prerequisites (i.e., a reagent or piece of hardware) to be
able to perform its job.

PRIMED The device is not assigned to any experiments and not
doing anything at the moment, but it has all the physical
prerequisites to perform its job.

READY The device is assigned to an experiment and is ready to
execute a command.

WAITING The device has received a command to PAUSE and is
waiting until a given time to resume performing jobs.

EXEC The device is actively executing a job command.

Table D.1: Device states. The device-class is structured as a finite-state ma-
chine, with a defined set of states (SHUTDOWN, IDLE, PRIMED, READY,
PAUSED, EXEC) that describe its status. The finite-state machine reads a set of
inputs and changes to a different state based on those inputs. The inputs can be
user physical interactions (i.e., button press, linkage of consumables, etc.), MQTT
messages containing job requests, or scheduled events.
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Command Description
START* Initiates an experiment process on a specified device. The device

must not be engaged in another experiment and should be in a
PRIMED state. If successful, the device acknowledges the request
and changes its state to READY.

END† Ends an ongoing experiment on a device or all devices associated
with an experiment UUID. The device(s) will drop current tasks
and reset to the IDLE state.

STATUS† Retrieves the current status, state, associated experiment UUID,
teammates, and job schedule. Works in any device state.

PAUSE† Temporarily halts the device’s ability to start working on new
commands for a specified duration. If the device is already paused
or not part of an experiment, it will return an error. Otherwise,
the device will successfully change its state to WAITING.

RESUME† Requests the device to continue execution after a pause. Only the
device that initiated the pause can send a resume command. The
PAUSED device will successfully change its state to WAITING.

SCHEDULE† Adds, clears, or retrieves scheduled tasks for the device. The
device will execute the specified task payload at the specified time
every X hours or minutes (unless it’s WAITING, then it will do
backlogged tasks at the easiest convenience). Works in any state.

STOP† Requests the cancellation of a running task. If there is no task
running, an error message is returned.

PING† Requests the device to respond with a ping message. This is used
to check if the device is online and listening to a given topic.
Works in any state.

SLACK‡ Posts a message to Slack. The message can contain text and/or
an image.

Table D.2: Generic commands. The parent device-class responds to a generic
set of commands. Commands are sent on hierarchical MQTT topics that allow
widening and narrowing of scope. We used each experiment’s Universal Unique
Identifier (UUID) and each device’s name as part of the topic. If a device is not
part of an experiment, the default UUID is NONE.
* Use MQTT topic: NONE/device because no experiment assigned yet
† Use MQTT topic: UUID/device or just UUID to address all
‡ Use MQTT topic: TOSLACK
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Command Device Description
RECORD HD-MEA Performs an electrophysiology recording for

a defined period of time.
PICTURE Camera(s) Takes a picture from the camera.
FEED Pump Performs a cycle of aspirating spent and dis-

pensing fresh media of the pre-configured vol-
ume.

ASPIRATE Pump Aspirates a specified volume of liquid (mL)
from the culture chamber.

DISPENSE Pump Dispenses a specified volume of liquid (mL)
to the culture chamber.

PULL Pump A rapid, full-syringe aspiration to assist
pulling media through high resistance or
clogs.

SPIKESORT Spike sorting Spike sorts a specified dataset stored in S3
using the analysis pipeline.

ESTIMATE Estimator Estimates the amount (mL) of media in a col-
lection reservoir by applying computer vision
analysis to a specified image of the collection
reservoir stored in S3.

Table D.3: Application-specific commands. The child device-classes ex-
tend the top level device-class, respond to all genetic commands as well as their
instrument-specific commands. New commands can be easily defined and imple-
mented for a specific experimental application by extending device-class child.
For all commands above, use MQTT topic: UUID/device name.
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Slice ID Trans-
duction
%

≥ 25%
FR
Decrease

≥ 50%
FR
Decrease

≥ 75%
FR
Decrease

≥ 90%
FR
Decrease

3C 45 83% 81% 70% 65%
5C 36 96% 93% 86% 72%
7D 12 82% 66% 49% 36%
8D 19 100% 100% 100% 100%
9E 24 56% 51% 44% 40%
10F 54 39% 23% 13% 8%
11G 22 47% 39% 28% 15%
12G 10 46% 46% 44% 40%

Table E.2: Transduction %: Percent of NeuN-expressing neurons co-expressing
HcKCR1-eYFP in immunohistochemistry where transduction rates are calculated
in areas approximating the area of slice over the recording array. %FR decrease
where each column represents the % of recorded neurons whose firing rate was
reduced by greater-than or equal-to 25, 50, 75, and 90% compared to the 10s
mean firing rate before Light-ON conditions shown in Figure 6.3, E.1, E.2, E.3.
The value in each column is the percentage of recorded units with a % decrease
by greater-than or equal-to the threshold designated by the column header. FR
= firing rate.

Cluster odds ratio CI lower CI upper p.adjusted
Cluster 1 0.164 0.113 0.236 1.851e-21
Cluster 2 0.005 0.001 0.021 7.376e-13
Cluster 3 0.085 0.057 0.127 3.005e-33
Cluster 4 0.431 0.296 0.629 1.863e-05
Cluster 5* 10.235 5.810 18.030 2.658e-15
Cluster 6* 8.294 4.386 15.685 1.238e-10
Cluster 7 1.129 0.773 1.651 0.53
Cluster 8* 8.395 4.614 15.273 5.951e-12
Cluster 9* 2.317 1.537 3.493 7.781e-05
Cluster 10* 2.327 1.471 3.682 3.634e-04
Cluster 11 0.028 0.014 0.055 3.893e-23
Cluster 12 0.736 0.516 1.050 0.099

Table E.3: Cluster association with GCL of the dentate gyrus. *Positive
associations with GCL localization
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Figure E.1: Optogenetic inhibition in physiologic and bicuculline me-
dia. (a) Hippocampal slice 3C expressing HcKCR1, illuminated with 10s of
continuous 530nm LED light. On the y-axis are 5 trials (t1 – t5) of continuous
10s illumination, stacked to line up the phase immediately preceding illumina-
tion (pre), during illumination (light-ON) in green, and the 10s following the end
of illumination (OFF). The average firing rate of all units overlaid (red) demon-
strates the drop in firing rate during illumination. (b) Average firing rate (Hz)
of all recorded units in slice 3C during the 10 seconds prior to illumination (Pre),
during illumination (light-ON), and following illumination (OFF). The unit firing
rates from the 10s periods were significantly different between of Pre vs light-ON
(P= 3.682866e-49), light-ON vs OFF (P= 1.996102e-19) and pre vs light-OFF
(P= 4.833599e-12) in this slice (Wilcoxon signed-rank test and P-values adjusted
by Bonferroni correction). (c) Average spike amplitude (µV) of all recorded units
in slice 3C showing no significant difference among the 3 conditions. (d-f) Same
parameters as shown in a-c, are shown for slice 5C, recorded with bicuculline.
(g-i) same parameters for slice 7D and (j-l) for slice 8D.
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Figure E.2: Optogenetic inhibition in media without magnesium. Same
parameters as described for Figure E.1, for 4 slices recorded under 0-mg conditions.
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Figure E.3: Optogenetic inhibition in media without magnesium with
kainic acid. Same parameters as described for Figure E.1 and E.2, for 4 slices
recorded under 0-mg+KA conditions.
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Figure E.4: Optogenetic intensity sweep. Unit activity with firing rate
overlaid during the activity sweep for 3 separate slices. (a & b) Intensity sweep
of 2 slices (a = slice 3C, b = slice 5C) recorded in physiologic media. (c) Intensity
sweep of a slice (c = slice 10F) recorded in 0-mg media.
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Jgamadze, James Lim, Kathryn L. Wofford, Kevin D. Browne, and H. Isaac
Chen. Bundled Three-Dimensional Human Axon Tracts Derived from Brain
Organoids. iScience, 21:57–67, November 2019.

[43] Karl Deisseroth. Optogenetics. Nature Methods, 8(1):26–29, January 2011.
Number: 1 Publisher: Nature Publishing Group.

[44] THOMAS B. DeMARSE, DANIEL A. WAGENAAR, AXELW. BLAU, and
STEVE M. POTTER. The Neurally Controlled Animat: Biological Brains
Acting with Simulated Bodies. Autonomous robots, 11(3):305–310, 2001.

[45] Jiyeon K. Denninger, Xi Chen, Altan M. Turkoglu, Patricia Sarchet,
Abby R. Volk, Joshua D. Rieskamp, Pearlly Yan, and Elizabeth D. Kirby.
Defining the adult hippocampal neural stem cell secretome: In vivo versus
in vitro transcriptomic differences and their correlation to secreted protein
levels. Brain Research, 1735:146717, May 2020.

[46] Benjamin E. Deverman, Piers L. Pravdo, Bryan P. Simpson, Sripriya Ravin-
dra Kumar, Ken Y. Chan, Abhik Banerjee, Wei-Li Wu, Bin Yang, Nina
Huber, Sergiu P. Pasca, and Viviana Gradinaru. Cre-dependent selection
yields AAV variants for widespread gene transfer to the adult brain. Nature
Biotechnology, 34(2):204–209, February 2016. Publisher: Nature Publishing
Group.

210



[47] Ashesh K Dhawale, Rajesh Poddar, Steffen BE Wolff, Valentin A Normand,
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István Harmati, István Ulbert, and Gergely Márton. Spike detection and
sorting with deep learning. Journal of Neural Engineering, 17(1):016038,
January 2020. Publisher: IOP Publishing.

[202] Pintu Kumar Sadhu, Venkata P. Yanambaka, and Ahmed Abdelgawad. In-
ternet of Things: Security and Solutions Survey. Sensors, 22(19):7433, Jan-
uary 2022. Number: 19 Publisher: Multidisciplinary Digital Publishing
Institute.

[203] Farahnaz Sadoughi, Ali Behmanesh, and Nasrin Sayfouri. Internet of things
in medicine: A systematic mapping study. Journal of Biomedical Informat-
ics, 103:103383, March 2020.

[204] Hideya Sakaguchi, Yuki Ozaki, Tomoka Ashida, Takayoshi Matsubara, Nao-
taka Oishi, Shunsuke Kihara, and Jun Takahashi. Self-Organized Syn-
chronous Calcium Transients in a Cultured Human Neural Network Derived
from Cerebral Organoids. Stem Cell Reports, 13(3):458–473, June 2019.

[205] Joshua I. Sanders and Adam Kepecs. A low-cost programmable pulse gen-
erator for physiology and behavior. Frontiers in Neuroengineering, 7, 2014.
Publisher: Frontiers.

[206] Galina Schmunk, Chang N. Kim, Sarah S. Soliman, Matthew G. Keefe,
Derek Bogdanoff, Dario Tejera, Ryan S. Ziffra, David Shin, Denise E. Allen,
Bryant B. Chhun, Christopher S. McGinnis, Ethan A. Winkler, Adib A.
Abla, Edward F. Chang, Zev J. Gartner, Shalin B. Mehta, Xianhua Piao,
Keith B. Hengen, and Tomasz J. Nowakowski. Human microglia upregulate
cytokine signatures and accelerate maturation of neural networks. bioRxiv,
page 2020.03.24.006874, March 2020. Publisher: Cold Spring Harbor Labo-
ratory Section: New Results.

[207] Jörg Scholvin, Justin P. Kinney, Jacob G. Bernstein, Caroline Moore-
Kochlacs, Nancy Kopell, Clifton G. Fonstad, and Edward S. Boyden. Close-
Packed Silicon Microelectrodes for Scalable Spatially Oversampled Neural
Recording. IEEE Transactions on Biomedical Engineering, 63(1):120–130,
January 2016.
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