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ABSTRACT OF THE THESIS

Field Parameterization and Evaluation of 2-D, eiitement Modeling

of the Merced River-San Joaquin River Confluence

by
Henry Pai

Master of Science in Environmental Systems
University of California, Merced, 2010

Professor Thomas C. Harmon, Chair

River confluences present a challenging environrf@miboth data collection and hydrodynamics
and advection-dispersion modeling. The Merced R8a&n Joaquin River provides a site with
distinct water salinity signatures where advectiispersion modeling can be readily tested. This
work describes the application of a robotic delveystem for water velocity and specific
conductivity measurements whose infrastructureiiiciently agile to enable analysis of several
cross-sections along the confluence within a weektlstudy. The volumetric water flow
estimates from the cross-sectional water velog#id fwere comparable (within 10%) to those
recorded at a nearby gaging station. With therrbed elevation and water surface elevation
determined by echo-sounding and surveying, a 2iitef element hydrodynamic model is
parameterized with additional fitting parametersluding bed roughness coefficients and eddy
viscosities. Various parameter adjustment scesasiere undertaken to calibrate the RMA2
hydrodynamic model, and the resulting steady vetofield was then used as input for the
advection dispersion model RMA4. The best resnliRMA2 were automatically assigning the
roughness coefficient by depth and a single, ipatreddy viscosity value of 35 Pa-s for the
entire model domain. This approach resulting irm@erage absolute percent difference (AAPD)
between the modeled and observed lateral velocufile for the furthest downstream cross-
section of 31.87%, a -2.47% difference betweenetamtiand observed water surface elevation,
and a best qualitative shape-fit agreement betweermmodeled and observed lateral velocity
profile. These results could be improved by quickevation data collection methods that are

more closely synchronized with the times of theoegy/flow data collection. The estimated

Xii



eddy viscosity value is close to the theoretichlle#d34.69 Pa-s) estimated given the downstream
cross-sectional dimensions and flow conditions.r #® advection-dispersion modeling, the
longitudinal dispersion coefficient of 0.1%s and lateral dispersion coefficient of 0.0%/sn
assigned to the entire model domain generateddbefiy, resulting in a 7.78% AAPD between
the modeled and observed lateral concentrationnifgal profile for the furthest downstream
cross-section, and a best qualitative fit shapediteement between the modeled and observed
lateral concentration profile. These fitted valaee within the range of theoretically estimated
longitudinal (0.06 to 0.13 ffs) and are similar lateral dispersion coefficie@914 to 0.015
m’/s) based on the upstream San Joaquin River ceatisisal dimensions and flow conditions.
This work demonstrates that high-resolution dathection coupled with appropriate model
settings can provide reasonable 2-D hydrodynamid advection-dispersion simulations in
complex river environments, such as confluence zofidne models developed here are useful for

informing reservoir operation and water quality mgement decisions in the SJR basin.
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1 Introduction

River confluences are regions of complex flow aodstituent mixing, often difficult to
characterize and parameterize. Though two-dimeaki(?-D), finite-element models do not
describe secondary flows known to occur at conflesnthe parameterization and computational
requirements for the 2-D hydrodynamic models agaificantly easier to satisfy. Still, previous
2-D confluence model studies are sparse, and theileation of this work provides detailed
application and analysis for 2-D hydrodynamic medahd an additional advection-dispersion
modeling component to also verify the accuracy itted model parameters. Additional
contributions involve capturing the velocity andirsity concentration cross-sectional profiles in
this complex system using a robotic delivery systknown as the Rapidly Deployable
Networked Infomechanical System (NIMSRD), and dwadling methods to define appropriate
model inputs from the river bed topography and ei&yaand concentration field data.

Chapter 2 of the thesis provides a synopsis ofidte site stretching along the Merced
River-San Joaquin River confluence and field dafection methods. The subsequent chapter
(Ch. 3) discusses data analysis aimed at charaaggthe confluence. Integrated flow estimates
from the field data are compared with a local gggtation near a transect downstream of the
confluence for validation. Chapter 4 discusse22tik finite-element modeling approach used to
simulate the both the hydrodynamics can advectispedsion. The chapter includes a discussion
of the development and general motivation for rinerdeling, and concludes with a discussion
covering previous confluence modeling studies. pBdrab and 6 describe the key 2-D, finite-
element hydrodynamic and advection-dispersion magellts. Several case scenarios for fitting
parameters and situations described in previouselmgdstudies are analyzed. The compiled
results provide recommendations for future datdecttbn methods and appropriate estimation

and fitting methods for modeling studies at rivenftuences.



2 Fidd Siteand Methods

21 Field Site

From1991 through 2004, the San Joaquin-Tulare basgere included as study sites of
the National Water-Quality Assessment (NAWQA) paogr Studies of the water usage in the
region tally agricultural use at over 90 percentrelas urban use remains below 10 pergHnt
[2]. Such heavy agricultural land use of water arehtal discharge of irrigation return flows to
the water supply caused known increases in corat@nis of pesticides and nutrients that can
have adverse effects on aquatic and sediment @manas well as drinking water suppl[dg,

[3].

In this work, the area of interest is the tributdgrced River confluence with the San
Joaquin River (SJR). The Merced River forms itsi®ub-basin which is located on the east part
of the SJR Basif4]. The river bed sediments near the site locatierevelassified as medium-
to-coarse sand and silty clay layers in the shakowsurfacd5]. By the lower parts of the
Merced River, near our study site, agriculturadlarsage is roughly 55-56 percg4i, [5], and
agricultural inputs and accumulation from upstreamexpected. The SJR, in addition to normal
agricultural diversions and inputs, intakes sigmifit amounts of salts from the west part of the
SJR Basin just upstream of the study site fronMiod and Salt Slough. In particular, half of the
nitrate load on the SJR at this point is due ted¢rgoughs as recent as a 1992-1995 USGS study
[1]. Figure 2.1 shows a regional map including sleughs and a waterway flow diagram with
abbreviated names of USGS and California DepartnoéntVater Resources (DWR) gaging
stations. As can be seen in Figure 2.2, the titybfdom the SJR is greater than that of the
Merced River. Ultimately, these differences aslwslindividual constituents and temperatures

serve as tracers in distinguishing one river fremther, and mixing between the two.
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Figure 2.1: Regional map with flow diagram and &biated gauging station names are in light green
circles gourtesy of Jason Fisher

From August ¥ to August 12 in 2007, extensive cross-sectional measurements
characterizing water quality and flow were takerevehthe SJR meets the Merced River, the zone
referred to henceforth as the: SJIR-Merced confleieriour cross-sectional data sets are used in
this work: (1) transect T1 was located next toWI&GS monitoring station at Newman, denoted
as NEW and roughly 290 m downstream of the conflegestimated by Google Eaf]; (2)

T2 was located roughly 115 m upstream of the cenite on the Merced River; (3) T3 was
located roughly 85 m upstream of the confluencehenSJR, and T4 is located roughly 45 m



downstream of the river confluence point. Figur2 Relow shows a satellite image generated
from Google Maps to delineate transect locatiortsdirection of flow. T2 and T3 served as the
upstream boundaries of the model domain, while rtexl as the downstream boundary. Data
collection was more intensive at T4 as it residedn intermediately mixed zone with respect to

the Merced and San Joaquin Rivers’ salinity anérotvater quality parameters.

Figure 2.2: Zoomed in figure showing transect lms®t and denoting flow of the SJR and Merced River
from Google Maps. Note that the satellite imags wat taken at the same time of the study.
Therefore, water levels will be different.

2.2 M ethods Overview

Studies at the SJR-Merced confluence occurred teesummers of 2006 and 2007 and
focused on:
1. Robustness of cable-based robotic sensor-deliwetgism known as Rapidly Deployable
Networked Infomechanical System, NIMSRE], [8]



2. Adaptive sampling and path-planning techniques &ximize efficiency data collection

[9]

3. Analysis of downstream length of the mixing layengrated by the confluenf@, and

4. Evaluating mass balance between upstream and deanstneasurements
This work further examines data collected during 2007 study using two different two-
dimensional (2-D), depth-averaged flow and transpoodels for to simulate the confluence
region. This chapter provides a brief summary hef bverall method, each method for data
collection, and probable sources of error from¢hmgthods.

As mentioned in previously, four transects wergatticular interest for this work. The
two transects upstream, T2 and T3, serve as the flgov boundary conditions. The downstream
transect, T1, serves as a validation boundaryhfemtodel, since this transect is proximate to a
USGS flow gauging station- (Newman Station). Arfouransect (T4) was located just upstream
of the bridge. The stage at T4, however, was doite leading to higher probabilities of error in
water velocity measurements. In total, 20 crossiGeal data sets were collected for T1, 2 for
T2, 3for T3, and 3 for T4.

Two NIMSRD systems were deployed simultaneously mimimize time between
measurements and maximize the likelihood that cstatity was maintained within the
confluence during the deployment. The limitingtéacin this approach was that only one
acoustic Doppler velocimeter (ADV) was available ¥elocity measurements. Thus, once a data
set was collected at one transect, the ADV hacteemoved and transported to another transect,
a process requiring at least one hour. To medherthird transect, one NIMSRD system had to
be transported and partially reassembled, requatrigast two hours. Water quality parameters
measured by two multiparameter probes, (Hach Hatr@IS5), were used to make simultaneous
measurements across two transects.

After the deployment of NIMSRD systems and asdediaensors, the topology of the
river bed and surrounding floodplain were measusddg surveying equipment from Leica and a
kayak delivering a echo-sounding (sonar) deviceplaal with a GPS localization system
(MIDAS Surveyor, Valeport Ltd., UK). The geometfiite created by the MIDAS system is

eventually fed into the flow models.



23 NIMSRD

The Rapidly Deployable Networked Infomechanical t8ys (NIMSRD) provides
reproducible localization of point-measurement senslong a cable infrastructure. Typically,
both anchoring towers (Figure 2.3) are georefemramed the NIMSRD then localizes itself
within that frame of reference. For this experimpenhandheld GPS device was used (Thales
MobileMapper, Magellan Navigation, Inc., Santa @|aCA). Figure 2.3 shows schematics and a
photograph of the NIMSRD at T3.

(a) Tower (Left) —

Water's edge

Static cable

Flow direction sl

Shuttle—/

~~—— Tower (Right)

Static cable
[ shuttle

Tower

(b)

To anchor

point

o Water surface
Horizontal =
cable Vertical
cable “~~__Sensor
. payload

Figure 2.3: (a) Schematic bird's eye view shows MMBISRD system perpendicular to river flow with
labels; (b) Downstream, cross-section viediaframs by Jason Fishr(c) Photograph of
physical setup at T3 on the San Joaquin River.

The NIMSRD system requires several steps to inatadl major ones are listed below to
aid in visualizing where errors associated withalaation by the system are most prominent.
1. Anchor system. Once the transect section location is sele@adhors for a high-load
static cable are sturdy trees, and ladders are tasprbvide control points on the static
cable height on opposite sides of the transect(Eig.3b).



2. Mount and connect shuttle motor box. The motor box assembly is shown in the open
(90°) case in Figure 2.3c, and shuttle on thecstatble in all three images in Figure 2.3.
The motor box consists of two servomotors (Parkedeh SM233, Rohnet Park, CA) and
stays on-shore on the ladder on the operators’cfidee river. Each motor has a small
wheel attached to the axle. The shuttle providigaclament points for horizontal
movements and pivot points for vertical movement.

3. Attach horizontal and vertical cables. The end points of the horizontal cable attach to
the shuttle. This cable loops around a motor wiveekch is modified with coarse
sandpaper to improve cable traction. On the oppasiore, the horizontal cable loops
through a pulley attached to a compressed sprisugetmables cable tension adjustments.
The vertical cable is spooled on the second motioeel and anchored on the shore
opposite of the motor box.

4. Attach sensor payload to the vertical cable. The sensor payload includes a metal
bracket providing attachment points for varioussees and the sensors.

5. Attach tensioned calibration cable. The calibration cable spans the system and
facilitates calibrating the shuttle location horitally with marked increments which is
assumed to be parallel with the water surface.

6. Connect system power and communications. If power is required (e.g. externally
powered sensors), then the system requires a fesiadirect power cable. Data can be
seen in real-time also through a separate datae.calblpically a laptop controls the
NIMSRD system through a rewired RS232/serial istezf Power for the servomotors is
provided by car batteries.

Although NIMSRD is designed to support precise \a@glf of the sensor payload to
locations in the transect (x, z), localization esrare unavoidable. The key errors introduced in
the setup are related to cable sag, horizontalée¢rtalibration error, and horizontal/vertical
sensor localization error caused by river currentsspite of these factors, the system results in
highly reproducible localization under stationalgwf conditions, as verified by repetitive raster
cross-sectional scans [7].

Cable sag occurs due to the weight of the sersgopad and static cable. Thus, actual
motor-driven movements are along a sagged pathnah@ path parallel to the water surface,
which is our local reference of study. To accdentthe sag, the NIMSRD calibration program

calls a parabolic solver to relate axle rotationthixed points along the water surface. The



calibration process involves moving the shuttle aadsor payload to a marked location on the
calibration cable and visually confirming by a viEvoften in the river. Visual confirmations are

subject in nature, and can result in errors of 2 eam. For instance, if the viewer confirms the
position at an angle, the horizontal position kelly inaccurate. Vertical confirmations are more
consistent because a fixed point on the sensoropdyls chosen, however, water surface
fluctuations can lead to vertical calibration estor

After calibration, raster scans are performed pitbdetermined locations, typically in a
grid pattern. Despite calibration, local positicer® subject to environmental errors primarily
from water flow. For instance, as water currentsease, the sensor payload sways farther from
the commanded position leading to inaccurate lpabn in both horizontal and vertical planes.
Though currents were not particularly strong during study, sway was observed in T3. While
significant, these errors were typically systematicnature under reasonable stationary flow
conditions.

Additional errors are systematic. For examplepiavious experiments involving the
NIMSRD system, slippage occurred between the hot&@aable and the sandpaper mentioned in
step 3. The experiments conducted at the confludittnot experience much slipping. Also, the
system assumes the vertical spool diameter is @onsthen it actually changes when wrapping
and releasing. This is an ongoing issue that iisgbaddressed in the NIMSRD driver software,

but not remedied in time for the studies reportedhere.
24  Acoustic Doppler Velocimetry

Measurements of water flow velocity were made vaithacoustic Doppler velocimeter
(Sontek Argonaut model, San Diego, CA). In labamatomparisons, the ADV agreed well with
a laser Doppler velocimeter, LDV, (mean velocitieshin 1%), [10]. Also, the portability,
ruggedness, ability for 3-D velocity measuremeats] sensitivity to low flow conditiongl1]
make the ADV an ideal candidate for complex floginges such as the confluerde].

The ADV probe consists of a single transmitter dincke receivers whose arms are
separated at 120 degrees around the transmittertipmdare oriented 30 degrees from the
transmitter arm axis or z axis shown in Figure 2.4 schematic of the probe with labels is

shown below in Figure 2.4a.
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Figure 2.4: (a) Diagram of acoustic probe and eelaixes along with a plan view relating axes with

magnetic axes [6], [13]; (b) diagram of internahsar board measuring pitch, roll, and
magnetic direction [13].

The acoustic transmitter emits pulses at 10 MHzafepecified duration. Energy from
the pulsed waves will backscatter off particulateshe flowing water and is then measured by
the receivers for a sample volume extending ab@uwmM from the transmitter, as seen in Figure
2.4a. The actual sample volume is determined leyttansmit beam pattern, receive beam
pattern, length of the acoustic pulses, and the @ifiotted for the return signal to render a water
velocity measuremeifif1l]. Because of these factors, the location of thept&volume depends

on the initial calibration of the equipment donethg manufacturer and can vary from £0.5 cm



between different ADV probes. The sample volumapshis also simplified to represent a
cylinder of diameter 0.6 cm and height 0.9 cm, wltae volume edge accuracy is £0.05 cm.

The ADV relates Doppler shift of the backscatteresponse to water velocities using a
pulse-coherent processing technique. The technigeasures the phase difference between
successive pulses, where the time between puléste e different maximum velocities and
respective velocity ranges. During the experimehte ADV was operated in auto-range
including all allowed velocity ranges from 0-600/sncorresponding to pulse-to-pulse time lags
on the scale of millisecond&0], [13].

Inside the ADV housing, an internal compass anldpitdh sensors shown in Figure 2.4b
separate water velocity components in terms of m@égmirections, given in northing, easting,
and up vectors. Procedures from the USGS calldars to be perpendicular to cross-section of
the study requiring velocity component analyji].

The ADV accounts for water temperature and saliaffiecting the speed of sound in
water, which is needed in the Doppler relationdmpute water velocity. A temperature sensor
near the acoustic transmitter accounts for watempégature fluctuations. For salinity, a
background measurement is set in the software éyser. At the confluence, the rivers have
differing salinities across the cross-section, ssiteting post-processifd1]. Sontek provides
an approximate rule of thumb that a 1 percent as®man water sound speed corresponds to 12
ppt increase in salinity for ranges of 0 to 35 pptdditional empirical relations are available
[15], [16].

During the confluence experiment, the ADV settingsre chosen to maximize data
available to post-process, although data intedsitglso lowered by this approach. The data-
averaging interval was set to the lower limit oé timstrument (3 s), where the logger registers
computed water velocities at a rate of 10 Hz. Tdw averaging interval is subject to 1%
accuracy errof11]. Also, the low averaging interval prevented thB\Afrom detecting and
filtering boundary interference. Sontek recommetigg data within 20 cm from the acoustic
transmitter can be influenced from boundary interiee with averaging intervals less than 10

sec, and that 30 cm from the transmitter is safim fooundary interferendé 1].
2.5  Georeference

The Thales MobileMapper GPS marked locations ifad points allowing a local plane

of reference to be determined as well as tying data a global scale. Also, the device marked
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the water’'s edge on August 2007 and will be used as a comparison for watdase elevation
(WSE) versus USGS gaging station at Newman.

The GPS device uses up to 12 satellites to lotggesition and maximizing accuracy to
2-3 m without post-processing. The software paekdgobileMapper Office, enables post-
processing to an accuracy of up to 0.7 m. The g&odstandard used by default by the system
was WGS84[17].

26  Surveying

From any two fixed points, the total station (LeBailder R100M, Leica Geosystems,
St. Gallen, CH) builds a reference line. Distanaed elevations are saved and reconstructed
from the reference line. After the initial deplogmt using NIMS-RD device, surveying
commenced for several days to map the shallow betiom and the nearby floodplain. Several
fixed points were generated as reference planeantmvisible along stretches due to changing
elevations, vegetation, and limitations in distance
The R100M transmits and receives a red laser tleatsares distance to objects that can
reflect the laser. Leica provides a flat prismhniigflective tape raised on a rod to reflect the
laser. The general operation of the R100M invalves
1. Leveling the R100M base unit by adjusting the wipeg lengths
2. Shooting (acquiring distance) fixed points and engein their Northing, Easting, and
elevation, and
3. Shooting visible points
After the second step in the operation, feedbaduialkhe accuracy of the reference line is
generated and reference lines that were inaccimatever 0.1 m were not used. The given
manufacturer reported distance standard deviatorihie reflective tape is 3 mm + 2 parts per
million (ppm) with a suggested range of up to 150 External influences possibly affecting

measurements involve objects within the beam path s tree branches and leaves and heat
shimmer{18].

2.7  Sonar Bathymetry

For deeper stretches of the river where surveyiag mot practical, a MIDAS Surveyor
GPS Echosounder (Valeport Ltd.) mapped riverbeddogphy. The echosounder was mounted

to a wooden frame attached to the center of a kayéle kayak trolled or paddled back and forth
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over the deeper channels. The device includes thrgjor pieces: a data logger and power
supply (integrated into the MIDAS Surveyor), a Taonel GPS receiver, and a high frequency
transducer (the echosounder). Data are post-medessing SurveylLog software also from
Valeport Ltd.

The GPS computes the antenna location by an onbBpate Based Augmentation
System (SBAS) differential correction the signdlhe ability to perform the correction depends
on the coverage with geostationary satellites commmoNorth America. The manufacturer
reports an accuracy of £2 m with this correctiod a4 m without. The default projection for the
GPS module is WGS84.

The echosounder transducer emits an acoustic atl€d0 kHz and the data logger
records data at a rate of 6 Hz. The manufactiweommends an operational range of the
transducer of 0.3-100m with an accuracy of +0.1rmt@02%, whichever is greater. Additional
errors can be of depth measurements may be assbonmath the velocity of sound in the
freshwater system, recommended as 1470 m/s, (1Elfbnseawater)19], [20].

The system needs horizontal and vertical correchetween the GPS antenna and
echosounder transducer and this was accountedifimgdpost-processing. Additional error from
tides and heaves from the kayak but were not cersidimportant due to low flow conditions

and the need for additional tide height and heavsa's.
2.8  Specific Conductivity

The Hydrolab DS5 (Hach Environmental, Loveland, C@)lti-parameter sonde
measures several parameters including: tempergihirespecific conductance (SC), depth up to
25m, chlorophyll, rhodamine, and dissolved oxyge®). For this study in particular, there was
a prominent disparity between the two SC concantranputs from the San Joaquin and Merced
Rivers. Thus, SC and the 2-D velocity field becatine focus for studying mixing effects
downstream of the confluence. Also, SC is ofteeduss a natural tracer albeit not exclusively
due to spatio-temporal changes in lateral inflons apstream boundary conditioffl], both of
which were not resolved, unfortunately.

The SC sensor is composed four graphite platesgaat conductors of a cell with known
dimensions measuring the resistivity or, inversehe conductivity of the medium passing

through cell[22], [23]. The manufacturer operational quoted range D00 mS/cm with an
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accuracy of +1% of the reading or +0.001 mS/cm,chveier is greate24]. Sensor firmware

corrects for local water temperature reports SQasht 25° C.
2.9 Summary

The instruments used in this study aim to resdietivo critical parameters necessary
for a 2-D hydrodynamic model: river bed and bangography and flow boundary conditions.
Topography required the use of survey equipmentsehboitial reference is determined by the
handheld GPS device and sonar bathymetry to mags a@mpractical for surveying. Flow
boundary conditions required the use of multipleasugements from the ADV moved by the
NIMSRD system to accurately quantify the flow asrdbe cross-section. The handheld GPS
device also helped map the WSE to compare versuBlBW gaging station. To study mixing
length downstream of the confluence, the HydrolaB5Dmeasured SC to provide semi-
guantitative estimates assuming subsurface gaohfoares are negligible and upstream flows are
steady. Table 2.1 summarizes equipment, equipmemioses, operational ranges, errors, and

feasibility to this work.
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Table 2.1: Summary of instruments used to chariaeteiver bed geometry, flow conditions and specifi
conductance (SC).

Equipment Purpose Range Inherent accuracy Opeshtioror
NIMS-RD Local reference - - Subjective calibration
Actuation Flow displacing payload
Slipping

Non-constant vertical spool

diameter
Sontek ADV Fluid velocity 0-600 Spatial: 0.05 cm Salinity content
measurement cm/s
Flow velocity: 1% Instrument faults
Boundary interference
Magellan Fixed points on - Without post- -
MobileMapper WGS84 projection processing: 2-3 m
Pro . .
WSE With post-processing:
0.7m
Leica R100M  Shallow river bed Upto Standard deviation: 3  Reference line errors
topography 150m  mm+2ppm
Floodplain Reflective objects in beam
topography path
Heat shimmer
Approximate level of rod
with reflective tape
Midas Deep river bed 0.3-100 Spatial without SBAS Inaccurate correction
Surveyor GPS topography m correction: 4 m between GPS receiver and
Echosounder echosounder transducer

Spatial with SBAS
correction: 2 m

Depth: greater of 0.1 m
or 0.02%

Hydrolab DS5  Mixing length with 0-100 Greater of 1% or 0.001 Unaccounted inputs from
SC as proxy mS/cm  mS/cm subsurface flow and
unsteady upstream inflow
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3 Field Dataand Analysis

3.1 Overview

The data collected from the various sensors discugseviously supplied layers of
information for geometry, flow boundary conditionand water surface elevations needed
parameterize and to initialize river models acalyat Figure 3.1 is a flow diagram showing
major data analysis steps to obtain model boundanglitions. First, this chapter presents the
merging of raw geometry data. Challenges involgsolving the accuracy of Easting and
Northing coordinates between the echosounder GRSsarveying equipment and the depths
(assuming a static river bed) for differing measugat times. Merely combining the data leads
to sharp local elevation discontinuities in elesafiwhich can lead to model instabilities. To
remedy this, a multilevel B-spline approximatiorcherique was used to smooth the combined
data. Once the model geometry is defined, the fhowndary conditions need to be estimated
correctly. For accurate flow estimates, the auteshanotion and velocity and salinity data need
to be localized. Due to interference from the ribed and need for direction correction, the
ADV data needed post-processing prior to its apgibn to flow calculations, as will be
discussed. After data correction and post-prongsshe point velocity data are integrated to
estimate flow using the mid-section method and cmen with a US Geological Survey (USGS)

gauging station for accuracy.

Velocity = Malglet:lc =t Lor_@ru .dmal =1 Filter
declination velocity
Water quality = Filter
h 4
NIMS position N As_vnchrcpous Flow a_ndl flux
data fusion calculations
Bathymetrv = Interpolate 5| Model blolunda.t}-'
conditions

Figure 3.1: Flow diagram showing major data analgseps.
3.2  Topography

Geometries of the river bed and floodplain aredsfty required for establishing a 2-

dimensional river model domain. The data are ctllely referred to as the digital elevation
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model (DEM) for the area of interest. The DEM dat#lected for the Merced River-San Joaquin
River confluence is shown in Figure 3.2. The sdiide lines represent data taken with the
handheld Magellan GPS unit to map the water eddebase flow conditions. The solid red line

represents the echosounder track showing deepgraiannels that could not be surveyed. The
rest of the individual points were collected usthg surveying equipment. The depths for the
echosounder and surveyed points are plotted by;dble handheld GPS elevation data was not

included because those data were found to be wfficient accuracy compared to the other data.
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Figure 3.2: The DEM showing observed elevation gidinth the echosounder (tracked in red) and Leica
surveying equipment. Additional information is addor reference such as transects (dashed
lines), bridge pillars (solid black lines), and éébfor physical features.

16



The Surface-water Modeling Systems (SMS 9.2) i@mroercial program providing a
GUI and computational mesh generator front-endcamdpiler for separate hydrodynamic model
codes. SMS also provides three interpolation nuth@inear, inverse distance, and natural
neighbor) for mapping the DEM to mesh elements.e Tihear interpolation method has been
reported to poorly represent the actual topogrdphgling to inaccurate model results [25]. To
account for the weak DEM interpolation, a codeezhlRSurvey in the R-programming language
was used to interpolate and generate a dense DEM as interpolation method known as
multilevel B-spline approximation [26], [27]. Thagorithm is described in detail by Lee et al
[28], and applies uniform cubic B-spline basis fimts as a weighting function around observed
elevations and interpolates the surrounding, unkngmd points, known as the control lattice, by
multiplying the weighting function with the obsedveelevations. Using the B-spline
approximation alone results in a tradeoff betwaefase smoothness and accuracy depending on
the density of the control lattice. To resolvesththe authors suggest a multilevel approach
involving hierarchiesh, of control lattices where the B-spline approxiimatis appliedh times.
The density of the grid increases with each higr@rtevel and the levels are blended together to
create a smoother shape. It is worth noting thit method is inefficient computationally in
accurately representing local features [29], [3B]gure 3.3 shows the interpolated DEM when
the interpolated points on a grid with a spacingDd& m and 11 hierarchal levels which is
assumed to be sufficiently dense to preserve feedlires and smooth data.

To evaluate the accuracy of the interpolated setfthe elevation difference is calculated
between every observed and interpolated point. rélly¢he agreement was reasonably close for
the majority of the domain (Figure 3.4). The figutesignates locations where the elevation
difference is greater than 0.25 m as green poiftss occurs often along the echosounder path
near the river edge. Differences are likely duesteep drop offs at the river edge where the
interpolation scheme is reducing accuracy in fagbrsmoothness or due to measurement
disagreements between the echosounder and surday&din which case the interpolation may
serve as a compromise between values. An exarhpteasurement disagreement can be seen at
transect 3 (T3), as shown in Figure 3.5. The Wigortion of the red line depicts accuracy
differences between the echosounder and surveyipgpment. The interpolated blue line
provides a noticeably smoother compromise for tlamsiect shape and was chosen to best

represent the bathymetric data.

17



Elevation{m)

4136750
|

4135700

4135650
I B I I

45600
L.

Northing ()

435550
I IR P P

4135500
|

4135440
[ B B |

T T T T T T T T T O T T T T T T T [ T T T [ T T T T T T T
BFQ150 G70200 B7O250 BTO200 B7O350 B70400 B70450 BTS00

Easting (m)

Figure 3.3: Interpolated DEM generated using RSush®wing smoothed surfaces.
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Figure 3.4: Map showing where the elevation diffee between the observed elevation value and closed
interpolated point differ by more than 0.25 m nethty the green dots. The red line
represents the echosounder path, blue line repeesies river boundary, and dashed lines
represent the NIMSRD transects.
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measurement devices (echosounder vs. surveyeumsn red within the dashed-ellipse.

3.3 Flow data

Volumetric flow data from transect 2 (T2) and tracis3 (T3) are required as input
upstream boundaries for the 2-dimensional hydroeiyoiamodels used. NIMS-RD provided
automated motion for ADV point measurements in @-ke fashion. The major steps to
calculate flow were to:

1. Combine NIMS-RD position with the water velocitydaguality parameters
2. Post-process ADV data
3. Calculate flow using the USGS midsection method, an
4. Validate flow methods and results with the localgjag station near transect 1 (T1).
Each step will be discussed further. R-code deerldo support these steps and applied in this

section is presented in Appendix A.

3.3.1 Asynchronous Data Fusion

Combining the position involved defining when thetor was stopped and the sensor

payload was dwelling in a desired location. Dvatdites were necessary to obtain reliable ADV
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point measurements. Timestamps of commands foll dwd move states were initiated by the
laptop but were subject to transmission lag. Tidhr refine dwell start and end times, the
NIMS-RD motors relayed encoder information backhe laptop. A detailed flow diagram and
pseudocode are shown in Figure 3.6 representingldwithm programmed in an R-script to
consistently define dwell times for all the rastens. (One raster run is defined as one cross-
sectional dataset).

Motor command file

-Time, 1, Determining refined start and end well time at i 'th visited point
-Position, P, -Rough start time = ¢,,(S; = dwell)
-State, S, (move/dwell) -Rough end time = ¢,,(5; = move)

ol For Pr. = (t.{5; = dwell) - 3) & 1, = (1, (S; = dwell) + 3))
Motor encoder file -Refined start time = £_{min distance between P,; & P,;)
Time, 1, -For Pz, = (£,:(5; = move) — 3) & 1, < (£,,(S; = move) + 3))
-Translated encoder position, P, -Refined end time = ¢_(min distance between P; & P.;)

Figure 3.6: Data from files shown on left enteraigorithm on right to define dwell start and endes.

Likewise, ADV and Hydrolab sensor data were timengied as the data were received
on the laptop. With dwell state start and end smell defined, data could then be separated
with slight buffers to account for sensor data srarssion lags to the laptop. For the Sontek
ADV, data were not sent to the laptop until therageng period (set to 3 seconds) for the
measurements was completed. Hence, an additiofi@r vas added to the dwell start time to

account for combining the ADV and positional data.
3.3.2 DataPreparation

The next major step is to prepare the velocity @latdlow calculations using the USGS
midsection method [31]. The longitudinal veloaictor, the vector perpendicular to the transect
or parallel with the direction of the river floweeded to be retrieved from individual point
velocity measurements, reported in three vectoostifimg, easting, and upwards) based on the
ADV’s built-in compass. First, corrections werephgd for the magnetic declination (magnetic
north to true north). The magnetic north was fotmbe 14.25 degrees east of true north for the
study area at the particular time based on NOAA&idhal Geophysical Data Center (NGDC)
[32]. Velocity vectors were adjusted using a liotatmatrix where the displacement is 14.25

degree counterclockwise rotation using the follaywxpression
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whered is the counter clockwise rotation of 14.25 degreesndvy are the velocities from the
ADV whose direction is dictated by magnetic eastmgl northing respectively, and andwy’
are the rotated velocities to account for trueiegsind northing respectively. Next, the velocity
is transformed so the northing component is rotévethe longitudinal direction of flow. For
transect 1, a clockwise rotation of 1.59 degreemadsle; for transect 2, a counterclockwise
rotation of 139.66 degrees; for transect 3, a aefdckwise rotation of 21.79 degrees. A similar
rotation expression as Equation (3.1) is appliedefich transect (clockwise rotation needed for
transect 1 uses a negative angle).

The final preparation step is to filter for opeoatl errors listed in the previous chapter.
One noticeable operational error is evident whencttmpass reads zeroes for heading, pitch, and
roll indicating circuit board failure, and thesealavere filtered out. The other filter was applied
to provide a safe buffer distance between the iipegt and ADV point velocity measurements.
As mentioned before, this distance was 30 cm tadalboundary effects, or 20 cm from the
sampling volume, for averaging periods less tharsdébnds. For this work, filters for 10, 20,
and 30 cm from the transmitter were analyzed. rei@u7 shows an example of filtering for the
buffer distance of 10 cm for the transects one, amal three. The plots of the point measurement
locations versus the boundaries show that: (1)ansect 1, the extra spacing on the left side of
the channel may indicate inaccurate measuremeiiigmssalong the stream width, and (2) in
transect 2, the bed movement between when theiselbeasurements and surveyed data were
taken was significant, causing greater sourcesrof & discharge calculations because the point
velocity measurements were taken before bed deptsunements were made. Ultimately, the
10 cm boundary was selected as a reasonabledileto deletion of several points seen for the
20 and 30 cm buffers.
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Figure 3.7: Showing river bed boundary for eachgeat (solid line), water surface elevation (dadhes),
filtered points for a buffer of 10 cm (red pointajd unfiltered points (blue points).

3.3.3 Calculating Flow

After the velocity data preparation, the midsectinathod was applied. This method
sums vertical rectangular subsections of flow tiowdate total flow,Q, through a cross section or

transect and expressed as
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Q= ave, (3.2)
wherea is the area of a vertical rectangle apdis the average velocity for the vertical profile.
Due to the grid measurements provided by the NINIS&hd ADV, several point velocity
measurements were available for most vertical wgiquofiles in each transect. The vertical
velocity profiles in this work were assumed to be shape of theoretical vertical velocity profiles
shown in Figure 3.8 and the vertical-velocity cumethod [31] was chosen to estimate average
velocity values for flow calculations.
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Figure 3.8: Velocity profile is for a typical vertil velocity profile whose average velocity is 4ftthown
to be at a depth 60% of the total depth (Plot tdkem pg. 133 in [31]).

This method was appropriate because the ADV meamms were not taken at specific
sampling depth ratios required by other methodsstebd, depth ratios were related to actual
ratios associated with point water velocities teameelocity for the theoretical vertical profiles
given in Table 3.1 [33].
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Table 3.1: Coefficients are for standard verticaleeity curve, ([31], pg. 133)

Ratio of observation depth to depthRatio of point velocity to mean

of water,Ry velocity in the verticalR,
0.05 1.160
0.10 1.160
0.20 1.149
0.30 1.130
0.40 1.108
0.50 1.067
0.60 1.020
0.70 0.953
0.80 0.871
0.90 0.746
0.95 0.648

With these coefficients, the average velocity foe tvertical profile can be calculated

using the following expression

v Ry
Vave = Zl ln = =) (3-3)

where n is the number of velocity measurements in theicadrtprofile, i is the particular
measurement at a locationjs the longitudinal velocity measurement foandR,; is the specific
ratio for that particular of point velocity to meaelocity chosen from the second column in
Table 3.1 as determined by the ratio of tlle measurement depth to depth of water for that
vertical profile.

Once the average velocities are calculated, thesentbn method can be applied. The
method calculates the flow through each vertichbsuationg, as follows

bjr1) = b(j-1
q; = vj [f h;

b, — b
qi. = 171[ z 2 1] hl’ (34)

b, — b+
P [nT(n)]h"

where:
1,2,3...n = subscript number denoting particular verticddsection,

Ui, O, Gs--- 01 = flow through particular vertical subsection,
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Vi, Vo, Va... V, = average longitudinal velocity calculated fromugtion (3.3) for the
particular subsection,

by, by, bs... b, = distance from an arbitrary initial point to thleservation vertical, and

hy, hy, hs... hy, = depth at the observation vertical.
The middle multiplicative term indicates a widthdais then multiplied by the depth for the area
of the cross section. Special cases are usedhéofintst and last vertical subsections in the
transect denoted by the last two expressions irafu (3.4) respectively. Otherwise, the first
expression is used for all other subsections. ti#dl subsection flows are then summed and the

expression becomes equivalent to Equation (3.8urEi3.9 visually describes Equation (3.4).
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Figure 3.9: Plot from pg. 81 in [31] to help expldhe method in calculating total flow found in EBtjons
(3.4). The dashed lines are the boundaries bettveenubsections and the bolded was used
an example in [31].
The final flow values were computed using the @&bdegscribed method in conjunction
with the interpolated bathymetry values and buffe(@0 cm) velocity measurements. The

resulting flow estimates are shown in the tablewel
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Table 3.2: Flow estimates based on integrated Al@®&surements from all four transects.

Date Transect Run E%T\,p(léﬁsg)
Aug 7 1 1 9.31
Aug 7 1 2 9.78
Aug 7 1 3 10.23
Aug 8 1 6 11.14
Aug 9 1 17 9.24
Aug 10 1 26 9.32
Aug 11 1 27 8.10
Aug 11 1 33 7.56
Aug 8 2 4 2.68
Aug 8 2 5 2.74
Aug 9 3 1 7.80
Aug 10 3 2 6.92
Aug 10 3 3 6.92
Aug 11 4 2 10.48
Aug 12 4 3 9.66
Aug 12 4 4 9.53

3.3.4 Validation

The measured and computed flows at transect 1 arpared to the USGS gauging
station near Newman, CA (NEW) which is close to kheation of (37.351° N, 120.976° W)
shown in Figure 3.2 as a red square. The stasionaintained by the USGS and the data are
available online at both the California Data ExamarCenter (CDEC) and the USGS Water
Resources site [34], [35]. Both CDEC and the USG#ide real-time data for the NEW station
at 15-minute intervals and the USGS also publigtely flows that have been corrected for
rating curve changes. Figure 3.10 below is a sewes plot comparing our measured and
computed flows with that of the NEW station. Th8GS real-time (RT) data appears to apply a
simple shift to the CDEC RT data over this reldiivghort period. As a note, the USGS field
streamflow measurements conducted during the expatistudy period were reported as being

in “poor” (>8% error) to “fair” (5-8% error) agreeamt with the rating curve.
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Figure 3.10: Plot comparing the measured and cozdpdata to the CDEC real-time, USGS real-time
corrected, and the USGS daily flow data. The viamaof line lengths for the measured data
encompasses the varied time each transect run took.

The resulting flow estimates compare relatively lweth the USGS data. Table 3.3
summarizes the percent difference between the mesaand computed flows with the data
provided from CDEC and USGS. For daily USGS flaicalations, the measured and computed
flows were first averaged daily and then the perchiference computed. There was a period
when the CDEC data reported large negative valrbgh were excluded, leading to the NA
value on August 10 On average, our flow estimates agreed well with USGS RT and the
USGS daily-averaged flow data with exception toAlgust 18' data.
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Table 3.3: Table shows % differences between owsmed and computed data with that of CDEC and
USGS (RT and daily).

% difference between measured and observed

Date Run CDECRT USGSRT Date USGS daily
Aug7 1 -22.33 272 Aug7  14.67
Aug7 2  -18.70 6.39 Aug8  11.09
Aug7 3 -15.27 11.26 Aug9  6.96
Aug8 6  -18.44 6.29 Aug10  26.13
Aug9 17  -16.97 8.78 Aug1l 9.76
Aug10 26  NA 26.73
Aug1l 27  -16.20 13.15
Augll 33  -22.22 4.49
Average % -18.59 9.08 13.72

difference
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4 River M odeling Background

41 Overview

Before incorporating the field data into river nets] this chapter will discuss the
motivation for and background on the river modedsdiin the study. In general, river models
rely upon the computational power and the resahutibthe field data to adequately parameterize
the models. As model dimensions increase from tonthree dimensions, data requirements
likewise increase dramatically, with river bed tgpaphy being the most important parameter.
Model applications primarily aim to estimate flowthvvarying degrees of detail. For instance,
1-D models estimate volumetric flows, 2-D modelsneste depth-averaged velocities, and 3-D
models estimate point velocities. Common applicesi from flow alone often include flood
prediction and structural design, as for bridgergie Additional applications such as
geomorphology (bed transport) and constituent frarmsare typically driven from flow and
velocity information. This chapter will cover tliifferent river models and their applications
with a more detailed discussion on two-dimensiodahth-averaged river models and their utility

in studying flow and constituent transport and mgxi
4.2  Governing Principles

Hydrodynamics in most river models are governed tbg mass and momentum
conservation equations. Since 2-dimensional moeaets the focus of this work, the 2-
dimensional forms of these equations will be diseds Depth components are averaged in the
representation and the fluid is assumed to be ipcessible. The resulting mass conservation or
continuity equation is expressed as

oh 0

0
= 5z wh) + % (vh) = 0, (4.1)

whereh is the water surface elevationis time, u is the depth-averaged velocity in the x or
longitudinal direction, and is the depth-averaged velocity in the y or transwalirection. For

momentum conservation equations, 2-D models incltgms to account for water surface
elevation changes, river bed slope, and shearssteesis to account for turbulent effects. The

resulting x and y momentum conservation equatioas a
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whereg is gravity,z, is the river bed elevatiop, is the fluid densitys; is eddy viscosity, anel
andr,, are the bed shear stresses in the x and y dinsctespectively. Similarly, the transport
equation for a conservative constituent and withenuirce and sinks takes a similar form to
Equation (4.2):
h ac+u%+v@—D a—ZC—D ﬁ
ot ox dy < “oxz Y oy?
wherec is the concentration of the constituent, &dandD, are the dispersion coefficients in

=0, (4.3)

the x and y directions respectively.

Model calibration for the hydrodynamics descrilie@Equation (4.2) requires parameters
associated with eddy viscosity and bed shear sses€ddy viscosity is described more a
property of the flow rather than the fluid and bedited by comparing the velocity distribution
results from the model with the measured [36]. pammeter is commonly calculated using

& = E.pU,h, (4.4)
whereg, is a fitted parameter and. is the shear velocity calculated with Equatior6)4. The
fitted parameterg, for natural channels often estimated as 0.6 aitlerror of £50% [37] or with

various empirical formulas with similar forms [38DPne such recent formulation faris

b 1.38

=0.145 + Flzo(i> (E) | , (4.5)

whereb is the river channel width [39]. Shear velocgycommonly expressed as

= ./gRS, (4.6)

whereR is the hydraulic radius, which is the area of ¢thess section divided by the wetted
perimeter, and is also the slope that is estimated as the slppeeowater surface elevation in
this work.

The other fitted parameter is a bed roughness rfagttuded in the formulation of bed
shear stress. The chosen model bed friction fastoalibrated by comparing the water surface
elevations between the model results and the meéi$86]. The formulation of bed shear stress

is known as
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Tpx = PCFUV U? + V2,
Tpy = pCrvyu? + v2,

wherec; is a dimensionless friction coefficient similar ttee friction factor found in the Darcy-

4.7)

Weisbach equation [40]. This coefficient relataghvibetter-known Manning coefficients with

the relations as follows:

2
agn
o =317 (4.8)
wheren is the Manning coefficient. The Manning formuldates the coefficient to flow as
follows:
R2/3g1/2
i=— (4.9)
n
whereii is the mean cross-sectional velocity. The Chemyfila is expressed as
i = CVRS. (4.10)

These formulas provide methods for estimating floma single channel and therefore collapsing
roughness to one dimension. For 2-D modeling, moegs coefficients for the bed material
alone, such as sandy or gravelly beds, are adedoatdthe model [36]. With these fitting
parameters, eddy viscosity)(and roughness coefficient ¢r C), the 2-D model solves for water
surface elevation$f and velocitiesy andv) at each nodal element.

For transport modeling, the dispersion coefficientsimilarly fitted. The dispersion
coefficients can be assumed to isotrofd; € D,). For fitting purposes, however, Suh (2009)
found anisotropic assignments for the dispersiceffiments to work the best [41]. The lateral
dispersion coefficientD,, is equal to the eddy viscosity calculated in Hiqua(4.4) divided by
density. Fischer (1979) provides two approximatpressions for the longitudinal dispersion

coefficient,D,, and shown below as

D, = 0.593hu,, (4.11)
=212

= 0.011u“b u*. (4.12)
h

2-D river models are generally solved numericallsing finite difference or finite
element approaches. To deal with complex geonsetitie 2-D models often employ the finite-
element method to solve the mass and momentum matie® equations [36], [42], [43]. The
method divides the model spatial domain into smakbéements, often in triangular or

guadrilateral shapes. Then, the finite elementogintegrates weighted residuals for Equations
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(3.1) and (3.4) at the corners of each elemente @stimates of weighted residuals involves

testing approximations for the dependent varialilas, andv, expressed as

m
fl = Z Nihi'
i=1

m
= 2 Now;, (4.13)
i=1

m
U= 2 Nivi'
i=1

where the accented variablésii, and? are approximated valuas,is the number of nodes used
in the finite element method, em.= 3 for triangular elements, andis the set of weight or test
functions. Then, the approximated values are guted into Equations (4.1) and (4.2) leaving

residuals rather than values of zero. The ressdara then integrated over the element domain,

f Nif (R, 7)dR = 0, (4.14)
R

wheref are the continuity or momentum conservation exgioes which equal the residuals and
Ris the element domain. The final step solvesdRjgession for the actual dependent variables,

h, u, and,v, for the element nodes [36], [42].
4.3 River Modeling Background

River modeling initially took form in 1-D modelingften called ‘streamflow routing’.
This method primarily estimates river stage, floilsctiarge, and discharge related parameters
helpful for flood inundation prediction and strucil systems. Early versions of this model
initially solved for the conservation of mass edquatonly for practical purposes without
computers. With computers, the models discretaed applied finite difference methods to
solve equations of conservation of mass, momeng&unu,energy [44-46]. Currently watershed-
scale hydrologic models used in predicting wategdascale water supplies include streamflow
routing models along with other water reservoird #oxes such as precipitation, groundwater,
and evapotranspiration. These models are typicsdlyy to parameterize requiring average
channel areas, widths, slopes, and flows givendugiong stations. Roughness, typically given in
the Manning roughness coefficient, is often fittedreasonable values but can be estimated to
account for other factors affecting roughness nduded in 1-D channel representations such as

channel meandering and vegetation [36], [47]. FEgul(a) shows an example of stream routing
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nodes for a USGS model called Diffusion Analogyf&ce-Water Flow Model (DAFLOW) on a
gridded layer representing the discretization ef ghoundwater model. Additional 1-D models,
such as the Hydrologic Engineering Center’'s Rivaaljsis System (HEC-RAS), allow input of
varying cross-sectional geometries to account iiberihg friction parameters between the main
channel, river banks, and the floodplain when sceohditions arise as seen in Figure 4.1(b).
With focus on rivers alone, HEC-RAS model estimdtesflows are often applied to sediment
transport capacity and bridge scouring [48].

(a) EXPLANATION

Flow m— Stream "f
O Nedel

y, 8Z g

| 3 Dhversion
Braneh ? — A
4 /

Subecach |

ROW

I 2
) £, Inflow

Branch 3
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(b)

Kieb = K1 + Kz

Figure 4.1: (a) Example streams showing the fldigjhin node placement for DAFLOW [46]. (b) Example
cross-section in HEC-RAS assigning different rowggm and conveyance values to
subsections [48].

Two-dimensional river models provide further defar similar estimates reported from
one-dimensional models. Two-dimensional estimétesvater velocity magnitudes and water

surface elevations generally performed better thae-dimensional models around structures
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such as bridges [49], and the detailed spatialcittds help identify advantageous flow regimes
for sustainable fish habitats [50], [51]. Commaqr2yD models solve the mass conservation and
two horizontal components of the momentum consematquations in grids that satisfy finite
difference, volume, or element methods. The modmsume uniform vertical velocity
distributions and hydrostatic pressure distribugi@6]. These models can execute in reasonable
times on personal computers depending on the nupfoezlls from the grid. Model accuracy,
however, requires more river bed topography daaa tthat of 1-D models and similar to the
extensive data collected in Chapter 3. Unlike howggs estimates for 1-D models, roughness for
2-D models only account direct bed shear where rebdebed material, (e.g. sand, gravel,
vegetation), and bed form geometries not includetthé bed topography are adequate to estimate
a roughness coefficient [36], [51]. The model liezgithe lateral eddy viscosity to be calibrated
and fitted, often to “unrealistically” high valuge maintain model stability [36]. With the
advances in data collection for the bed topogramtd/ flow and stage boundary conditions, 2-D
models have become more widely available freelyammercially.

Finally, three-dimensional models are still sphrsesed and mainly for research
purposes for the past 15 to 20 years [52]. Paknafiplications of the model help describe
secondary flows that non-turbulent 2-D models dbinolude and treatment of bed roughness
with porosity [52]. The prevalent limitation isetbed topography resolution at common reach
scales [52], [53].

4.4 River Confluence Studies

River confluences exhibit complex flow environmevtiere limited studies have been
performed. Confluences occur naturally at braigeets but are often channelized for navigation
purposes. Focus on flows involved lab-scale fluimwed intensive data collection to accurately
describe flow behavior for models. Mixing downsire of the confluence, geomorphology, and
the subsequent effects on ecology have been studiedrying degrees [54]. This section
focuses on flow characteristics, two-dimensionatielimg, and downstream constituent mixing.

Characterization of flow structure at confluencemains difficult to measure. Early
studies focused on laboratory-scale models [55]]. [5SWith advancements to velocimeters or
current meters, flow structure at small [57], [38Id large [59] rivers has been studied in further
detail. Rice et al. summarize six particular flmgimes with some seen in Figure 4.2:

1. stagnated flow at upstream corner,
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2. deflected flow as flows converge,
3. flow separation at downstream corners or bends,
4. accelerated flow as flows converge,
5. shear layer possibly leading to helical flow celten in Figure 4.2(b),
6. and flow recovery downstream.
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Figure 4.2: (a) Top down view of 90 degree confheerwith identified flow regimes. (b) Three-
dimensional view of confluence showing helical floalls. Both from [56].

Major influencing factors to the flow regimes indkithe angle of the upstream junction corner,

and discharge ratio between the two channels. rQtifeiencing factors include upstream
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channel bend shapes (convex or concave), bed resgtior shallow streams, and bed geometries
of discordant beds and extreme scour zones [54is Work will focus on the hydrodynamics
flow recovery zone downstream of the confluenceraining processes.

Applications of two-dimensional models to river aences remain sparse. The models
does not characterize complex flows such mixing #io@ separation. Still, the 2-D models
require less computational demands, less chanmpelgtaphy data, and have less numerical
instabilities making them more advantageous fotipdar cases [60]. Weerakoon et al. (2003)
applied a depth-averaged model to a confluence @arformed well given appropriately
estimated bed roughness and eddy viscosity valuggwise, Roca et al. (2009) achieved good
results river confluence under flood conditions batl to adjust bed roughness parameters from
the original bed material for the best fit [61]n both cases, model performance was judged by
comparing observed and modeled water surface eesgat This work, with the available field
data, aims to apply 2-D models to a confluencejadde performance using the velocity profile
averaged at cross-sections in the recovery zone.

The modeling of constituent mixing processes\arrconfluences has also received only
limited attention. Mixing models often focus ordemember analysis analyzing both appropriate
background and injected tracer concentrations f2-6These studies effectively define the
discharge ratios based on sources. Advective-disgemodels are often limited to simplified
solutions, often to find mixing lengths or distard@wvnstream where complete mixing occurs.
Complete mixing is commonly said to be achievedmwalkk measured concentrations in the cross
section are within 5% of the mean. Fischer (19f8%ented an analytic solution for an ideal case
assuming equal discharge between two rectangukarngls and uniform width downstream of

the transect [37]. His solution is expressed Hevis:

o ;1 . 1
Co y + 7 + 2i - 7 + 2i
c=— erf| —=—— | —erf| ——=—— (4.15)
2 e 4 Vax' 4 4x'
wherey’ is
y
'=17, 4.16
y'=3 (4.16)
X' is
xD
== 4.17
X'= (4.17)
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Cois the initial injected concentration, aed is the error function. In this work, this modeillw
be compared with the finite-element, two-dimensiadvection-dispersion model described in
Equation (4.3).

In summary, 2-D modeling efforts aimed as cham@ing the hydrodynamics and
mixing processes at confluences have not been sxéen Though complex flow structure may
overwhelm the capabilities for 2-D models, this kiocuses far enough downstream where flow
begins to recover and where 2-D models may be adequAnd whereas previous works
validated 2-D models of confluences by comparingewsurface elevations, this work aims to
compare the model and measured cross-sectionah-depraged velocity profiles. For further
validation of the estimated eddy viscosity, theultss for advection-dispersion model are
compared to the measured cross-sectional salinitflga Finally, from a more practical user’'s
perspective, the 2-D model results are comparegreeexisting ideal solution to determine if

there are appreciable performance differencesaterdl mixing estimates.
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5 Hydrodynamic Model Resultsand Analysis

51 Overview

Field data collected for flow, salinity, river béapography, and water surface elevations
parameterize depth-averaged, two-dimensional hyaadic and advection dispersion models.
Two finite-element hydrodynamic codes are the foofighis work. The Federal Highway
Administration authors the Depth-averaged Flow &wmtliment Transport Model (FST2DH)
which is part of the Finite Element Surface-watepoddling System (FESWMS). Many
developers including Resource Management Assoc({&b&%) and the US Army Waterways
Experiment Station contributed to the second hyghadiic code, RMA2. Using the depth-
averaged hydrodynamics results from RMA2, RMA4 ntedee two-dimensional advection-
dispersion. This chapter first discusses modehrpaterization and then analyzes the model
results with the measured data for:

1. Relationship between node spacing and the modalacg

2. Better performance between the two hydrodynamiespESWMS and RMA2

3. Determine the best RMA2 model parameters for theetibn-dispersion model, RMA4,

and

4. Accuracy of estimated dispersion coefficients.
Marginally better hydrodynamic results came frorimgdshe FESWMS code, closer node spacing
in all models, and automatic assignment of the moegs coefficient. Closer node spacing,
however, leads to increased instabilities and greaamputational time. Direct and automatic
eddy viscosity assignment produced similar modeiults, but direct assignment has the

advantage for parameter estimation using measwatad d
52  Mode Parameterization

Aside from flow (Table 3.2) and river channel topmghy (Figure 3.3), both models
require channel friction, expressed as Manning&ffanent, and eddy viscosity estimates. The
Manning coefficient is solved for by rearrangingution (4.9) to

R2/351/2
n=——— (5.1)
u
where the mean velocity is calculated by dividihg flow by the channel cross-sectional area.
The slopes are estimated from water surface em&(WSE’s), and because they differ slightly

for each channel, two Manning’s roughness coefitsieare calculated for the Merced and San
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Joaquin Rivers. Note that the cross-sectionalsaaea wetted perimeters were calculated using
the MBA interpolated river bed topography. Thstance was estimated using the Google Maps
line tool. Due the steady-state assumption forkbth of the models codes, FESWMS and
RMAZ2, the volumetric flowsQ, were averaged from August 8 onward. Table 5.&vbelompiles

the data for the Manning'’s roughness coefficietitregion.

Table 5.1: Summary of calculations for Manningisghness coefficient.

Downstream Upstream
Transect ID T1 T2 T3
Cross-sectional area fjn 61.89 8.57 14.42
Wetted perimeter (m) 48.12 20.95 20.99
R (m) 1.29 0.41 0.69
Estimated channel length to T1 423.68 383.07
WSE (m) 11.379 11.442 11.442
Slope,S to T1 0.000149 0.000164
Q (m¥s) 9.07 2.71 7.21
u (m/s) 0.15 0.32 0.50
n 0.0212 0.0200

The roughness coefficients for both rivers fallhiitthe value range for sanma= 0.012 to 0.026,
for diameters 0.2 to 1 mm [47]. Table 5.1 alsdudes the flow boundary conditions that include
the upstream flow conditions at T2 and T3 and tbargtream WSE at T1. For RMA2,
roughness can also be set automatically for eacih mede by depth, and model runs in this work
will compare this setting to manual assignment ahling roughness coefficients.

Similar eddy viscosity estimates are calculatedgiEquation (4.4) and (4.5). Values for
& estimated using Equation (4.5) used the mean -sexd®onal velocity and depth,. Eddy
viscosity values for both the constant and caledlat are summarized below in Table 5.2. As
mentioned previously, low eddy viscosity values<{ approximately 30 Pa-s) lead to unstable
solutions [36]. The, the ratio between the eddgaesities is scaled accordingly. For sensitivity
analysis, the ratios for the Merced River to Saeqdin River eddy viscositieR,s were varied

to assess the effects of the £50% error whemuals the constant value, 0.6 [37].

40



Table 5.2;: Summary of calculations for eddy visgosalues.
Variables Merced River SJR

& 0.6 0.6

u, (m/s) 0.024 0.033

b (m) 21.68 21.42

hys (M) 0.40 0.67

& (Pa-s) 5.99 13.72
) ec 1.07 0.65

Equation (4.5)
e (Pa-s) 10.33 14.59

Table 5.3: Summary of calculations for ratios betwéhe Merced and San Joaquin River eddy viscesitie

% errors ing;

Merced SJR R
50 -50 1.3
15 -15 0.59
5 -5 0.48
0 0 0.44
-5 5 0.39
-15 15 0.32
-50 50 0.15
Equation (4.5) ‘0 0 0.71

Eddy viscosities computed above are assumed tedtepic. However, given the equivalence
between the dispersion coefficients and eddy viiessdiscussed previously and the good
agreement Suh (2007) found for anisotropic disparsioefficients, anisotropic eddy viscosity
and dispersion coefficient terms were also examiddd. Suh (2007) found two ratioRy,
between longitudinal,, and transversd)y, dispersion with low normalized mean squared grror
NMSE, ranged fronR,, = 6.43 (NMSE = 1.5) and 0.643 (NMSE = 2.7) [41he average for
each channel ratios for Equations (4.11) and (4at@)9.62 and 4.95 respectively. A few ratios
are examined in this work for further model evalwat As this discussion suggests, the
calibration of eddy viscosities and dispersion fioieints become increasingly complex. In
RMA2, Osting (2007) suggests automatic eddy visgg@ssignment using the Peclet number, Pe,
and expressed as

_ pul

= (5.2)

Pe

wherel is the spacing between nodes [65]. Here, the hta#les the locally computed velocity
and estimate the eddy viscosity given a prescribedet number. From the values of eddy

viscosity from Table 5.2, the estimated Peclet nemblor each cross section becomes
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unrealistically large (Pe 73 for T3 and Pe = 105 for T2) compared to gtmommended range
for Pe (15 to 40) stated in the RMA2 manual. Hereclet numbers were chosen arbitrarily
within the manual-recommended range and comparttdtixé directly assigned eddy viscosities.

Given these estimated fitting parameters and baynconditions, the software package
known as Surface-water Modeling System (SMS) thatudes hydrodynamic and advection-
dispersion codes discussed solves the models htuels converge. SMS provides a graphical
user interface and generates a finite element fiogeghe model domain. Figure 5.1 describes the
main data inputs and processes of the SMS hydraaigrend advection-dispersion models. The
red outlined boxes in the figure summarize the stdjle parameters for output accuracy and
model stabilities. The last adjustable model patamis node spacing. Osting (2007) discusses
that node spacing should always be greater thanw@edepth. A few different node spacing’s
are tested in the following sections to see howoptimize accuracy of model results and
computation time.

The remaining parameters that affect model stgbditd runtime performance include
defining the river bank boundaries, wetting andimyyof mesh elements, and the depth
convergence limit. SMS can define the river baglkdbfining a particular contour elevation as
the boundary arcs. The range of WSE's from Table fEom the downstream to upstream
transect was 11.38 to 11.44 m respectively. TheloNSE led to less element sides to cross
steep contour gradients found in the river bank$ement wetting and drying settings include
drying depth for RMAZ2 or storativity depth for FES¥%. Convergence limits sets the maximum
changes between model iterations that are considaceeptable for converged solutions.
FESWMS has convergence limits for depth and flomd MMA2 only has depth convergence
limit. Common settings for these parameters aloith the upstream concentrations needed for

the advection-dispersion modeling are describedvbet Table 5.4.

Table 5.4: Remaining input variables in the models.

Remaining parameters Value
Contour boundary (m) 11.38
Dry depth (m) -0.12
Storativity (m) 0.5
Depth convergence limit (m) 0.05
Unit flow convergence limit (m) 0.05
SJR concentratiom&/cm) 1531.6
Merced concentratiomu/cm) 286.8

42



SMS start - Import - Set hvdrodynamic - Defineriver | Setnode spacing
topography code bounds _l
L Define channels  |—» Generate and map ) Setupstream
mesh flows
Set downstream Salve |
- WSE i
Set wetting and
- drying
Set convergence
NO - limit(s)
Roughness YES*
by depth?
! NO Setbed rogghness | |
\ coefficients
Automatic YES*
settings?
NO -ISet Ed.d.y Setratios —
viscosites ]:
Set (an)isotropic |

Stable
solution? N

YES
Start advection- Setupstream
L] \ ; — Solve
dispersionmodel concentrations
Set dispersion

. Setratios
coefficients |
Set (anJisotropic

Figure 5.1: Flow diagram of the processes for tyttirodynamic and advection-dispersion modelinggisin
SMS. Red boxes denote variables in this work ahaiadjusted. Specific features for RMA2
hydrodynamic model.

For the following sections, judgment for best hytineamic settings involves examining
the model velocity profiles and the difference begw upstream and downstream WSERS,
Quantitative examinations involve taking the averaapsolute percent difference, AAPD,
between the modeled and measured lateral velomfiigpand the percent difference between the
modeled and measureth. One qualitative consideration includes the shapehe lateral
velocity profiles.

5.3  Node Spacing

To examine the effect of node spacing, four FESWki&lels computed solutions for
spacing values of 1, 1.5, 1.8, and 2 m. Roughnakses from Table 5.1 were used for the
Merced and San Joaquin channels. Eddy viscosityesavere increased for stability to 50 and
115 Pa-s for the Merced and San Joaquin chanrsggctively, maintaining the theoretical ratio
from Table 5.2. Figure 5.2 plots the model outpistdhe observed depth averaged velocity

profiles for transects downstream of the confluejmat with error bars for observational

43



uncertainty. Calculated uncertainty was propagé#tech standard deviation of the velocity at
each raster point to the depth-averaged velodigrge error bars were observed and were likely
due to low number of measured point velocities tamnulent eddies. At T4, model outputs differ
slightly from each other. At T1, however, the mioogtput for 1 m node spacing begins to drift
away from other model outputs. The average alesgletcent differences (AAPD’s) between the
observed depth-averaged velocity magnitudes antindarly interpolated depth averaged model

results are compared in Table 5.5.
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Figure 5.2: (a) Modeled and measured velocity tesatl T1. (b) Modeled and measured velocity resatlt
T4. Distances are from the left bank facing doveen.
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Table 5.5: Average absolute percent differencesRBAbetween modeled and measured velocities for
different node spacing values.

Absolute % difference

Node spacing (m) T1 T4

1.0 33.61 15.39
15 30.49 15.83
1.8 30.49 14.72
2.0 29.97 15.46

AAPD is used as a metric to avoid averaging outdrahat could be apparent between the
modeled and measured velocity results. Most olsviibpom Table 5.5 and the accompanying
figures are the comparatively large errors assediaiith T1. These seemed to have been caused
by a systemic error in the model structure. Inrghbe velocity profile suggests a secondary
channel in that cross section which was not cagtwal by the model regime. Quantitatively, 1
m node spacing showed greater AAPD for T1. Osfi@)7) notes model instability and less
accurate results as node spacing approaches ttie afgpe water [65]. For analyzing WSE, the
average upstream WSE at T3 estimated by the maaelld.438 m which is marginally different
from the measured T3 measurement of 11.442 m indgcaelatively good estimates for the
Manning roughness coefficients. For model comipitatimes, the spacing of 1.8 m is chosen for

subsequent modeling efforts.
54  Comparing FESWMSand RMA2 Codes

RMA4 uses the RMA2 hydrodynamic solution flow fietd drive the advection-
dispersion process. To validate RMA2 model pertorog, RMA2 model results were compared
with FESWMS under similar conditions. For the RMAQ@lution to converge, the downstream
WSE boundary conditions needed to be relaxed td8lin rather than the independently
estimated 11.38 m value. Table 5.6 shows moddbmeances using similar eddy viscosity
values, Manning’'s roughness, downstream WSE, ande ngpacing parameters for both
FESWMS and RMA2 models. The AAPD values indicag#dy FESWMS performance at T1 in
the later runs. RMA2 were marginally better for, @though the previously limitations with this

cross-section may negate any significance in thdirfg.
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Table 5.6: AAPD values between modeled and measvedatities comparing RMA2 and FESWMS

codes.
RMA2 FESWMS
Absolute % difference

Run Merced; (Pa-s) SJR; (Pa-s) T1 T4 T1 T4
1 30.00 68.73 33.31 24.60 35.45 25.32
2 40.00 91.64 33.16 24.94 31.93 25.72
3 50.00 114.55 32.75 25.08 30.46 26.04
4 60.00 137.46 32.85 25.22 29.94 26.32
5 70.00 160.36 3341 25.33 29.43 26.59

As a result of the WSE downstream boundary contitiee model results for upstream were also
shifted upward. However, assuming that the modeldterence between upstream and
downstream WSEAh, the modeled and the measuredh & 0.063m) differences should be
similar, and the percent difference between the etgatl and measuredh is chosen as an

appropriate additional metric to verify model a@my. Table 5.7 below summarizes the

comparisons.

Table 5.7: Percent differences between modeled raedsuredAh (0.063 m) comparing RMA2 and

FESWMS codes.
RMA2 FESWMS
Run T3 WSE (m) Ah(m) % difference T3 WSE (m) Ah(m) % difference
1 11.512 0.033 -47.72 11.513 0.033 -48.07
2 11.514 0.034 -46.40 11.514 0.034 -45.48
3 11.515 0.035 -45.18 11.516 0.036 -43.39
4 11.515 0.035 -43.80 11.518 0.038 -40.41
5 11.516 0.036 -42.39 11.519 0.039 -38.53

Both models underestimated the changes in WSE fipstream to downstream. Figure 5.3
below compares the measured and simulated velpgifjles at T1 and T4. Again, the modeled
T4 velocity profile results do not differ greatisofn one another, and this is a continuing trend for
remaining model results. Notice, however, thatrtteeleled T4 velocities shown in Figure 5.3(b)
are generally lower than the velocities in Figurg(®). For T1, the lower eddy viscosity values
for Run 1 denoted by the green and red lines capttite maximum velocity better for the San
Joaquin River side. In addition, this first set RMA2 runs seem to begin to capture the
secondary channel observed on the Merced Riverodidié, albeit poorly. In summary, as would

be expected altering the downstream WSE boundanditions significantly affects the
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difference between upstream and downstream WSHorlunately, this alteration was necessary

to achieving stable execution of the RMA2 model.
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Figure 5.3: (a) Modeled and measured velocity tesatl T1. (b) Modeled and measured velocity resatit
T4. The run numbering refers to Table 5.6 comgpRIMA2 and FESWMS codes.
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Although significant differences between RMA2 arteiFWWMS simulations were observed in the
water velocity profiles at T1, RMAZ2 results remalmeasonable with lower eddy viscosities, and
exhibited a qualitatively better fit for the SJRachel of T1. Hence, from this point forward,

results are limited to those based on the RMA2 mode
55  Comparing Manually and Automatically Assigned Roughness Coefficients

The automatic roughness by depth feature provige®MA2 was compared with the
approach of manually assigning Manning roughneisesga Again, model runs were performed
with varying the eddy viscosity values. The assdyManning roughness values are summarized
in Table 5.1. The AAPD values between modeledrardsured water velocities for T1 and T4

are summarized below in Table 5.8.

Table 5.8: AAPD values between RMA2-modeled and suesd velocities comparing manually and
automatically assigned roughness coefficients.

Manual assignment Assignment by depth
Absolute % difference

Run Merced; (Pa-s) SJR; (Pa-s) T1 T4 T1 T4

1 30.00 68.73 33.31 24.60 45.39 24.72
2 40.00 91.64 33.16 24.94 31.24 24.98
3 50.00 114.55 32.75 25.08 31.30 25.16
4 60.00 137.46 32.85 25.22 31.58 25.34
5 70.00 160.36 3341 25.33 31.87 25.45

Velocity results for run 1 and model applying ronghs by depth resulted in relatively large
AAPD values for T1, but otherwise the AAPD values bt differ greatly between the two
approaches. Table 5.9 also summarizes the peddésiences between the upstream (T3) and
downstream (T1) WSE. Parameterizing using roughtgsdepth greatly increases the model
accuracy, with lower eddy viscosity values perforgnibetter. The simulated and measured
velocity profiles for T1 and T4 are shown in Fig&d. For T1, large error occurs for model run
1 using roughness by depth (green line), but otiserthe assigned roughness model runs (red
and blue lines) seem to characterize the shapkeoSIR channel better than the roughness by
depth model runs. For T4, the roughness-by-depibdets may capture some of the Merced
channel velocity profile.
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Figure 5.4: (a) Modeled velocity and measured tesatl T1. (b) Modeled and measured velocity resafit
T4. The run numbering refers to Table 5.8 compatinethods of assigning roughness

coefficients.
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Table 5.9: Percent differences between modelednaeeksured\h comparing manually and automatically
assigned roughness coefficients.

Manual assignment Assignment by depth
Run T3 WSE (m) Ah(m) % difference T3 WSE (m) Ah (m) % difference
1 11.512 0.033 -47.72 11.542 0.065 2.65
2 11.514 0.034 -46.40 11.545 0.065 2.76
3 11.515 0.035 -45.18 11.546 0.066 5.35
4 11.515 0.035 -43.80 11.548 0.068 7.88
5 11.516 0.036 -42.39 11.549 0.069 10.05

In summary, the models using roughness by depthatlgréncreases accuracy faxh and
gualitatively shows better velocity results at T#hese advantages outweigh the qualitatively
worse T1 velocity results, and therefore subsequiiA2 modeling efforts employed the

roughness by depth feature.
5.6  Automatically Assigned Eddy Viscosity

RMA2 also includes the feature that automaticallsigns the eddy viscosity by
assigning the Peclet number defined by Equatia?).(5The RMA2 manual recommends Peclet
number values of approximately 20. For the modetdnverge, Peclet number values that
ranged from 10 to 30 were used, and results fr@setsimulations are shown in Figure 5.5. The
resulting AAPD values for velocity profiles and pent differences for differences in WSE's are
summarized in Table 5.10 and Table 5.11. For wglocTable 5.10 shows that better
performance was obtained at low Peclet number sadtid1. For WSE, the percent differences
for Ah are comparable to those from Table 5.9, for whighmodel use assigned eddy viscosity
values and automatically assigned roughness ceftsc Qualitatively, the Peclet numbers of 15
and 20 show a good shape fit for the velocity pesfat T1 seen in Figure 5.5. At T4, there is no

noticeable difference between the model runs.

Table 5.10: AAPD values between RMA2-modeled andsueed velocities for varying Peclet numbers.

Absolute % difference

P T1 T4

10 29.73 24.04
15 30.05 23.85
20 33.56 23.79
25 36.41 23.73
30 38.06 23.73
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Figure 5.5: (a) Modeled and measured velocity tesatl T1. (b) Modeled and measured velocity resatlt
T4. The results are for different Peclet numbers.
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Table 5.11: Percent differences between modeledreasuredh for varying Peclet numbers.

P T3 WSE (m) Ah(m) % difference
10 11.544 0.064 1.59
15 11.542 0.062 -1.59
20 11.541 0.061 -3.41
25 11.540 0.060 -4.64
30 11.540 0.060 -5.40

In summary, the performance of models automaticakgigning eddy viscosity values by
choosing Peclet numbers is reasonable for vel@atygparisons especially around the values of
15 and 20 (as recommended). In terms of the W8&reinces Ah), lower Peclet valued perform
better and overall compared well with the observElerefore, automatic assignment of the eddy

viscosity for Peclet numbers of 15 and 20 are coetpwith subsequent model results.
5.7 Ratios Between Channel Eddy Viscosities

Until now in this work, the assumption has beert tha calculated ratio between the
Merced and SJR eddy viscositi&,s needs to be maintained. To account for £50 mtreeors
associated with Equation (4.4), however, wide rargfevalues can be assigned for either the SJR
or Merced River channels, as shown in Table 5.8es€ values are further explored here by
maintaining the Merced = 35 Pa-s and varying the SJR eddy viscosity. leTal2 shows the
AAPD values for differenR,s values employed. The AAPD does not vary subsiiytirom
case to case except fBps = 0.15. Table 5.13 shows the percent differermtesh for different

Rnsvalues and shows an inverse relation betw&giand the percent difference i values.

Table 5.12: AAPD values between RMA2-modeled anésueed velocities for varying Merced and San
Joaquin River eddy viscosity ratiB() values.

Absolute % difference

Ris Merceds, (Pa-s) SJR; (Pa-s) T1 T4

1.31 35 26.73 34.87 23.71
1.00 35 35.00 31.87 23.82
0.71 35 49.40 31.59 24.03
0.59 35 59.27 32.46 24.13
048 35 72.55 32.95 24.29
044 35 80.18 33.16 24.38
039 35 88.62 33.74 24.50
0.32 35 108.48 34.48 24.74
0.15 35 240.55 37.92 25.89
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Figure 5.6: (a) Modeled and measured velocity tesatl T1. (b) Modeled and measured velocity resatlt
T4. The results are for varyirig),s values.
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Table 5.13: Percent differences between modeledvaaburedh for varyingR,s values.

Rins T3 WSE (m) Ah (m) % difference
131 11.541 0.061 -3.53

1.00 11.541 0.061 -2.47

0.71  11.543 0.063 -0.29

0.59 11544 0.064 1.00

0.48 11.545 0.065 2.47

0.44 11545 0.065 3.23

0.39 11.546 0.066 4.64

0.32 11.547 0.067 6.41

0.15 11.554 0.074 17.77

From the shape of the modeled velocity profiles, desumption of a single eddy viscosity value
for the whole model domain &,s= 1 appears to satisfy the velocity profile foe tBJR channel
as well or better than the other ratios. The dgestenario withR,s= 1 and eddy viscosity value
of 35 Pa-s compares well with the automaticallyiggesl eddy viscosity values for Pe values of
15 or 20. The eddy viscosity value of 35 Pa-sdarrthe eddy viscosity value estimated at T1
(34.69 Pa-s) using Equation (4.4) with the geomefrffl (b = 47.58 m,h,s = 1.29 m), the
averaged slopes between the two chani@ts@.000157), and. = 0.6. This scenario provides a
distinct advantage given that this fitting parametan be estimated rather than arbitrarily

choosing from a range of Peclet number values.
5.8  Anisotropic Eddy Viscosities

Suh (2007) studied fitting different ratios betwédengitudinal and lateral dispersion coefficients
for advection-dispersion modeling. Given the ielabf dispersion coefficients to eddy viscosity
values (divide by fluid density to equal dispersmoefficients), similar anisotropic ratios were
explored here. Suh found low values of normaligezhn square errors f&,, values of 0.643
and 6.43, defining an approximate rangeRgrvalues. Simulations in this section maintains the
lateral eddy viscosityg, (noteg, = &), constant at 35 Pa-s while varying the longitatiieddy
viscosity. Rysis set to 1 (based on section 6.7), meaning deswvajue ofe, is applied to the
whole model domain.

Table 5.14 lists the resulting AAPD values for ttevnstream velocity profiles and do
not differ considerably for different cases. Likegy differences between modeled upstream and
downstream WSE's are all close to the measurectas s Table 5.15. Figure 5.7 shows the

modeled and observed velocity profiles for the dstnwgam transects. From Figure 5.7 and from
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the low variations between runs, it appears thaileying an isotropic eddy viscosity is adequate

for this system.
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Figure 5.7: (a) Modeled and measured velocity tesatl T1. (b) Modeled and measured velocity resatit
T4. The results are for varyirigy, values.
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Table 5.14: AAPD values between RMA2-modeled andsueed velocities for varying,, values.
Absolute % difference

Ry & g T1 T4
05 175 35 31.87 23.82
1 35 35 31.87 23.82
3 105 35 32.01 23.78
5 175 35 32.68 23.72
7 245 35 33.60 23.66
10 350 35 34.95 23.59

Table 5.15: Percent differences between modeledraaburedh for varyingR,, values.

Ry T3WSE (m) Ah(m) % difference
0.5 11.541 0.061 -3.53

1 11.541 0.061 -2.47

3 11.543 0.063 -0.29

5 11.544 0.064 1.00

7 11.545 0.065 2.47

10 11.545 0.065 3.21

59 Summary and Conclusions

Although it was necessary to increase downstreant VdBove observed values to
achieve stable simulations, the resulting 2-D satiohs provide a reasonable approximation of
the complex dynamics of this real river confluesgstem. General observations that yielded a
semi-quantitative calibration for the RMA2 hydrodynic model of the SJR-Merced confluence
are:

» Lower eddy viscosity values yields better velogitgfile results (30 to 40 Pa-s),

* Automatically assigned roughness coefficient penforbetter than manual assignment
exhibited the percent difference between the madeled observed\h (~2.7% for
automatic roughness assignment compared to ~ -4v¥dnual assignment at low eddy
viscosities),

 Manually assigned and fitted eddy viscosity valde,= 35 Pa-s, performance is
comparable to automatic assignment for Peclet nienbke15 and 20. There is close
agreement between the fitted value and the estimatdue using the downstream

geometry and flow conditions (34.69 Pa-s).
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Single eddy viscosity value for the model domainrfgrens adequately shown
qualitatively in velocity profiles in Figure 5.®{s= 0.71 also performs well but a single
eddy viscosity value for the model domain is reca@anded for simplicity),

Isotropic eddy viscosity performs adequately gitieat the AAPD values between the
modeled and observed velocity profiles, percenfedihces between modeled and
observedAh, and qualitative velocity profile shapes did ndifeti greatly from theR,,
range from 0.5 to 10.
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6 Advection-disperson Model Resultsand Analysis

6.1 Overview

Given the RMA2 hydrodynamic solution in the prexdomodel iterations, RMA4 code
generates advection-dispersion constituent modetiegults. As noted before, only the
longitudinal and lateral dispersion coefficierilg,andD,, are adjusted for model fitting. Similar
fitting questions to fitting the eddy viscosity fdne hydrodynamic solution arise. Do the
channels require distinct dispersion coefficientsthe dispersion coefficient isotropid(= D,)?
The last part of this work explores these questidrise first set of RMA4 model runs assumes an
isotropic, global dispersion coefficient for thetien domain to gain a general range of values to
be used. The last two sets of model runs applyaties and anisotropic conditions similar to the
hydrodynamic eddy viscosity cases.

In addition to these dispersion parameter questions final question is asked: is it
possible to obtain a reasonable approximation efstiment mixing using a one-dimensional
transport model? This question is a significane aiven the level of effort required to
parameterize and calibrate the 2-D hydrodynamic eh@@h. 6). Hence, the last analysis
compares one-dimensional analytic solutions ofettspn for blending streams seen in Equation
(4.15). Like analysis of the hydrodynamic modelse of AAPD for salinity concentration
profiles at T1 and T4 and qualitative judgmentloé shape of the concentration profile decides

model performance.
6.2  Defining Dispersion Coefficient Range

In RMA4, the dispersion coefficients are expresiserh’/s. The lateral eddy viscosity,
shown in Equations (4.4) and (4.5) and expresseuiis of Pa-s, can be divided by density, as a
first estimate of the lateral dispersion coeffi¢jdd,. For the longitudinal dispersion coefficient,
Dy, Equations (4.11), (4.12) and ratié&, = 6.43 and 0.643, given by Suh, provide a range of
feasible values. To determine a range of dispersaefficient test values, isotropic conditions
(Dx = Dy) and a globally assigned dispersion coeffici&jt\fere applied to generate the range in
Table 6.1.
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Table 6.1: Calculatin@, andD, using several methods and ratios discussed byt&ghnerate the range
of values foiD.

Dispersion Merced

Descriptor coefficients ID  (m?/s) SIR (nfis)
Equation (4.4)g. = 0.6 Dy 0.006 0.014
Ry =6.43 Dy 0.039 0.088
Ry =0.643 Dy 0.004 0.057
Equation (4.4)¢. from Equation (4.5) Dy 0.010 0.015
Ry =6.43 D, 0.066 0.094
Ry =0.643 Dy 0.007 0.009
Equation (4.11) Dy 0.057 0.133
Ry = 6.43 D, 0.009 0.021
Ry =0.643 Dy 0.089 0.207
Equation (4.12) D, 0.032 0.062
Ry = 6.43 D, 0.005 0.010
Ry = 0.643 D, 0.050 0.097
Minimum D (m%s) 0.004
MaximumD (m?s) 0.207

Model runs withD values ranging from 0.003 to 0.25/mwere performed. Figure 6.1 shows the
resulting concentration profiles at transects Td @4. Qualitatively, values dd from 0.02 to
0.1 nf/s result in promising degree of mixing for T1. rAat, lower values oD, 0.003 to 0.02
m?/s, capture the mixing gradient better. Howewse, sharp mixing gradient is shifted along the
lateral axis. Table 6.2 shows the AAPD for the ammration profiles at the downstream

transects.

Table 6.2: AAPD values between RMA4-modeled and suesd concentrations for varyifg values

(m?/s).
Absolute % difference

D(mf/s) T1 T4

0.003 40.85 76.37
0.02 31.08 67.20
0.05 16.52 62.78
0.1 6.25 60.37
0.15 11.25 59.62
0.25 19.06 59.34
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Figure 6.1: (a) Modeled and measured concentratesults at T1. (b) Modeled and measured
concentration results at T4. The results are #&oyingD values (M/s).
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For T1,D = 0.1 nf/s clearly result in the lowest AAPD between thedeled and measured
concentration profiles. For T& = 0.25 ni/s has the lowest AAPD, but Figure 6.1 shows the
higher dispersion values increase mixing not seethé measured concentration profile. In
summary, the dispersion value domain greater th@®B80nf/s and less than 0.15%% performed

adequately and this range is used for the subsegaetions.
6.3  Ratios Between Channel Dispersion Coefficients

Similar to analyzing the ratios between channelyeddcosities, the same ratioRys
from Table 5.12 are used to examine the effectanfingR.s values. The dispersion coefficient
for the Merced River channel is held at 0.02smvhile the dispersion values of the SJR channel
changes. Also, the following model runs assumdropic conditions for the dispersion
coefficients. Table 6.3 shows the AAPD’s for themmistream concentration profiles. Rgs
decreases, the AAPD decreases for T1. For T4ARRD’s remain relatively constant. Figure

6.2 shows the modeled concentration profiles.

Table 6.3: AAPD values between RMA4-modeled and suesad concentration profiles for varyitty,s

values.
Absolute % difference

Rins MercedD (m?/s) SJRD (n?/s) T1 T4

1.31 0.02 0.015 32.88 67.12
1.00 0.02 0.020 31.08 67.20
0.71 0.02 0.028 28.39 67.32
0.59 0.02 0.034 26.75 67.40
0.48 0.02 0.041 24.86 67.49
0.44 0.02 0.046 23.94 67.54
0.39 0.02 0.051 23.15 67.59
0.32 0.02 0.062 21.46 67.69
0.15 0.02 0.137 15.02 68.15

For T4, there is no noticeable difference betweedehruns. For T1R.s= 0.15 showed a large
departure from the other model runs, where thepstesp-off appears to occur along the shear
boundary between the two channels. R\sdecreases, or as the dispersion coefficient oSt
increases, mixing increases with noticeable effectairring wherR,s> 0.44 which is the ratio
estimated from Equation (4.4). In summdRy;s variation does not appear to affect the mdrigl

> 0.44 which may be due to increase the in SJRedigpn coefficient. Though the lowB¥%
values do yield better AAPD'’s, the discontinuitytseen channels seems unnatural. Therefore,

global value of dispersion coefficient®f = 1) is reasonable.
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6.4  Anisotropic Dispersion Coefficients

Given the previous model fittings, twR,s casesRyns = 1 andR,s = 0.44, are examined
further in a study of potential merits of paramiziag dispersion as anisotropic. Similar ratios,
Ry, between eddy viscosities shown in Table 5.14used for setting longitudinal and lateral
dispersion coefficients. For the first set of modms, the dispersion coefficients are the same
for both channels. To ensure the anisotropic dispe coefficients fall within the range
described in Section 6.2 (0.15/s1>D > 0.003 ri's), the lateral dispersion coefficiel, is set
to 0.01 mM/s while changing the longitudinal dispersion ciéht, D,. Table 6.4 shows the
AAPD statistics for the model runs and clearly destmtes that aR,, increases, the AAPD
decreases substantially at T1. WIigp= 10, the model has the lowest AAPD. Consistdtit w
other results, there is not much variation in mqustformance at T4. Similar conclusions are
drawn from qualitatively looking at the model rumsFigure 6.3. R,, values greater than 7

produced the best fits.

Table 6.4: AAPD values between modeled and measwoedentration profiles for varying,, values and

Rms= 1.
Absolute % difference

Ry D, (m%s) Dy(m%s) T1 T4

0.5 0.005 0.01 38.59 71.40
1 0.01 0.01 36.55 71.33
3 0.03 0.01 28.06 71.05
5 0.05 0.01 19.94 70.78
7 0.07 0.01 14.15 70.51
10 0.1 0.01 7.78 70.12

For Rns = 0.44, another set of model runs further testedanisotropic conditions. To
stay within the appropriate range of dispersionffa@ent values, the Merced and SJR channel
lateral dispersion coefficients are set to 0.086rand 0.014 fifs respectively. The same ratios
as before are examined and the AAPD values forctimeentration profiles are summarized in
Table 6.5. AgainR,, = 10 performed the best at T1, but not as wethassimilar case foRys =

1. Figure 6.4 shows the concentration profiles.
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Figure 6.3: (a) Modeled and measured concentratesults at T1. (b) Modeled and measured
concentration results at T4. The results are &oymgR,, values andRy,s= 1.

64



(a) T

[ ]
B observed
- — Rxy=05, Rms =044
— Rxy=1,Rms=044
Rxy =5, Rms =0.44
Rxy =7, Rms =044
Rxy =10, Rms =044
[ ]
o |
— O
E —
£
(%]
2
Fy
£
®
@ [=]
S
L
o 4
T T T T
20 30 40 50
Distance {m)
®) T4
[ ] | = L ] L ] - - [ ] a = & = l?
o —
o |
L
T o
S o
3 S
e
=
£
®
(%]
3 4
L]
EEIIII- a = =
o 4
I I I I I
10 20 30 40 50

Distance (m)

Figure 6.4. (a) Modeled and measured concentrat@sults at T1.

(b) Modeled and measured

concentration results at T4. The results are éoying R, values andRns= 0.44.
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Table 6.5: AAPD values between RMA4-modeled and suesd concentration profiles for varyiriy,
values andR,,s = 0.44.

Merced SJR Absolute % difference

Ry D, (m?/s) D, (m?/s) Dy (m?/s) D, (m°/s) T1 T4

0.5 0.003 0.006 0.007 0.014 37.78 73.58
1 0.006 0.006 0.014 0.014 35.64 73.54
3 0.018 0.006 0.041 0.014 27.38 73.35
5 0.03 0.006 0.069 0.014 20.32 73.16
7 0.042 0.006 0.096 0.014 14.72 72.97
10 0.06 0.006 0.137 0.014 8.03 72.71

In summary, the results for defining two sepasats of dispersion coefficients for the
two channels did not improve results. The besmese lateral dispersion coefficiel?, = 0.01
m?/s, did fall within the range of values estimatedni Equation (4.4) for the Merced (0.006
m?/s) and SJR channels (0.0146/sh To approach the appropriate ratio and lonigital
dispersion coefficient value db, = 0.1 ni/s, Equation (4.11) for the SJR side had the best
estimate ofD, = 0.133 Mi¥s. Therefore, in general it appears that disparsiharacteristics
estimated based on the SJR channel could be appligte whole model domain rather than

attempting to separate the model domain into tvamobls.
6.5 Comparisonswith Analytic Solutions

A lingering question asks if the remaining finitemment solution performs better than the
analytic solution for the ideal case expresseddndton (4.15), referred to here as the Fischer
model. Since both channels have salinity concgatrs, ¢, is adjusted as difference between the
more saline SJR and less saline Merced River. atijigsted difference is then added after the
Equation (4.15) is solved. Additionally, althoutjie equation’s assumptions of constant width,
rectangular channel shape, and equal dischargeebetwhannels are unrealistic, the lateral
dispersion coefficientD,, can similarly be adjusted to obtain a model f@nly data from the
furthest downstream transect, T1, are includedis @dnalysis due to the assumption of constant
channel width. Given that T1 has different crosstional area and wetted perimeter than the
upstream transects, a separate shear velocityaslai@d from Equation (4.6), which creates a
separate estimate for the lateral dispersion coeffi. The slope needed in the shear velocity
estimate was taken as the averaged slopes of theeMand SJR channels found in Table 5.1
resulting in a lateral dispersion coefficient vabfed.034 nis. Three mixing cases with differing

lateral dispersion coefficients are analyzed fa Eischer model. The three lateral dispersion
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values are the estimates for the upstream Merceer Rt T2 D, = 0.006 M's), upstream SJR at
T3 (D, = 0.014 s), and the downstream SJR at T1 estimated abew@084 M's. The
different mixing cases are compared with the bigstg RMA4 model results employing
anisotropic mixing using the dispersion coefficeeastimated from the SJR chanr@} € 0.133
mé/s andD, = 0.014 m/s). A plot of the concentration profiles for teasases is shown in Figure

6.5.
T1
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B observed
— RMA4
— Fischer, Dy = 0.006
Fischer, Dy = 0.014
Fischer, Dy = 0.034
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500
!
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Figure 6.5: Modeled and measured concentratioritsesuT1. The RMA4 results are for whBp= 0.133
m*/s andD, = 0.014 rs.

Generally, the analytic solution estimates didneptoduce the mixing behavior nearly as well as
the 2-D model, a result which is reasonable givenrélative simplicity of the Fischer model and
the gross assumptions required to apply it to &Anear channel. Quantitative results for the

AAPD'’s are shown in Table 6.6 verifying that RMAglmore accurate.

Table 6.6: AAPD values between RMA4-modeled and suead concentration profiles for the analytic
solution and RMA4 whose anisotropic values are ftbeory.

Absolute %
difference at T1

Model type Dy (m/s) D, (n¥/s)

Fischer - 0.006 34.06
Fischer - 0.014 29.79
Fischer - 0.034 26.35
RMA4 0.133 0.014 6.87
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The RMA4 results using the theoretically estimadépersion coefficients have a lower
AAPD than the fitted values shown in Table 6.5. Hescher model AAPD values indicate better
performance ab, increases. The slope frany = 0.034 s qualitatively showed the best slope
fit from Figure 6.5. Curiously, the associatedeui$cosity, calculated by multiplyinD, by the
density of waterg = 34 Pa-s), is close to the fitted case of 3&mUltimately, the finite-element

model showed better performance qualitatively amghtjtatively relative to the analytic solution.
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7 Conclusions

This work presented two-dimensional hydrodynamid advection-dispersion modeling
methods and the data collection necessary to péeaaethe models at the Merced River-San
Joaquin River confluence. The repetitive delivefyan acoustic velocimeter and Hydrolab
multiprobe by the NIMSRD generated many velocitgd aoncentration fields for transects. The
estimated flows from the velocity fields compareellwvith a nearby gaging station downstream
of the confluence. Given the good performancehefdystem for mobile data collection and the
mobility of the infrastructure, the system was fdun be capable of providing good upstream
flow field estimates necessary for driving deptlefaged, finite-element hydrodynamic models.
However, to reduce error in depth-averaged veksitieen in the results in Chapter 5, the Sontek
ADV should be set to longer averaging periods.

Standard methods applying surveying and echosowglépment defined the river bed
topography. This work applied a multi-level B-s@i approximation method to resolve
discontinuities between the two data sets and dmib@t data. Smoother bathymetry data help
assure numerical model convergence. To help gatigidel boundary conditions for both
defining the river model boundary and downstreartewsurface elevations, one outcome of this
work is a recommendation that river topography datd water surface along all banks be
recorded be collected as close to the time whem dlata is collected.

For hydrodynamic and advection-dispersion modelitlys work focused on 2-
dimensional, finite-element models rather than rBafisional models due to the data
requirements and computational power needed tosstufige latter, and to examine whether the
2-D models presented reasonable were capable @fdprg reasonable approximations of the
complex flow regime in a confluence zone. Overtie models performed well with the
following summarized observations from model optiation:

1. Closer node-spacing did not drastically improve elodsults.

2. FESWMS code performed better than RMA2 and allo@d hydrodynamic model
convergence at downstream WSE close to the observdte RMA2 code failed to
converge consistently unless the downstream WSHdsy condition was increased
beyond the measured levels.

3. In RMA2, automatically assigning the roughness ficieht by depth performed better

than choosing a global Manning roughness coefficien
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In RMA2, a low, isotropic eddy viscosity value parhed the best in terms of matching
the downstream (T1) cross-sectional velocity fielditted eddy viscosity values were
frequently found to be greater than values estichfiiem upstream transect parameters
but close to the downstream transect parameters.

For advection-dispersion modeling computed with RMA4 code, the results showed
good agreement with measured specific conducta8€8 profiles using anisotropic
dispersion coefficients, which were best definedlispersion coefficients attributed with
the SJR flow and channel geometry (the river withssantially greater flow).

A simplified analytic solution mixing was capablé anly roughly approximating the
observed behavior, suggesting that 2-D modelingeisessary in cases where accurate
knowledge of chemical gradients is necessary.

For both RMA2 and RMA4, a single domain with simitddy viscosity and dispersion
coefficients resulted in better agreement with olens than defining two separate

channels.
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Appendix A Codefor Calculating Flow

This appendix section includes major code sectngten in R for handling and
processing data needed for flow estimates. Noludezl are some of the globally-defined
variables, input, and output code unless embedudéghctions that also contain processing code.
Simple functions not pertinent to process of floalcalations, such as identifier functions, are

also no included.

A.1  Main Function

The main function calls all other functions needied data input, classification,
processing, and periodic output. Files associafti#i this code involve motor location files (2
files), sensor data (2 files), and filter with csesectional data files (4 files). Additional
embedded operations not included in separate imdiepe functions are the transform of velocity
vectors from ENU coordinates to longitudinal andnsverse dimensions and shifting of
transverse horizontal distances to begin at thebbaik looking downstream and zero defined at
the WSE at the left bank.

# ===== main function, goes thru all the steps and calls other functions =====
main_redo = function (index){
# ===== indexing which file is which =====

file_indices = (index-1) * 4 + (1:4)
files_full = all_files[file_indices]

# === file check ===

file_check = mapply (fileCheck, 1: length (files_full), MoreArgs = list (files_full),
SIMPLIFY = F)

filecheck_dat = data.frame (do.call (rbind , file_check))

filecheck_labels = c("trans_id" , "run_id" )

colnames (filecheck_dat) = filecheck_labels

# if the folder and immediate folder above are the same, then the files are ok
if (length (unique (filecheck_dat$trans_id) == 1) &
length (unique (filecheck_dat$run_id) == 1)){

tran_id = as.character  (unique (filecheck_dat$trans_id))
run_id = as.character  (unique (filecheck dat$run_id))
}  else {
stop ("are the files in the same folder?" )
}
# back to id'ing files
motorPos_id = grep ("allposition" , files_full)
hydrolab_id = grep ("hydrolab" , files_full)
sontek_id = grep ("sontek" , files_full)
if (length (motorPos_id) ==0 | length (motorPos_id) > 1)
stop ("allposition.txt error" )
if (length (hydrolab_id) ==0 | length (hydrolab_id) > 1)
stop ("hydrolab file error" )
if (length (sontek_id)==0| length (sontek_id) > 1)
stop ("sontek file error" )
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file_positions = c(motorPos_id, hydrolab_id, sontek_id)

commandPos_id = which ((1:4 %in% file_positions) == F)
if (length (commandPos_id) ==0 | length (commandPos_id) > 1)
print ("command position file error"
# =====reading in files, classifying data types, s mall filtering =====
# === reading in motor position log file
motorPos_dat = read.table  (files_full[motorPos_id], header = F, asis = T,
comment.char = " il =T

#filtering out lines that say System_Start_UP
string_Motld = grep ("System_Start UP" |, motorPos_dat[, 2])
motorPos_dat = motorPos_dat[!(1: nrow (motorPos_dat) %in% string_Motld), ]

#changing column data types

motorPos_timeStr = gsub (™" , " , motorPos_dat[, 1])
options  (digits.secs = 2)
motorPos_time = strptime  (motorPos_timeStr, "%F_%H.%M.%0S"
motorPos_dat = chind (motorPos_time, motorPos_dat|[, 2: ncol (motorPos_dat)])

motorPos_dat[, 2

] as.numeric  (motorPos_dat[, 2])
motorPos_dat[, 3]

as.numeric  (motorPos_dat[, 3])

# === reading in command log file
commandPos_dat = read.table (files_fulllcommandPos_id], header = F, asis = T,
comment.char = " il =T

#filtering lines denoting beginning and end of run

string_commandldl = grep ("BEGIN" , commandPos_dat][, 2])

string_command|d2 = grep ("END", commandPos_dat[, 2])

string_command|d3 = c(string_commandldl, string_commandI|d2)

commandPos_dat = commandPos_dat[!(1: nrow (commandPos_dat) %in% string_commandId3),

]

#changing column data types

commandPos_timeStr = gsub (™" , " ,commandPos_dat], 1])
commandPos_time = strptime  (commandPos_timeStr, "%F_%H.%M.%0S"
commandPos_dat = cbind (commandPos_time, commandPos_dat][, 2: ncol (commandPos_dat)])

commandPos_dat[, 2
commandPos_dat[, 3

1= as.numeric  (commandPos_dat[, 2])

] = as.numeric  (commandPos_dat[, 3])
# === defining dwell state ===

dwell_id = which (commandPos_dat[, 4] == "DWELL")

move_id = dwell_id + 1

#making sure dwell is longer than 5 seconds
fullDwell_id = which (commandPos_dat[move_id, 1] - commandPos_dat[dwell_ id, 1] > 5)
dwell_id = dwell_id[fullDwell_id]
move_id =dwell_id + 1

#checking to make sure last dwell has an end
if (max(move_id) > nrow (commandPos_dat))

move_id[ length (move_id)] = dwell_id[ length (dwell_id)]
#taking smaller slice of allposition.txt or motor p osition file
motor_sliceDat = motorPos_dat[motorPos_dat|[, 1] > (commandPos_dat[dwell_id[1], 1]
- 5) & motorPos_dat[, 1] < (commandPos_dat[move_ id[ length (move_id)], 1] +5), ]
#makes two data frames with start, end times, and p osition
comm_dat=  data.frame (start_t = commandPos_dat[dwell_id, 1],
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end_t = commandPos_dat[move _id, 1],

x = commandPos_dat[dwell_id , 2],
y = commandPos_dat[dwell_id 3D

if (nrow (motor_sliceDat) != 0)}{

dwell_dat = mapply (find_times, 1: length (dwell_id), MoreArgs = list (comm_dat,
motor_sliceDat),SIMPLIFY = F)

#collapsing list into data frame

dwell_dat = data.frame (do.call (rbind , dwell_dat))

dwell_labels = c("mot_startTime" , "mot_endTime" , "com_X", "com_Y")
}  else {

#if no smaller slice of allposition.txt found

dwell_dat = comm_dat

dwell_labels = c("com_startTime" , "com_endTime" , "com_X", "com_Y")
}

colnames (dwell_dat) = dwell_labels
dwell_units = c("%Y-%m-%d_%H:%M:%0S$" "%Y-%m-%d_%H:%M:%0S$" "m", "m")
dwell_headers = rbind (dwell_labels, dwell_units)

# =====read in hydrolab file =====
hydro_table = read.table  (files_fulllhydrolab_id], header = F, asis = T,

comment.char = "™, fill = T)

colnames (hydro_table) = HYDROLAB_NEW], 1]
hydro_timeStr = gsub (™" , " ,hydro_table[, 1])
hydro_time = strptime  (hydro_timeStr, "%Y-%m-%d_%H.%M.%0%$"
hydro_EC = hydro_table][, "SpCond" ]
hydro_dat = data.frame (hydro_time, hydro_EC)
hydro_aveDat = mapply (hydro_ave, 1: nrow (dwell_dat), MoreArgs = list (dwell_dat,
hydro_dat), SIMPLIFY = F)
hydro_aveDat = data.frame (do.call (rbind , hydro_aveDat))
hydro_aveDatLabels = c( "hyd_startTime" , "hyd_endTime" , "mean_SC")

colnames (hydro_aveDat) = hydro_aveDatlLabels
hydro_aveDatUnits = c("%Y-%m-%d_%H:%M:%0S$" "%Y-%m-%d_%H:%M:%0S$" "uS/cm" )
hydro_aveDatHeaders = rbind (hydro_aveDatLabels, hydro_aveDatUnits)

# =====read in sontek file =====
sontek_table = read.table  (files_full[sontek_id], header = F, asis = T,

comment.char = "™, fill = T)

colnames (sontek_table) = SONTEK_STREAMED], 1]
sontek_timeStr = gsub (""" , " ,sontek_table[, 1])
sontek_time = strptime  (sontek_timeStr, "%Y-%m-%d_%H.%M.%0%$"
sontek_table = cbind (sontek_time, sontek_table][, 2: ncol (sontek_table)])

#filter out when heading, pitch, and roll = 0

bad_id = which (sontek_table[, "Pitch" ]1==0&
sontek_table], "Roll" ]1==0&
sontek_table], "Heading" ]==0)
sontek_filt = sontek_table[!(1: nrow (sontek_table) %in% bad_id), ]
son_intTimeStr = paste (sontek filt], "Year" ],
sontek_filt], "Month" ],
sontek_filt], "Day" ],
sontek _filt], "Hour" ],
sontek_filt][, "Minute" ],
sontek_filt][, "Second" ],
sep= ""
son_intTime = strptime  (son_intTimeStr, "%Y_%m_%d_%H_%M_%S"
#there is a large delay between internal sontek and laptop
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#but the internal sontek clock is sync'ed before de ployment

#hence a large processing time can be added to tran smission time
sontek_dat = data.frame (sontek_filt], 1], son_intTime, sontek_filt[,

8: ncol (sontek_filt)])

colnames (sontek_dat) = c("son_time" , "son_intTime"

SONTEK_STREAMED[8: nrow (SONTEK_STREAMED), 1])

sontek_aveDat = mapply (sontek_ave, 1: nrow (dwell_dat), MoreArgs = list (dwell_dat,
sontek_dat), SIMPLIFY = F)
sontek_aveDat = data.frame (do.call (rbind , sontek_aveDat))
sontek_aveDatlLabels = c( "son_startTime" , "son_endTime" , "son_intStartTime" ,
"son_intEndTime" , 'numPts" , "velE" , "velN" , "velU" , "rangeToBound" , "velMag" )
sontek_aveDatUnits = c("%Y-%m-%d_%H:%M:%0S$" "%Y-%m-%d_%H:%M:%0S$" "%Y-%m-
%d_%H:%M:%S" , "%Y-%m-%d_%H:%M:%S" "units" , "cm/s" , "cm/s" , “"cm/s" , "m", "cm/s"
colnames (sontek aveDat) = sontek_aveDatLabels
sontek_aveDatHeaders = rbind (sontek_aveDatLabels, sontek_aveDatUnits)
# === accounting for declination ===
# radians, degrees from noaa
shift_rad = 14.25 * pi /180
# essentially counter-clockwise shift
velE_decl = sontek_aveDat$velN * sin (shift_rad) + sontek_aveDat$velE *
cos (shift_rad)
velN_decl = sontek_aveDat$velN * cos (shift_rad) - sontek_aveDat$velE *

sin (shift_rad)

# === making velocities longitudinal
T1_angle =-1.594128997
T2_angle = 139.6636998
T3_angle = 21.78905762
T4_angle = 62.01801994

Tl rad = abs (T1_angle* pi /180)
T2_rad = abs (T2_angle* pi /180)
T3 rad = abs (T3_angle* pi /180)
T4 _rad = abs (T4_angle* pi /180)
# if its transect 1 make a clockwise move
if (tran_id == "tranl" ){
vel_long = velN_decl * cos (T1_rad) + velE_decl * sin (T1_rad)
vel_tran = velE_decl * cos (T1_rad) - velN_decl * sin (T1_rad)
}  else if (tran_id== "tran2" K
# counterclockwise for transect 2
vel_long = velN_decl * cos (T2_rad) - velE_decl * sin (T2_rad)
vel_tran = velE_decl * cos (T2_rad) + velN_decl * sin (T2_rad)
} else if (tran_id== "tran3" )
#counterclockwise for transect 3
vel_long = velN_decl * cos (T3_rad) - velE_decl * sin (T3_rad)
vel_tran = velE_decl * cos (T3_rad) + velN_decl * sin (T3_rad)
} else if (tran_id == "trand" K
#counterclockwise for transect 3
vel_long = velN_decl * cos (T4 _rad) - velE_decl * sin (T4_rad)
vel_tran = velE_decl * cos (T4 _rad) + velN_decl * sin (T4_rad)
}
newVel_dat = cbind (velE_decl, velN_decl, vel_long, vel_tran)
newVel_names = c("vele_decl" , "velN_decl" , "vel_long" , "vel_tran" )
colnames (newVel_dat) = newVel_names
newVel_units = c("em/s" , "em/s" , "cm/s" , "cm/s" )
newVel_headers = rbind (newVel_names, newVel_units)
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# === combine all data ===
newDat01 = cbind (dwell_dat, hydro_aveDat, sontek_aveDat, newVel_dat )
newDat01_headers = cbind (dwell_headers,
hydro_aveDatHeaders,
sontek_aveDatHeaders,
newVel_headers)
time_id = grep ("Time" , colnames (newDat01))
timeStr = mapply (timeToStr, 1: length (time_id), MoreArgs = list (time_id, newDat01))
newDat01[, time_id] = timeStr

# adds distance from left endpt and elevation
T1_WSE =11.379
# subjective b/c it wasn't measured, the T3 WSE was chosen
T2_WSE =11.442
T3_WSE =11.442
T4_WSE =11.393

T1_HOFFSET = 20.335
T2_HOFFSET = 7.46
T3_HOFFSET =10.1
T4_HOFFSET = 4.948

# cm the sample volume is under the surface
sontek_depth = 0.20

transect_folder = "C:/Documents and Settings/hank/Desktop/201006 data thesis
organized/xs calcs/transect_bath/"

# provide proper adjustment and assign bottom file

if (tran_id == "tranl" ){
h_dist = 75.05604888- dwell_dat[, 3] - T1_HOFFS ET
v_elev=T1 WSE + dwell_dat[, 4] - sontek_depth
bound_file = paste (transect_folder, "T1_bottominterp.csv" , sep= ")
wse = T1_WSE
} else if (tran_id== "tran2" ){

h_dist = dwell_dat[, 3] + T2_ HOFFSET
v_elev =T2_WSE + dwell_dat[, 4] - sontek_depth

bound_file = paste (transect_folder, "T2_bottominterp.csv" , sep= ")
wse = T2_WSE
} else if (tran_id== "tran3" K

h_dist = dwell_dat[, 3] + T3_HOFFSET
v_elev = T3_WSE + dwell_dat[, 4] - sontek_depth

bound_file = paste (transect_folder, "T3_bottominterp.csv" , sep= ")
wse = T3_WSE
} else if (tran_id== "trand" )

h_dist = dwell_dat[, 3] + T4_HOFFSET
v_elev =T4_WSE + dwell_dat[, 4] - sontek_depth

bound_file = paste (transect_folder, "T4_bottomInterp.csv"” , sep= ")
wse = T4_WSE
}

newDat02 = cbind (newDat01, h_dist, v_elev)

newDat02_labels = c("dist_LeftPt" , "elevation"” )

newDat02_units = c("m", "m")

colnames (newDat02) =  c(newDat01_headers[1, ], newDat02_labels)
newDat02_headers = rbind (newDat02_labels, newDat02_units)
newDat02_headers = cbind (newDatO1_headers, newDat02_headers)
bound_dat = read.table  (bound_file, header = T, sep= "" , asis = T)
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visited_xPts = unique (newDat02][, "dist_LeftPt" )]

# returns distance, elevation, index of points clos est to the x-position passed to
it
bound_datPts = mapply (findBound, 1: length (visited_xPts), MoreArgs =
list (bound_dat, visited_xPts),SIMPLIFY = F
bound_datPts = data.frame (do.call (rbind , bound_datPts))
# finally to the filtering
newDat03 = mapply (boundDat, 1: nrow (bound_datPts),
MoreArgs = list (bound_datPts, newDat02, visited_xPts, wse),
SIMPLIFY = F)
newDat03 = data.frame (do.call (rbind , newDat03))
newDat03 = newDat03[newDat03[, 1] != -1, ]
newDat03_labels = c( "velLongWeighted" , "pts_deleted" )
newDat03_units = c("ecm/s" , "units" )
newDat03_headers = rbind (newDat03_labels, newDat03_units)
newDat03_headers = cbind (newDat02_headers, newDat03_headers)

colnames (newDat03) = newDat03_headers|[1, ]
print (paste (tran_id, run_id))

# === depth averaging ===

depAveNames =  c( "dist_LeftPt" , "mean_SC", "velMag" , "vel_long" , "velLongWeighted" )
depAve =  aggregate (newDatO3[, depAveNames], list (newDatO3], "dist_LeftPt" 1), mean)
newDat04 = depAve], 2: ncol (depAve)]

newDat04_units = c("m", "uS/cm" , "cm/s" , "cm/s" , "cm/s" )

newDat04_headers = rbind (depAveNames, newDat04_units)

# === outputting this before boundary filter ===
# no boundary output

# output_fnl = paste(tran_id, run_id, "noBound.csv "sep="_"
# output_fulll = paste(getwd(), "processing", outp ut_fnl, sep ="/")
# write.table(newDat02_headers, output_fulll, quot e=F,sep=",", col.names = F,
# row.names = F)
# write.table(newDat02, output_fulll, quote = F, s ep =",", col.names = F,
# row.names = F, append = T)
# boundary output
boundName =  paste ("bound" , boundary, "cm.csv' , sep = ")
output_fn2 = paste (tran_id, run_id, boundName, sep= " "
output_full2 = paste (getwd (), ‘“processing" , output_fn2, sep = "[")
write.table (newDat03_headers, output_full2, quote = F, sep = "" , col.names = F,
row.names = F)
write.table (newDat03, output_full2, quote = F, sep = "" , colnames = F, row.names
= F, append = T)
# depth average output
depName = paste ("depAve" , boundary, "cm.csv' , sep = ")
output_fn3 = paste (tran_id, run_id, depName, sep= "")
output_full3 = paste (getwd (), “processing" , output_fn3, sep = "[")
write.table (newDat04_headers, output_full3, quote = F, sep = "" , col.names = F,
row.names = F)
write.table (newDat04, output_full3, quote = F, sep = "" , colnames = F, row.names

= F,append = T)

# finds midpoints
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sortedPts = sort (newDat04], "dist_LeftPt" )]

filtered_bound = bound_dat[bound_dat[, 2] < wse, ]

leftPtID = which (filtered_bound[, 1] == min (filtered_bound][, 1]))
leftX = filtered_bound[leftPtID, 1]

rightPtID = which (filtered_bound[, 1] == max(filtered_bound[, 1]))

rightX = filtered_bound[rightPtID, 1]

#left_mid = (leftX + midpts[1])/2
#right_mid = (rightX + midpts[length(midpts)])/2

# variable names corresponding to midsection method
b n=  c(leftX, sortedPts, rightX)

#=== calculating flow via midsection method, note q landgn=0===
flow_rectangles = mapply (findFlow, 2:( length (b_n)-1), MoreArgs = list (b_n,
filtered_bound, newDat04, wse))

# computed flux

Q_transect = sum(flow_rectangles)

start_time = min (dwell_dat[, 1])

start_timeStr = stritime  (start_time, "%Y-%m-%d_%H:%M:%0%$"

end_time = max(dwell_dat[, 2])

end_timeStr = stritime  (end_time, "%Y-%m-%d_%H:%M:%0%$"

dat = cbind (start_timeStr, end_timeStr, tran_id, run_id, Q_tra nsect)

return (dat)

A.2  Defining Dwell States

This code defines the time-domain of every dweltesby comparing two different motor
log files. One file is the command file with thenéstamp of when the dwell begins and ends.
The other file is the motor log file periodicallypdated with timestamps, more often when the
motors are moving. The code will by default fattoe motor log file timestamps, but if the time
entry is missing, it will choose the command fileéstamps. An additional buffer of 5 seconds
at the beginning and end of the dwell states adeddo avoid collecting sensor data when the

apparatus is actually in motion.

# ===== function to define dwell state =====
find_times = function  (index, comm_dat, motor_sliceDat){
#takes closest time between motor log and start and end of dwells from command log
motorStart_t = which.min (abs (as.numeric (comm_dat[index, "start_t" 1-
motor_sliceDat][, 1])))
motorEnd_t= which.min (abs (as.numeric (comm_dat[index, "end_t" ] - motor_sliceDat][,
)
#creates 10 second buffer for the start and end of dwell times in motor logs
motor_sDatRange = motor_sliceDat[motor_sliceDat[, 1] >
motor_sliceDat[motorStart_t, 1] - 5 & motor_slic eDat[, 1] <
motor_sliceDat[motorStart_t, 1] + 5, ]
motor_eDatRange = motor_sliceDat[motor_sliceDat[, 1 1> motor_sliceDat[motorEnd_t,

77



1] - 5 & motor_sliceDat[, 1] < motor_sliceDat[moto rEnd_t, 1] + 5, ]

#takes closest distance between motor log and start and end of dwells from command
log
start_dist = sqrt  ((comm_dat[index, "X" ]- motor_sDatRange][, 2])*2 +
(comm_dat[index, "y" ]- motor_sDatRange[, 3])"2)
end_dist = sqrt ((comm_dat[index, "x" ]- motor_eDatRange[, 2])*2 +
(comm_dat[index, "y" ]- motor_eDatRange[, 3])"2)

#checking distances
if ('min (start_dist) > 0.3 | min (end_dist) > 0.3)
stop ("something fishy between motor and command position logs" )

#id start/end minimum distances

startDist_minld = min ( which (start_dist == min (start_dist)))
endDist_minld = max( which (end_dist == min (end_dist)))
#checks the indices to see if they're pointing at t he same thing
timeDiff_dist = as.numeric (motor_eDatRange[endDist_minld, 1] -
motor_sDatRange[startD ist_minld, 1])

#if the time difference is 0, use command log time

if (timeDiff_dist == 0){

dat = comm_dat[index, 1:4]

}  else {

#otherwise, use motor log time

dat = data.frame (start_t = motor_sDatRange[startDist_minld, 1],
end_t = motor_eDatRange[endDis t_minld, 1],
x = comm_dat[index, 3],
y = comm_dat[index, 4])

return (dat)

}

A.3 Averaging Sensor Data in Dwell States
This code averages the raw data the sensor proagbesding to the sensor timestamps.
Special care needs taken for the Sontek ADV whimsestamp is the beginning of a 3 second

averaging period. Therefore, an additional timidsus added for averaging.

# ===== hydrolab averaging by dwell state =====
hydro_ave =  function (index, dwell_dat, hydro_dat){
# slices data from the dwell start and end time wit h 0.5 second buffer at the
beginning and end
hydro_slice = hydro_dat[hydro_dat[, 1] > dwell_da tlindex, 1] + 0.5 &
hydro_dat[, 1] < dwell_da tlindex, 2] - 0.5, ]
hydro_startT = hydro_slice[1, 1]
hydro_endT = hydro_slice[ nrow (hydro_slice), 1]
hydro_mean = mean(hydro_slice[, 2])
dat = data.frame (h_startT = hydro_startT, h_endT = hydro_endT, SC_m ean =

hydro_mean)

return (dat)

}
# ===== averages sontek data and calculates magnitu de velocity =====
sontek_ave = function  (index, dwell_dat, sontek_dat){
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#sontek stamps the beginning of each 3 second avera ging interval

#internal clock considered to be reliable probably due to internal processing time

sontek_slice = sontek_dat[sontek_dat[, 2] > dwell _dat[index, 1] +5 &
sontek_dat[, 2] < dwell _dat[index, 2] - 5, ]

sontek_startT = sontek_slice[1, 1]
sontek_endT = sontek_slice[ nrow (sontek_slice), 1]

#takes the internal sontek time, the clocks are dra stically different
intSontek_startT = sontek_slice[1, 2]
intSontek_endT = sontek_slice[ nrow (sontek_slice), 2]

#takes only useful columns
col_names = c("WaterVell X_E" , "WaterVel2_Y_N" , "WaterVel3_Z U" , "EndLoc" )
sontek_slice = sontek_slice[, col_names]

#calculates velocity magnitude

sontek_velMag = sqrt  (sontek_slice[, "WaterVell _X_E" J*2+
sontek_slice], "WaterVel2_Y_N" J*2+
sontek_slice], "WaterVel3d_Z U" ]*2)
sontek_slice = cbind (sontek_slice, sontek_velMag)

#conditional for exorbitant velocity values
badVel_id = which (sontek_slice$sontek_velMag > 180)
if (length (badVel_id) > 0){
sontek_slice = sontek_slice[!(1: nrow (sontek_slice) %in% badVel_id), ]

#takes average over columns
sontek_mean = colMeans (sontek_slice)

#matrix helps fill data.frame by column

sontek_mean = matrix (sontek_mean, nrow =1)
numPts = nrow (sontek_slice)
dat = data.frame (s_startT = sontek_startT,

s_endT = sontek_endT,
s_intStartT = intSontek_startT,
s_intEndT = intSontek_endT,
numPts = numPts,
sontek_mean)

return (dat)

}

A.4  Mapping Sensor Data River Bed Topography
The interpolated cross-sectional river bed topdgyap chosen for each sensor data by
choosing the closest corresponding lateral location

# ===== finds the corresponding elevation to the vi sited points ====
findBound = function  (index, bound_dat, visited_xPts){
min_id = which.min (abs (bound_dat][, 1] - visited_xPts[index]))

dat = cbind (bound_dat[min_id, ], min_id)
return (dat)
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A.5 Filtering, Calculating Depth-averaged Ve ocity, and Ve ocity I ntegration

The remaining code first filters ADV measuremeritsse to or beyond the river bed.
The code then applies the vertical velocity methodestimate the depth-averaged velocity,
assigning weights to each velocity depending on depth ratio of the velocity point
measurement. Finally the code integrates the itglfield by multiplying the depth-averaged
velocity to the associated cross-sectional slicea aestimated with a rectangle, and finally

summing the pieces.

# ===== mean velocity weighted by ratio =====
velWeight = function  (index, dat_slice02, elevBound, wse){
# ratio between depths
ratio = (wse - dat_slice02[index, "elevation"” ))/(wse - elevBound)
# vertical-velocity curves determined by Hulsing, S mith, & Cobb

if (ratio >0 & ratio < 0.2){
ratio_toAve = 1.160

} else if (ratio>=0.2 & ratio < 0.3{
ratio_toAve = 1.149

} else if (ratio>=0.3 &ratio < 0.4{
ratio_toAve = 1.130

} else if (ratio>=0.4 &ratio < 0.5(
ratio_toAve = 1.108

} else if (ratio>=0.5 & ratio < 0.6){
ratio_toAve = 1.067

} else if (ratio>=0.6 &ratio < 0.7){
ratio_toAve = 1.020

} else if (ratio>=0.7 &ratio < 0.8{
ratio_toAve = 0.953

} else if (ratio>=0.8 &ratio < 0.94
ratio_toAve = 0.871

} else if (ratio>=0.9 & ratio < 0.95){
ratio_toAve = 0.746

} else if (ratio>=0.95 & ratio <= 1){
ratio_toAve = 0.648

}
vel_longWeight = dat_slice02[index, "vel_long" ]* (1/ratio_toAve)
dat = cbind (dat_slice02[index, ], vel_longWeight)

return (dat)

# ===== goes the the id'd boundary points and filte rs out data ====
boundDat = function (index, bound_datPts, newDat02, visited_xPts, wse){
dat_slice = newDat02[newDat02], "dist_LeftPt" ] == visited_xPts[index], ]
# safe distance is 20 cm from transducer
# note that the 10 cm sample volume is already acco unted for
safe_distID = which (dat_slice], "elevation" ] - bound_datPts[index, "elevation_m" ]
> (boundary/100))
#safe_distID = which(dat_slice[, "elevation"] - bou nd_datPts[index, "elevation_m"]
>0)

# record of pts deleted
pts_deleted = nrow (dat_slice) - length (safe_distID)

if (length (safe_distID) == 0){
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dat=-1

} else {

# applies typical velocity curve ratios to longitud inal velocities

vel_weight = mapply (velWeight, 1: length (safe_distID),
MoreArgs = list (dat_slice02 = dat_slice[safe_distID, ],
elevBound = bound_datPts[in dex, ‘“elevation_m" ], wse),

SIMPLIFY = F)
vel_weight = data.frame (do.call (rbind , vel_weight))
dat = cbind (vel_weight, pts_deleted)

return (dat)

# ===== calculates flow according to midsection met hod =====
findFlow = function  (index, b_n, filtered_bound, newDat04, wse){
# finds closest interpolated point
closest_bnID = which.min ( abs (filtered_bound[, 1] - b_n[index]))

# accounts for wse
depth = wse - filtered_bound][closest_bnID, 2]
vel = newDat04[newDat04[, "dist_LeftPt" ] ==b_n[index], "velLongWeighted" ]

# convert to meters
vel_m =vel/100

# computes flow at rectangle

dat = vel_m * (b_n[index + 1] - b_n[index - 1])/2 * depth
return (dat)
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