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CHAPTER 9

Mathematical Modeling
of Implicit Social Cognition

The Machine in the Ghost

Jeffrey W. Sherman, Karl Christoph Klauer,
and Thomas J. Allen

Ithough implicit measures often are por-

trayed as pure indices of automatic associa-
tions, instead they reflect the joint contributions
of a variety of processes that may be automatic or
controlled component processes. Mathematical
modeling of implicit rask performance attempts
to identify and measure these processes. This ap-
proach can shed light on a number of important
theoretical and empirical issues surrounding im-
plicit social cognition. Modeling also avoids some
significant methodological problems inherent in
other means of measuring automatic and con-
trolled aspects of social cognition. The first part of
this chapter describes some difficulties in the in-
terprefation and use of implicit measures and the
related advantages of modeling approaches. The
second part of the chapter reviews specific models
thar have been used to account for performance
on various implicit measures and the questions to
which they have been applied.

However, before turning to the central concerns
of this chapter, some definitional issues require
comment. In discussing implicit social cognition,
it is important to distinguish among features of the
measurement procedure, the behavioral responses
obtained with those procedures, and the psycho-
logical constructs those responses are meant to
reflect. In this chapter, we refer to measurement
procedures thar assess artitudes and knowledge
indirectly (ie., without explicirly asking people to
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report their attitudes and knowledge) as implicit
measures or implicit tasks. The term indirect mea-
sure may be technically more accurate for our in-
tended meaning (see De Houwer & Moors, Chap-
ter 10, this volume), but we nevertheless use the
common terminology of implicit.

Behavioral responses on these measures (e.g,
button presses measured in reaction times or error
rates) are referred to as behavioral responses or
behavioral bias. In the implicit social cognition
literature, these behavioral responses usually are
labeled as implicit attitudes or implicit knowledge
(e.g., stereotypes). We, too, use these terms when
it would be awkward, abnormal, or confusing to do
otherwise. However, their use may be a source of
misunderstanding. In some cases, these terms are
meant to imply a specific representational model,
most typically that the behavioral responses re-
flect underlying associations in memory (the pre-
sumed underlying psychological construct). Yet
in other cases, the labels are used simply as a way
to describe the behavioral outcomes of implicit
measures and do not carry strong implications
about mental representation. One central aim of
the modeling approach is to specify the extent to
which behavioral responses reflect the activation
of associations versus other response processes. As
such, it would make little sense to promote the as-
sumption that the behavioral responses reflect un-
derlying associations. Thus, in this chapter, use of
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the rerm implicit attitude or implicit stereotype car-
ries no representational assumption.

Because for purposes of this chapter implicit at-
titude simply refers to an attitude that is measured
with an implicit measure, our use of the term also
implies nothing about the automatic nature of the
hypothetical constructs (e.g., evaluarive associa-
tions) and processes (e.g., detection of correct re-
sponses) that generate behavioral response biases.
Those underlying constructs and processes may
or may not influence responses efficiently (e.g., in
the absence of time or processing resources), with-
out awareness or without intention, or be difficult
to inhibit (Bargh, 1994). Which, if any, of these
varying components of automaticity apply to a
particular construct or process can be determined
only through empirical research. The components
do not necessarily covary with one another, and
a given construct or process may possess features
of both automaticity and control. Furthermore,
these features may change over time (e.g., through
extensive practice, an initially controlled process
may acquire features of automaticity). Detailed
analyses of the precise manners in which given
constructs or processes are automatic is beyond
the scope of this chapter (see Moors, Spruyt, & De
Houwer, Chapter 2, this volume).

A BRIEF OVERVIEW OF
MATHEMATICAL MODELING

This chaprer is not meant to provide a compre-
hensive descriprion of mathematical modeling
approaches in psychology. Such accounts can be
found elsewhere (e.g, Luce, 1995, 1999; Myung
& Pitt, 2002). Nevertheless, before we turn to the
core of this chapter, a very brief sketch of the na-
ture of mathemarical modeling may be useful for
readers unfamiliar with the approach.
Mathematical modeling of implicit measures
seeks to idenrify and quantify the processes that
account for performance on the measures. To do
s0, models atrempt to describe outcomes on the
measures (error rates, reaction times) via a set of
variables (or parameters) and a set of equations
that establish relationships among the variables.
The variables in the equations represent the hy-
pothesized component processes (e.g, activation
of associations, derecting a correct response, over-
coming bias, response bias). Solving for these vari-
ables yields estimates of the extent of the process-
es. In some cases, such as with Signal Detection
Theory (SDT; Correll, Park, Judd, & Wittenbrink,
2002; Green & Swets, 1966) or Process Dissocia-

tion (PD; Jacoby, 1991; Payne, 2001), the equa-
tions can be solved algebraically. In other cases,
such as with multinomial models (e.g., Batchelder
& Riefer, 1999; Sherman et al.,, 2008; Stahl &
Degner, 2007) or diffusion models (e.g., Klauer,
Voss, Schmirz, & Teige-Mocigemba, 2007; Ratc-
liff, 1978), parameter estimates are systematically
varied through maximum-likelihood estimation
or related procedures to determine the values that
most closely reproduce actual task performance.
There are two main purposes of modeling.
First, it is used to identify the processes that best
account for performance on the task of interest
(i.e., model fitting). Models can be compared on
this dimension to determine their relative merits
in describing a task. Second, modeling is used to
extract measures of component processes that may
then function as distinct variables. For example,
the Quad model (e.g.,, Conrey, Sherman, Gawron-
ski, Hugenberg, & Groom, 2005; Sherman et al.,
2008) estimates four qualitatively distinct process-
es: Association Activation, Detection, Overcom-
ing Bias, and Guessing. The component process
estimates provided by a model may be used to
predict individual differences in traits or motives
(e.g., Amodio, Devine, & Harmon-Jones, 2008;
Payne, 2005), group demographics (e.g., Gonsalko-
rale, Sherman, & Klauer, 2009), performance on
explicit measures (e.g., Klauer et al., 2007; Payne,
2001), performance on different implicit measures
(e.g., Payne, 2005), neuropsychological measures
(e.g, Amodio et al.,, 2008; Beer et al., 2008), social
judgments (e.g., Payne, 2005), and behavior (e.g.,
Gonsalkorale, von Hippel, Sherman, & Klauer,
2009). Model-derived process estimates may pre-
dict these outcomes with greater specificity and
acuity than raw implicit task performance. As an
example, model components derived from two dif-
ferent implicit attitude measures (e.g., estimates of
association activation derived from two different
measures) may correlate more strongly with one
another than the behavioral biases (e.g., based
on reaction times or errors) demonstrared on the
two measures (e.g., Payne, 2005). Likewise, model
components derived from an implicit measure of
an attitude may correlate more strongly or sub-
tly than the reaction time-based behavioral bias
with an explicit measure of the attitude or with
an atritude-relevant behavior (e.g., intergroup be-
havior; Gonsalkorale, Sherman, et al.,, 2009). In
this way, modeling helps to clarify the meanings of
the different measures and provides an enhanced
method for determining the extent to which dif-
ferent measures (or a measure and a behavior) re-
flect the same or different underlying component
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processes and representations. This process also
provides a means of enhancing the demonstrated
relationships among measures and behaviors that
may appear to lack correspondence. These issues
are addressed later in greater detail.

The component process estimates provided by
models also may be used as dependent variables.
For example, one might examine the impact of ex-
emplar exposure (e.g., Gonsalkorale, Allen, Sher-
man, & Klauer, 2009), social context (Conrey et
al., 2005; Lambert et al., 2003); stimulus context
(e.g,, Allen, Sherman, & Klauer, 2009), processing
goals (Payne, Lambert, & Jacoby, 2002), or train-
ing programs (e.g., Plant, Peruche, & Butz, 2005;
Sherman et al., 2008) on specific process estimates
derived from modeling an implicit measure. As
described in more detail later, this permits a bet-
ter understanding of the specific means by which
these manipulations influence performance on
implicit measures (see Gawronski & Sritharan,
Chapter 12, this volume).

It is important to note that applying or fitting a
model provides estimates of the process paramerers
but, in itself, cannot validate the psychological
meanings of those parameters. That is, whether the
parameters reflect their intended processes must be
established independently via construct validarion
studies. For example, if a parameter is meant to re-
flect an automatic association or process, then that
automaticity must be demonstrated empirically.
This might be achieved by showing thar the influ-
ence of the underlying association or process on
the parameter estimate in question is unaffected
by a cognitive load or a short response deadline
(i.e., the efficiency component of automaticity). In
a similar way, the qualitative, psychological nature
of a parameter must be established. For example,
if @ parameter is meant to represent the process
of overcoming activated associations, this might
be demonstrated by showing thar estimares of the
parameter are diminished among older adults (for
whom self-regulation is diminished) or are associ-
ated with reduced expressions of behavioral bias
in a one-on-one intergroup interaction (e.g., Sher-
man et al., 2008).

The equations that describe the relationships
among parameters in a model may be consistent
with many different psychological meanings of
those parameters. For example, the equations in
the Control Default model of PD (Payne, 2001)
stipulate thar automatic race bias influences re-
sponses only if controlled detection of the correct
response fails (see later discussion). However, given
this mathemartical constraint, there are a number
of potentially valid ways to describe the psycho-

logical meanings of the automatic and controlled
components (Klauer & Voss, 2008). For instance,
the automatic and controlled parameters may re-
flect processes that operate in parallel, with the
controlled process resolving conflicts between si-
multaneously generated automatic biases and cor-
rect responses. Alternatively, the automaric process
may generate an initial response that is either cor-
rected or not by a subsequent controlled process.
Another possibility is that the automatic process
is engaged only after controlled processing fails
to provide a response. Each of these possible ac-
counts is consistent with the equations of the Con-
trol Default model and the requirement that the
automatic component drives behavior only when
control fails, The same multiplicity of processing
accounts exists for all multinomial models, includ-
ing the Quad model (Sherman etal., 2008) and the
ABC model (Stahl & Degner, 2007). The only way
to distinguish among different processing accounts
and to determine the psychological meaning of the
parameters is through careful validarion studies.

We now describe some of the methodological
difficulties surrounding the use of implicit mea-
sures and the corresponding advantages of model-
ing approaches.

DIFFICULTIES WITH THE USE-
AND INTERPRETATION
OF IMPLICIT MEASURES

People may be unaware of their underlying knowl-
edge and evaluations or unwilling to report them
truthfully. These “willing and able” issues are two
of the most difficult problems for research on arti-
tudes and social cognition. Implicit measures were
developed, in part, to avoid these obstacles by mea-
suring artitudes and knowledge without directly
requesting that respondents report them. In many
cases, people are unaware thar these constructs are
being measured with such rasks. Many proponents
of these measures furcher argue that, even if made
aware of the nature of the task, people are unable
to control their responses. Thus, these measures
are frequently seen as reflecting the unintended,
automatic activation of stored knowledge, whose
expression largely cannot be altered or inhibited
(e.g., Bargh, 1999; Devine, 1989; Fazio, Jackson,
Dunton, & Williams, 1995; Greenwald, McGhee,
& Schwartz, 1998; Kim, 2003). Taken in conjunc-
tion with explicit measures (e.g, questionnaires),
implicit measures are often used to compare and
contrast automatic and controlled (or implicit and
explicit) social cognition.
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Task Confounds

Although this task dissociation approach has
proven useful, it has significant drawbacks. First,
assessing automatic and controlled components
of knowledge with separate measures introduces a
confound berween process type (e.g., automatic vs.
controlled) and measurement task (e.g, Implicit
Association Test vs. questionnaire). Undoubredly,
implicit measures are less subject to awareness and
intention than are explicit measures. However,
there may be other important differences between
any pair of implicit and explicit tasks beyond the ex-
tent to which they tap automaric versus controlled
processing. Indeed, when these rask-specific differ-
ences are reduced, correlations berween implicit
and explicit measures are increased (Gawronski
& LeBel, 2008; Payne, Burkley, & Srokes, 2008;
Ranganath, Smith, & Nosek, 2008).

An instructive example of the possible sig-
nificance of confounding task and process can be
found in the memory literature. As in the domain
of implicit social cognition, for years different mea-
sures were used to assess what were thoughr to be
independent implicit and explicit types or systems
of memory. However, Roediger and his colleagues
determined that, whereas implicit measures of
memory had tapped perceptual encoding processes,
explicit measures had tapped conceptual encoding
processes (e.g., Roediger, 1990). Instantaneously, a
whole generation of research depicting differences
between implicit and explicit types of memory was
open to reinterpretation as reflecting, instead, dif-
ferences in measures that rapped perceptual and
conceptual encoding processes. As of yet, no one
has provided a similar overarching reinterpretation
of dissociations between implicit and explicit mea-
sures of social cognition. However, Roediger’s ex-
ample should serve as a cautionary tale for applying
task dissociation logic to implicit social cognition.

Implicit Measures
Are Not Process Pure

The more general point is that no task is “pro-
cess pure.” Any task that requires an observable
response (e.g., a button press) cannot be entirely
automatic, and no task is immune from the influ-
ence of automatic processes (e.g., Jacoby, Toth, &
Yonelinas, 1993). Rather, all tasks involve an on-
going interplay among simultaneously occurring
automatic and controlled processes. As such, a be-
havioral response, in and of itself, is incapable of
specifying the nature of the underlying processes
that produced rhe response.

Consider the Stroop task (Stroop, 1935). A
fully literate adult and a young child who knows
colors but does not know how to read may make
an equally small number of errors on the task.
However, very different processes are at work for
the adult and the child. On incompatible trials
(e.g., the word blue written in red ink), the adult
must overcome a habit to read the word in order
to name the color of the ink correctly. In contrast,
the child has no habit to overcome; he or she sim-
ply responds to the color of the ink.

The same principle applies to implicit mea-
sures in social cognition, many of which have a
Stroop-like structure of compatible (e.g., pairing
black faces with negative words and white faces
with positive words) and incompatible (e.g., pair-
ing black faces with positive words and white
faces with negative words) trials (for a review,
see Gawronski, Deutsch, LeBel, & Peters, 2008).
Thus, the performance of two people who appear
to have different implicit attitudes may reflect
nonattitudinal processes. For example, the two
people may have equally strong evaluative associa-
tions, but one person is betrer able to effectively
overcome them in responding to the demands of
the task. In the same way, the performance of two
people who appear to have equally strong implicit
attitudes on such measures may reflect very dif-
ferent underlying processes. Whereas one person
may have strong automatic evaluative associations
that are successfully overcome in responding, the
other may have weaker associations that are not
overcome so well. The measure itself cannot dis-
tinguish between the two cases. The distinction
is well worth making because the causes, conse-
quences, and cures of having strong automatic as-
sociations versus weak self-regulatory abilities are
very different.

An important methodological implicarion is
that, when taken as pure reflections of automatic
associations, implicit measures underestimate the
extent of cognitive control. The equally important
corollary is that a strong ability to overcome auto-
matic associations on implicit measures may mask
the true extent of automatic bias (e.g., Sherman et
al., 2008).

Simultaneous Processes

A related drawback to the task dissociation ap-
proach is that it cannot reveal the simultaneous
contributions of multiple-component processes,
both automaric and controlled. If we assume that
responses on any implicit measure reflect the joint
contributions of automatic and controlled process-
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es (or even multiple automatic and controlled pro-
cesses), then it would be advantageous to have a
means to track those contributions independently.
However, because implicit and explicit measures
often are taken as self-contained, process-pure es-
timates of a single, specific automatic or controlled
component, there is no way to assess the ongoing
interplay of these processes in producing a dis-
crete response on a particular task. This necessar-
ily produces an overly simplified depiction of the
processes that underlie performance on implicit
measures.

Implicit Social Cognition

Is gonstructed, Not Revealed

The preceding discussions all converge on the im-
portant point that responses on implicit measures
are just that: responses on measures. As such, there
are many factors and processes that may intervene
in the translation of underlying representations
into responses on implicit measures. Although the
constructive nature of responses on explicit mea-
sures of attitudes has been well appreciated (e.g,
Wilson & Hodges, 1992), generally, the same has
not been true for implicit measures. Because re-
sponses on implicit measures typically are viewed
as inevitable and uncontrollable (e.g., Bargh, 1999;
Devine, 1989), they have been portrayed as reflect-
ing areal, true, and singular underlying representa-
tion to a much greater extent than have responses
on explicit tasks (e.g., Dovidio & Fazio, 1992; Fazio
et al., 1995).

However, although implicit measures are cer-
tainly less susceptible to intention and less reliant
on awareness than are explicit measures, evidence
makes clear that implicit attitudes are not the sin-
gular, stable entities they once were thought to be.
For example, there is now considerable evidence
that responses on implicit measures may be in-
fluenced by a variety of personal and contextual
factors (e.g., Blair, 2002; Sherman et al., 2008).
Moreover, implicit measures of attitudes show
poorer test—-retest reliability than do explicit mea-
sures and smaller correlations across measures of
the same attitude object than do explicit measures
(e.g, Cunningham, Preacher, & Banaji, 2001;
Kawakami & Dovidio, 2001). These findings are
hard to reconcile with the view that implicit mea-
sures directly tap singular, true attitudes thar are
stable across contexts. Furthermore, these results
indicate that implicit measures are no different
than all other psychological measures: there is a
translational gap berween the construct and the
way it is measured.

Advantages of Modeling

Modeling approaches avoid these difficulties, as-
suming that no measure is process pure and that
multiple processes (both automatic and con-
trolled) exert independent and simultaneous in-
fluences on any task. The purpose of modeling is
to identify and quantify these processes, describe
how they interact to produce observed outcomes
on the measures (e.g., biases in error rates or reac-
tion times), and describe how they relate to other
measures and behaviors. Because estimates of the
component processes are derived from behavior on
a single task, modeling techniques also avoid con-
founding task and process.

MODELS OF IMPLICIT MEASURES

We now review formal models that have been pro-
posed to account for performance on different im-
plicit measures. This section is not meant to offer
detailed descriptions of the procedures involved in
applying the models. For that level of detail, inter-
ested readers should seek out the primary research
articles that proposed and tested these models, and
which are cited in this chaprer.

Signal Detection (Green & Swets, 1966), PD,
and multinomial models (Batchelder & Riefer,
1999) have been used to model the accuracy data
from implicit measures of social cognition. The
multinomial models include variations of PD
models (Bishara & Payne, 2009) and extensions
of those models, including the Quad model (Sher-
man et al.,, 2008) and the ABC model (Stahl &
Degner, 2007). Finally, Klauer and his colleagues
(2007) have developed a diffusion mode] that takes
into account both error rates and reaction times in
accounting for performance on the IAT.

Signal Detection Theory

SDT has been used primarily to account for two-
option decisions in the domains of perception and
memory (e.g., Green & Swets, 1966). More recent-
ly, it also has been applied to understanding re-
sponses on the Shooter task, an implicit measure of
stereotyping (e.g., Correll et al., 2002; Greenwald,
Qakes, & Hoffman, 2003). To our knowledge, it
has not been applied to other implicit measures,
although it is equipped to analyze data from the
Weapons rask (e.g., Payne, 2001) and other seman-
tic and evaluative priming rasks.

The purpose of SDT is to separate sensitivity
(or discrimination accuracy) and response bias in
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responding. For example, in the domain of recog-
nition memory, SDT identifies one response com-
ponent that reflects the extent to which perceivers
are able to discriminate between items they have
and have not encountered and a second compo-
nent that reflects a bias to call an item old or new.
Although many different equations have been
offered to measure sensitivity (for a review, see
Snodgrass & Corwin, 1988), all of them propose
thar it is reflected by a difference in the prevalence
of hits (i.e., correctly calling an old item old) ver-
sus false alarms (i.e., incorrectly calling a new item
old). By contrast, response bias has been defined
by a number of alternative relationships between
hits and false alarms (for reviews, see Macmillan
& Creelman, 1990; Snodgrass & Corwin, 1988).
An important point about SDT in the context of
implicit social cognition is that the component
processes are not assumed to map onto the distine-
tion between automatic and controlled processes.

In the Shooter task, SDT has been used ro
separate people’s ability to discriminate accurately
whether a target is holding a gun or another ob-
ject from a bias to provide a gun response (shoot)
versus no-gun response (don’t shoot). Correll and
colleagues (2002; see also Correll et al., 2007) re-
ported that participants set a lower response crite-
rion for reporting the presence of a gun for black
targets than for white targets. However, the ability
to discriminate accurately the presence of a gun
did not differ between black and white targets. In
contrast, Greenwald and colleagues (2003) found
both the criterion effect reported by Correll and
colleagues and also that participants were better
able to discriminate between guns and non-guns
for white targets than black targets. There are a
variety of procedural differences in the studies by
Correll and colleagues (2002, 2007) and Green-
wald and colleagues, and the basis for the discrep-
ant results is not clear.

Process Dissociation

Concerns about task confounds and assumptions
of process purity in the literarure on implicit ver-
sus explicit memory led Jacoby (1991; Lindsay &
Jacoby, 1994; see Jacoby, Kelley, & McElree, 1999,
for a review) to develop PD techniques for separat-
ing the auromatic and controlled components of
memory from performance on a single task. The
PD approach assumes that no measure is process
pure, and that automatic and controlled processes
exert independent and simultaneous influences
on any rask. Because estimates of the two compo-
nents are derived from behavior on a single rask,

PD techniques avoid confounding task and pro-
cess.

Payne (2001) recognized thar the same issues
that are problematic for separating implicit and
explicit memory also are problematic for separating
implicit and explicit social cognition, and adapted
PD techniques for use in decomposing automatic
and controlled components of implicit task perfor-
mance. This technique has been applied primar-
ily to the Weapons task (for a review, see Payne,
2008) but also to the Shooter task (e.g., Plant et al.,
2005) and the IAT (e.g., Conrey et al., 2005; Hun-
tsinger, Sinclair, & Clore, 2009; Sherman et al,,
2008; Stewart, von Hippel, & Radvansky, 2009).
In principle, PD is applicable to any task that com-
pares compatible (e.g., black + bad/white + good)
and incompatible (e.g., black + good/white + bad)
trials, in which auromartic and controlled processes
are placed in concert with and in opposition to one
another, including many varieties of semantic and
evaluarive priming tasks, the IAT, the Go/No-Go
Association Task (GNAT; Nosek & Banaji, 2001),
and the Extrinsic Affective Simon Task (EAST;
De Houwer, 2003).

Initially, Jacoby and his colleagues developed
two different models of PD (Jacoby, 1991; Lindsay
& Jacoby, 1994). The primary difference between
the two models is whether automatic or controlled
processes are assumed to be dominant.

The Control Defanlt Model

One model is designed to account for tasks in
which automatic processes are thought to influ-
ence behavior only when control fails (Jacoby,
1991). For example, in recognition memory, Jacoby
(1991) proposed that controlled, effortful recollec-
tive processes will determine judgments whenever
possible. Only when controlled recollection fails
to provide a response will automatically generated
perceptions of an item’s familiarity drive recogni-
rion judgments. This is the PD model that Payne
and others have applied to the Weapons task and
the Shooter task (e.g., for a review, see Payne,
2008; Plant et al., 2005).

STRUCTURE AND USE OF
THE CONTROL DEFAULT MODEL

The logic of the model for these and other prim-
ing tasks is as follows (see Figure 9.1). On compat
ible trials (e.g., a black prime followed by a weapon
target), participants may produce the correct re-
sponse either by correctly identifying the target
through controlled processing (C) or by relying
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FIGURE 9.1. The Control Default process dissociation model. Each path represents a likelihood. Parameters
with lines leading to them are conditional upon all preceding parameters. The table on the right side depicts
correct (') and incorrect (X) responses as a function of process pattern and trial type.

on an automatic stereotypic bias (A) to produce a
“weapon” response, when controlled detection of
the object fails (A*(1 — C)). Thus, the equation for
correct compatible responses is C + A (1 = C). In
contrast, on incompatible trials (e.g., a black prime
followed by a toel target), participants will produce
an incorrect response only when controlled detec-
tion fails, and participants rely on an automatic
bias (A*(1 — C)). Subtracting the equation for
incompatible trials, in which automatic and con-
trolled processes produce opposite responses, from
the equation for compatible trials, in which auto-
matic and controlled processes produce the same
response, provides an estimate of controlled pro-
cessing, C. Subsequently, an estimate of automatic
processing (A) can be derived through simple al-
gebra.!

As indicated by the equarions, this version of
PD proposes that the race of the prime influences
judgments about the target object only if people
fail to identify the target object through controlled
discrimination processes. If the object can be cor-
rectly identified, then race will have no influence
on judgments. Thus, the model permits no role for
automatic processes (e.g., activation of stereotypic
associations) that capture attention and influence
behavior even though the correct response can be
derermined. Researchers applying this model must
be careful to interpret the automatic component
of this model accordingly.

VALIDATION OF
THE CONTROL DEFAULT MODEL

A multinomial model implementation has shown
that the Control Defaulr model accurately predicts
performance on the Weapons task, to which it has

been applied primarily (Bishara & Payne, 2009;
Sherman et al., 2008). The parameters also have
been shown to vary independently of one another.
For example, implementing a response deadline re-
duced C bur left A unaffected (e.g., Payne, 2001).
This finding also provides evidence of the con-
trolled and automatic natures of C and A, respec-
tively. Other findings further support this conclu-
sion. For example, depleting processing resources
through a lengthy ego-depletion manipulation
reduced C but not A (Govorun & Payne, 2006).
In yet another study, A correlated with responses
on implicit measures of bias, whereas C correlated
with other measures of cognitive control such as
an antisaccade task (Payne, 2005). Finally, Stew-
art and colleagues (2009) showed that C but not A
was associated with age-related deficits in inhibi-
tory ability.

The specific qualitative natures of the A and C
parameters are somewhat less clear. The sratus of
the A parameter as representing a race-based bias
is supported by its correlations with behavioral
bias on implicit measures. However, the underly-
ing basis for this A bias is unspecified. The C pa-
rameter appears to be associated with a variety of
controlled processes. One study showed thar the C
parameter correlated with performance on an an-
tisaccade task, which assesses the ability o inhibit
attention from being directed to a distracting cue
(Payne, 2005). The jusementioned dara reported
by Stewart and colleagues (2009) also shows that
C is associated with inhibition ability. Other stud-
ies have shown that C correlates with moriva-
tions ro control biased responding (Amodio et al.,
2008; Payne, 2003). Still other data show that the
C parameter correlates with eventrelated brain
potentials that have been linked to monitoring
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conflicting response tendencies (Amodio et al.,
7004, 2008). The detection of such conflict assists
in the subsequent control of unwanted responses.
Although these different indices of control are re-
lated, they also point to distinct processes. The C
parameter may reflect each of these processes and
more (e.g., Klauer & Voss, 2008). One challenge
for furure research will be to specify the qualirative
natures of the PD component processes.

APPLICATION OF
THE CONTROL DEFAULT MODEL

Predicting Other Measures and Behavior, One
application of the Control Default model has
been to use the A and C parameters derived from
Weapons task performance to predict responses on
other measures of racial bias. In one study, the A
parameter was shown to correlate with an explicit
measure of bias only among those participants
low in motivation to control prejudiced responses
(Payne, 2001). This demonstrares the role of mo-
tivation in obscuring bias on explicit measures,
Another study showed that the A parameter bet-
ter predicted performance on both a Weapons task
and an evaluative priming task (e.g., Fazio et al.,
1995) among participants with lower levels of the
C parameter (Payne, 2005). Importantly, the C
estimates were derived from different tasks than
the Weapons task and priming rask. Thus, con-
trol, as measured on a separate task, predicted the
extent to which automatic bias influenced implicit
task performance. This demonstrates the role of
control in implicit rask performance. The same re-
lationship between A and C was found in predict-
ing stereotyping in an impression formation task.
Payne (2005) also showed that A parameters de-
rived from an evaluative priming task and a Weap-
ons task correlated more strongly than did the
behavioral biases (based on errors) demonstrated
on the rasks. This shows that weak correlations
among different implicit measures may conceal
stronger correlations among the component pro-
cesses of the different measures, and that the weak
correlations may be due to aspects of the measures
that are not of central interest (i.e., aspects that do
not reflect automaric bias).

Accounting for Changes in Implicit Bias. This
model also has been used to account for the ef-
fects of experimental manipulations on implicit
bias. For instance, Lambert and colleagues (2003)
found that, surprisingly, racial bias on the Weap-
ons task increased when participants were told
that their responses would be observed by others.

Application of the Control Default model demon-
strated that the public conrext did not affect the
A parameter but reduced C. This suggests that the
public context increases bias by interfering with
controlled processes that would otherwise prevent
biased responses. In another study, Plant and col-
leagues (2005) showed thar training reduced racial
bias on the Shooter task. Application of the Con-
trol Default model showed that training increased
C for both black and white trials but reduced A
only for black trials. This suggests that training
reduces biased responses by reducing the extent of
automatic race bias.

Accounting for Group Differences in Implicit
Bias. Finally, Stewart and colleagues (2009) used
this model to account for group differences in im-
plicit bias. Specifically, age-related increases in im-
plicit bias were associated with diminished C bur
were not related to A. At the same time, greater
implicit bias among white than black participants
was associated with greater A but was unrelated to
C. Thus, it appears that aging is associated with
greater IAT bias as a result of diminished control,
whereas outgroup (vs. ingroup) status is associated
with greater [AT bias because of enhanced auto-
matic race bias.

The Automatic Default Model

The other PD model (Lindsay & Jacoby, 1994) was
designed to account for tasks in which automatic
processes are thought to influence behavior, te-
gardless of whether or not control succeeds. In this
model, controlled processes drive responses only
in the absence of automatic bias. For example, the
model proposes that in the Stroop task, if present,
an automatic habir to read the word will determine
responses. Only in the absence of such a habit will
the controlled process of determining the color
drive responses.

The logic of the model for the Weapons task
and other priming tasks is as follows (see Figure
9.2). On compatible trials (e.g., a black prime fol-
lowed by a weapon target), participants may pro-
duce the correct response either by relying on an
automatic bias to produce a “weapon” response
(A) or by correctly identifying the target through
controlled processing (C) when no automatic bias
is activated (1 — A). Thus, the equarion for correct
compatible responses is A + C (1 — A). In contrast,
on incompatible trials (e.g., a black prime followed
by a tool target), this model proposes that a cor-
rect response will be provided only if there is no
automartic bias and controlled detection succeeds
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FIGURE 9.2. The Automaric Default process dissociation model. Each path represents a likelihood. Param-
eters with lines leading to them are conditional upon all preceding parameters. The table on the right side
depicts correct (v') and incorrect (x) responses as a function of process pattern and trial type.

C*(1 - A). Subtracting the equation for incompat-
ible trials, in which automatic and controlled pro-
cesses produce opposite responses, from the equa-
tion for compatible trials, in which automatic and
controlled processes produce the same response,
provides an estimate of automaric processing, A.
Subsequently, an estimate of controlled processing
(C) can be derived through simple algebra.

As indicated by the equations, this version of
PD proposes that controlled detection of the target
object influences judgments of the target only if
the race prime fails to activate an automaric bias.
If there is an automatic bias, then control will
have no influence on judgments. Thus, the model
permits no role for controlled processes thar de-
termine responses despite the presence of an au-
tomatic bias. As such, this model cannot account
for perceivers’ ability to produce a correct response
on an implicit measure despite the operation of an
automatic bias. Researchers applying this model
must be careful to interprer the automatic and
conrrolled components of this model accordingly.

One limitation of this model is that it does not
distinguish between cases in which an automatic
bias is not activated at all from cases in which the
bias is activated but is overcome. On the Stroop
task, people provide correct responses on most tri-
als despite the fact that they have an automaric
habit to read the word. In these cases, the habit is
overcome. In contrast, as described previously, a
child who cannot read will make few errors simply
because he or she has no reading habit to over
come in the first place. This PD model cannot
distinguish between these two cases. Likewise. on
implicit measures of social cognition, the model
cannot distinguish between a person who is able
to overcome a strong automatic bias and a person

who has no bias in the first place (for more thor-
ough discussions, see Conrey et al., 2005; Sherman
et al.,, 2008).

Although this model is applicable to all the
same tasks as the Control Default model, it has
been used very rarely. To our knowledge, it has
been used only to model the Weapons task, and
it has failed to provide adequate fit for rask per-
formance (e.g., Bishara & Payne, 2009), perhaps
because of the limited role the model affords to
control. Nevertheless, the limited use of this
model is somewhat surprising, given that the au-
tomatic parameter in this model appears to be
more akin to what researchers usually mean when
they refer to automaric attitudes or stereotypes.
For example, in most dual-process models of social
cognition (Chaiken & Trope, 1999), the role of
the automatic process is to influence perception
and behavior regardless of the status of controlled
processes. Controlled processes may moderate the
impact of the automatic process, but they do not
preclude its influence (for a review, see Sherman
et al,, 2008). Yet the PD model used almost exclu-
sively is the Control Default model, which assigns
a secondary role to automatic processes, such that
their influence is felt only when there is no con-
trolled processing.

The Quad Model

The Quad model was developed as an extension
of PD (Conrey et al., 2005; Sherman et al., 2008).
Whereas the PD models estimare a single auto-
matic and a single controlled process, the Quad
model estimates four processes, two of which are
meant to reflect features of auromaric processing
and two of which are meant to reflect features of
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more controlled processing. In addition to provid-
ing estimates of these four qualitatively distinct
Processes, the other primary purpose of the Quad
model is to separate cases in which an automaric
association is activated but overcome from cases
in which the association simply is not activated.
This is the problem described earlier in reference
to adult versus child performance on the Stroop
task, and it is not addressed by either PD model.
Different dual-process models of social cognition
have proposed qualitatively distinct automatic and
controlled processes (for a review, see Sherman et
al., 2008). Most commonly, automaticity is repre-
sented as simple associations that are triggered by
the environment without the perceiver’s awareness
or intent and that influence subsequent process-
ing (e.g., Fazio et al., 1995; Greenwald et al., 1998).
This is the kind of automaricity to which research-
ers studying implicit social cognition typically
refer, and it is assessed in the Auromatic Default
PD model. In other dual-process models (e.g., Jaco-
by, 1991), however, automatic processes influence
behavior only when control fails. This is the role
of automaricity in the Control Default PD model.
Dual-process models also have generally been
concerned with one of two different types of con-
trol. In some models (e.g., models of impression
formation or persuasion), control is characterized
by stimulus-detection processes that attempt to
provide an accurate depiction of the environment
(e.g., Brewer & Feinstein, 1999; Chen & Chaiken,
1999; Fiske, Lin, & Neuberg, 1999; Petty & We-
gener, 1999). This is how the C component has
been described in both PD models. However, in

other dual-process models, control is characterized
by selfregulatory processes that attempt to inhibit
unwanted or inappropriate information. For exam-
ple, in Devine's (1989) model of stereotyping, con-
trol must be exerted to overcome the automatic
influence of stereotypes (see also Wegner, 1994).

The Quad model is a multinomial model (see
Batchelder & Riefer, 1999) designed to measure
the contributions of each of these processes to
performance on implicit measures of social cogni-
tion. More formally, the four components of the
model are (1) the activation of an association
(Association aCtivation [AC]), (2) the ability to
determine correct and incorrect responses (Detec-
tion [D]), (3) the success at overcoming activated
associations when necessary (Overcoming Bias
[OB]), and (4) the influence of a general response
bias that might guide responses in the absence of
other available guides to response (Guessing [G]).
Whereas AC and G are meant to reflect features
of automatic processing (although G need not; see
later discussion), D and OB are meant to reflect
fearures of controlled processing. The relatively
automatic versus controlled nature of these pro-
cessing components has been supported by empiri-
cal research (see later discussion).

Structure and Use of the Quad Model

The structure of the Quad model is depicted as
a processing tree in Figure 9.3. As an example of
how the model works, consider performance on
a standard black—white/positive-negative AT
(Greenwald et al, 1998). The presentation of
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a black face may activate negative associations
(AC), predisposing the participant to press the
negative button. Depending on whether the trial
is part of a comparible (black/bad and white/good)
or incompatible (black/good and white/bad) block,
this bias will be either congruent or incongruent
with the correct answer “black” achieved through
detection (D). On compatible trials, there is no
conflict between activared associations and what
is detected. As such, there is no need to overcome
the bias (OB) in order to produce the correct re-
sponse. However, on incompatible trials, AC and
D generate conflicting responses. Which of these
two processes ultimately directs the ourcome is
determined by whether or not rhe participant suc-
ceeds in overcoming his or her bias. Finally, if no
association is activated and the correct response
cannot be ascertained, then participants must
guess (G). Guessing need not be random and may
be quite strategic (rather than auromaric), such
as a bias to respond with the positive key when
all else fails (Conrey et al., 2005). Other response
biases reflect more automatic processes, such as a
dominant-hand bias or a bias to press the butron
with the higher probability of providing a correct
response (Conrey et al., 2005).

Parameter estimates cannot be generated with
simple algebra but must be established via maxi-
mum likelihood estimation. In Figure 9.3, each
path represents a likelihood. Processing param-
eters with lines leading to them are conditional
upon all preceding parameters. For instance, OB is
conditional upon both AC and D. Similarly, G is
conditional upon the lack of AC (1 = AC) and the
lack of D (1 - D). Note that these conditional re-
lationships do not imply a serial order in the onset
and conclusion of the different processes. Rather,
these relationships are mathematical descriptions
of the manner in which the parameters interact ro
produce behavior. Thus, the activation of associa-
tions (AC), attempts to detecr a correct response
(D), and attempts to overcome associations (OB)
may occur simultaneously. However, in deter-
mining a response on an incompatible trial, the
status of OB determines whether AC or D drives
responses.

The conditional relationships described by the
model form a system of equations that predict the
number of correct and incorrect responses in dif-
ferent condirions (e.g., compatible and incompar-
ible trials). For example, a black face on an incom-
patible trial will be responded to correctly with
the probability: AC x D x OB + (1 — AC) x D
+ (1= AC) x (1 - D) % (1 = G). This equation

sums the three possible paths by which a correct

answer can be returned in this case. The first part
of the equation, AC x D x OB, is the likelihood
that the association berween black and negative js
activated, that the correct answer can be detect-
ed, and that the association is overcome in favor
of the detected response. The second patt of the
equation, (1 — AC) x D, is the likelihood that the
association is not activated and that the correct
response can be detected. Finally, (I — AC) x (1
- D) % (1 — G) is the likelihood that the associa-
tion is not activated, that the correct answer can-
not be detected, and that the participant guesses
correctly. The respective equations for each item
category (e.g, black faces, white faces, positive
words, and negative words in both compatible and
incompatible blocks) are then used to predict the
observed proportions of errors in a given data ser.
The model’s predictions are then compared with
the actual data to determine the model’s ability
to account for the data. A chi-square estimare is
computed for the difference between the predict-
ed and observed errors. To best approximate the
model to the data, the four parameter values are
changed through maximum likelihood estimation
until they produce a minimum possible value of
the chi-square. The final parameter values that
result from this process are interpreted as relative
levels of the four processes.

Although we have used the IAT as an exam-
ple, the Quad model may be used to analyze data
from any measure that compares compatible and
incompatible trials, in which automatic and con-
trolled processes are placed in concert with and
in opposition to one another, including Stroop
tasks, evaluative priming tasks (e.g, Allen er al,,
2009; Conrey et al., 2005; Sherman et al., 2008),
the Weapons task (e.g, Conrey et al., 2005), the
Shooter task, and the GNAT (Gonsalkorale, von
Hippel, et al., 2009).

Comparisons to PD Models

The Quad model is an extension of PD models and
includes features of both the Control Default and
Automaric Default models. In particular, the AC
and D parameters in the Quad model are analo-
gous to the A and C parameters of the PD mod-
els in terms of their qualitarive fearures (although
these features are specified in grearer detail in the
Quad model). However, the hypothesized relarion-
ships among rhe components differ in important
ways in PD and Quad models. PD models posit
that automatic and controlled processes either
dominate or are dominated by one another. In the
Control Defaulr model, control (C) dominates: in
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the Automatic Default model, automaticity (A)
dominates. In contrast, the Quad model suggests
that either conflicting AC or D processes may act
a5 the default, depending on the outcome of the
OB process (another controlled process). When
there is a conflict between AC and D (i.e,, on in-
compatible trials), AC dominates D when OB fails,
and D dominates AC when OB succeeds. Thus,
whereas the final estimates of A and C in the PD
models reflect only situations in which one or the
other process has dominated, estimates of AC and
D in the Quad model reflect cases in which the
two parameters both were superordinate and sub-
ordinate to one another. That is, dominating or
being dominated are defining features of automa-
ticity and control in PD models, whereas the Quad
model does not limit the influence of automatic
and controlled processes in this way.

Of course, the Quad model also differs from
PD models in the specification of the OB and G
parameters. OB represents a form of controlled
process that is common in the dual-process litera-
ture but is not represented as a distinct process in
either of the PD models. It plays a critical role in
the Quad model, acting as the arbiter of whether
AC or D determines responses when they are in
conflict. When successful, OB inhibits incorrect
association-based responses in favor of detected
COTTECT TeSPONSes.

Similarly, the G parameter in the Quad model
represents a form of response bias that is not
represented as a distinct process in PD models.
When there is no automatic activation of a bi-
ased response or controlled detection of a correct
response, G determines the response that will be
given. The addition of the G parameter in the
Quad model implies very different outcomes than
the PD models when both the automatic activa-
tion process and the controlled detection process
fail. In the Control Default model, this circum-
stance leads to correct responses on compatible
trials and incorrect responses on incompatible tri-
als. That is, in the absence of all information, the
default is to produce a response that is correct on
compatible trials and incorrect on incompatible
trials. In the Automatic Default model, this same
circumstance always leads to incorrect responses.
That is, if there is no automatic activation and no
controlled detection, an incorrect response will
always be provided on all trials. In contrast, the
G parameter of the Quad model proposes that, in
the absence of activation and detection process-
€s, a guessing process occurs that will somerimes
produce correct and sometimes produce incorrect
responses.

Validation of the Quad Model

The Quad model has shown its ability to predict
performance accurately on a variety of priming
tasks, IATs, and the GNAT, demonstrating good
model fit for these tasks (Conrey et al., 2005;
Gonsalkorale, von Hippel, et al, 2009; Sher
man et al.,, 2008). The parameters also have been
shown to vary independently of one another. For
example, implementing a response deadline in an
IAT reduced D and OB burt left AC and G un-
affected. Manipularing the base rate of lefrhand
versus right-hand responses in the same task af-
fected G but none of the other three parameters
(AC, D, OB). Aging was associated with an in-
creased ability to detect stimuli accurately (D)
but decreased success at overcoming bias (OB;
Gonsalkorale, Sherman, et al, 2009). This age-
based dissociation between OB and D is consis-
tent with previous research (Rosano et al., 2005)
showing that not all forms of controlled process-
ing diminish with age. Rather, age-relared deficits
in cognitive control appear to be related primarily
to selfregulatory processes. These results indicate
that the four parameters of the Quad model can
vary independently (for a review, see Sherman et
al., 2008).

The construct validity of the model parameters
also has been established by a number of findings
(Conrey et al., 2005; Sherman et al,, 2008). For
example, the fact that D and OB were reduced by
a response deadline supports the claim that the
two parameters reflect controlled processes that
require cognitive capacity. In contrast, the finding
that AC and G were unaffected by the response
deadline is consistent with their depiction as rela-
tively automatic processes that do not require sig-
nificant cognitive capacity.

Beyond the general automatic/controlled dis-
tinction, the specific qualitative nature of the dif-
ferent parameters also has been established. The
status of AC as a measure of association activation
is supported by the fact that AC was shown to be
positively correlated with reaction time bias on the
IAT (Conrey et al., 2005) and with activation of
the amygdala and insula in a neuroimaging study
(Beer et al., 2008). The amygdala and insula are
known to be involved in emotional processing and
arousal. The validity of OB as a measure of self-
regulation is supported by demonstrations that it
is impaired by alcohol consumption and decreases
with age, two factors associated with impairments
in selfregulation (Gonsalkorale, Sherman, et al,,
2009; Sherman et al., 2008). OB also has been
shown to be negatively correlared with reaction
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time bias on the IAT (Conrey et al., 2005) and
positively correlated with favorable intergroup
interactions (Gonsalkorale, von Hippel, et al.,
2009), further evidence that OB measures the in-
hibition of bias. The fact that altering the base rate
of left-hand and righthand responses influenced
G corroborates the portrayal of that parameter as
a general response bias. The precise qualitative
nature of the D parameter is less well established.
Neuroimaging data showed that D was associ-
ated with activation in both the dorsal anterior
cingulate cortex and the dorsolateral prefrontal
cortex, areas of the brain associated with detect
ing the need for control and implementing con-
trol, respectively. This is consistent with the Quad
model’s depiction of D as a controlled process that
selects appropriate behavior and feeds into efforts
to overcome inappropriate automatic influences.
However, further research is needed to establish
the precise psychological meaning of D.

Application of the Quad Model

MALLEABILITY OF RESPONSES
ON IMPLICIT MEASURES

The Quad model has been applied to a number
of empirical and theoretical problems surrounding
implicit social cognition. One set of questions per-
tains to understanding the contextual malleability
of responses on implicit measures. Although they
originally were assumed to be highly stable and
resistant to change, considerable research now
indicates that responses on these measures are
highly context dependent (for reviews, see Blair,
2002; Gawronski & Bodenhausen, 2006: Sher-
man et al,, 2008). When responses change as a
result of situational manipulations, what accounts
for it? Most typically, these effects are attributed
to context-dependent changes in the specific as-
saciations that are activated in the different con-
texts (e.g, Blair, 2002; Ferguson & Bargh, 2007,
Gawronski & Bodenhausen, 2006) or to changes
in the degree to which given associations are ac-
tivated in the different contexts (e.g., Glaser &
Knowles, 2007; Maddux, Barden, Brewer, & Petty,
2005; Moskowitz, Gollwitzer, Wasel, & Schaal,
1999; see also Klauer, 2009, for a different view).
According to the Quad model, however, such ef
fects could be due to changes in the nature of the
activated associations, changes in respondents
ability to determine appropriate behavior, changes
in respondents’ ability to overcome associations
when necessary, changes in response biases, or
some combination of these processes.

In some cases, application of the Quad mode]
suggests that changes in implicit task performance
primarily reflect changes in the underlying asso.
ciations that are activared (either the extent of
activation or the nature of the associations acti.
vated). For example, when newly formed implicit
artitudes about a targer person are gradually al-
tered (e.g, Rydell & McConnell, 2006), the ef.
fect is associated only with changes to the AC
parameter (Sherman et al., 2008). Similarly, the
well-replicated finding that the presentation of
prejudice-inconsistent exemplars reduces implicit
bias (e.g, Blair, Ma, & Lenton, 2001; Dasgupra
& Greenwald, 2001; Govan & Williams, 2004,
Mitchell, Nosek, & Banaji, 2003) is related solely
to changes in the associations that are activared
(AC; Gonsalkorale, Allen, et al., 2009: Sherman
et al., 2008).

Other interventions that change implicit bias
appear to influence both automatic and controlled
processes. For example, training to negate stereo-
types has been shown to reduce subsequent im-
plicit stereotyping (e.g., Kawakami, Dovidio, Moll,
Hermsen, & Russin, 2000). A Quad model analy-
sis of this effect showed that the negation train-
ing both reduced AC and increased the ability to
detect correct responses (D). So training not only
altered the associations that were activared, but
improved participants’ ability to perform the rask
accurately (Sherman et al., 2008). A reanalysis of
Lambert and colleagues’ data (2003) on the effects
of public accountability on implicit stereotyping
showed that, relative to the private condition, the
public condition reduced D (this is similar to the
C effect reported by Lambert et al.) and increased
AC. Thus, unlike the PD analysis of these data,
the Quad model analysis suggested that public ac-
countability not only diminished control but also
increased the activation of biased associations,
supporting a social facilitation account of the find-
ing, in which rhe dominant response (in this case,
stereotype activation) is enhanced by the pres-
ence of others (Zajonc, 1965; see also Conrey et
al., 2005).

In still other cases, variations in implicit bias
appear to have nothing to do with the underly-
ing associations but rather reflect only variations
in controlled processes. Bartholow, Dickrer, and
Sestir (2006) found that participants under the
influence of alcohol demonstrated greater implicit
stereotyping than their sober counterparts. A
Quad model analysis of these data showed thar al-
cohol reduced estimares of overcoming bias (OB)
but had no effect on the activation of associations
(Sherman et al., 2008). This finding is consistent
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with research showing that alcohol impairs self-
regulatory ability. Another example involves the
effects of stimulus contexts on implicit prejudice.
A number of studies have shown that implicit prej-
udice is reduced when pictures of black and white
targets are presented in prejudice-inconsistent
contexts (e.g, black rargets in front of a church;
white targets in front of a jail). Allen and his col-
leagues replicated this finding in both an IAT and
an evaluative priming rask (Allen et al., 2009). In
bhoth cases, application of the Quad model showed
that the inconsistent contexts increased OB but
affected no other parameters. Thus, it appears that
these contexts act as cues to initiate self-regulatory
processes that overcome biased associations.

VARTABILITY IN RESPONSES
ON IMPLICIT MEASURES

Another set of questions surrounds the meaning
of individual and group differences in implicit
task performance. To whart extent do these differ-
ences reflect variation in underlying associations,
the ability to determine appropriate behavior, the
ability to overcome associations, response biases,
or some combination of these processes? As is
the case for malleability effects, variability effects
sometimes are related to the automartic activation
of associations, sometimes are related to a combi-
nation of automatic and conrrolled processes, and
sometimes are related only to control.

Not surprisingly, black people show less posi-
tivity toward whites and negativity toward blacks
on implicit measures than do white people (e.g,
Nosek, Banaji, & Greenwald, 2002). In one study,
applicarion of the Quad model showed that only
the AC parameter differed between black and
white participants (Gonsalkorale, Allen, et al,
2009). Thus, black people are not better at con-
trolling their racial bias, they just have less biased
associations in the first place, perhaps because of
more frequent exposure to positive black exem-
plars.

Internal and external motivations to respond
in nonprejudiced ways have been shown to be im-
portant moderators of the extent of implicit bias
(Amodio et al., 2008; Amodio, Harmon-Jones, &
Devine, 2003; Devine, Plant, Amodio, Harmon-
Jones, & Vance, 2002). Specifically, individuals
who are internally but not externally motivated
(high Internal Motivation to Respond Without
Prejudice Seale [IMS]/low External Mativation to
Respond Without Prejudice Scale [EMS]) to be-
have in nonprejudiced ways demonstrare less bias
on measures of implicit bias than individuals who

are motivated by both internal and external rea-
sons (high IMS/high EMS) or who lack internal
motivation (low IMS). Quad model analyses of
both Weapons task data collected by Amodio and
colleagues (2008) and a new [AT study showed that
high-IMS/low-EMS participants exhibited less ac-
tivation of biased associations (AC) and a greater
likelihood of detecting correct responses (D) than
other participants (Sherman et al,, 2008). Thus,
like participants who are directly trained at over
coming bias, these individuals (who are believed
to train themselves to act in nonbiased ways;
Monteith, Ashburn-Nardo, Voils, & Czopp, 2002)
have weaker associarions and stronger detection of
appropriate responses.

Other individual differences in implicit bias ap-
pear to have nothing to do with activared associa-
tions and are, seemingly, based entirely on varia-
tions in controlled processes. Recent research has
revealed a developmental trend, showing a positive
correlation between age and implicit racial bias
among white people (e.g., Nosek et al., 2002). This
finding often is interpreted as evidence that older
people’s racial associations are more biased than
those of younger adults, reflecting generational
changes in societal attitudes. However, an alter-
native explanation for age differences in prejudice
is that deficits in self-regulatory ability alter the
attitudinal expression of older adults on implicit
measures. Indeed, application of the Quad model
to LAT data showed that the increase in IAT bias
with age was associated only with a decreased abil-
ity to overcome bias (OB; Gonsalkorale, Sherman,
et al,, 2009). Thus, age differences in implicit ra-
cial bias appear to be due to age-relared losses in
regulatory functions.

PREDICTING BEHAVIOR

Finally, the Quad model also has been applied to-
ward understanding the underlying automatic and
controlled processes thar predict social behavior.
A recently published study used the Quad model
to examine the processes that predict the quality
of a social interaction between members of differ-
ent social groups (Gonsalkorale, von Hippel, et al.,
2009). White non-Muslims interacted with a Mus-
lim confederate and completed a GNAT measur-
ing anti-Muslim bias. The confederate’s ratings of
how much he liked the interaction partners were
predicted by an interaction between AC and OB.
Specifically, when participants had low AC esti-
mates of negative associations with Muslims, their
level of OB was unrelated to how much they were
liked by the confederate. In contrast, participants
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with high AC estimates of negative associations
with Muslims were liked to the extent that they
had high OB parameter estimates. Thus, the
ability to overcome negative associations on the
GNAT predicted the quality of the social interac-
tion when those associations were strong.

The ABC Model
The ABC model was developed by Stahl and De-

gner (2007) to account for performance on the
EAST task specifically (De Houwer, 2003). The
ABC model is an extension of the Automaric
Default PD model, in that it assumes that the
automatic component (A) will drive responses if
it is engaged. The controlled component (C) de-
termines responses only if A is not engaged. The
ABC model extends the Automatic Default model
by adding a parameter that measures guessing that
occurs when neither A nor C are engaged. Thus,
the ABC model proposes that, in the absence
of all other relevant information, a guess will be
made that will yield either a correct or an incor-
rect response. This is in contrast to the assumption
of the Automaric Default model that an incorrect
response will always result when neither A nor C
are engaged.

In four studies, Stahl and Degner (2007) showed
that the ABC model provided excellent fit for
EAST data. They also showed that the A param-
eter corresponded to the automatic activation of
evaluative associations, whereas the C parameter
reflected the use of controlled processes to respond
to task demands. As predicted, the A parameter
was sensitive to variations in the evaluative nature
of the stimuli that were irrelevant to task perfor-
mance bur not to variations in the difficulty of
responding to the task-relevant feature (reflecting
the auromatic nature of the evaluative process).
In contrast, the C parameter was sensitive to the
difficulty of task-relevant demands bur not to the
task-irrelevant evaluative features of the stimulus.
Finally, they showed that only the guessing param-
eter (B) was influenced by a manipulation of the
baseline proportions of responses requiring differ-
ent keys. Specifically, participants were more likely
to guess with the key most likely to produce a cor-
rect response.

The Diffusion Model of the IAT

Recently, Klauer and his colleagues developed a
diffusion model to account for IAT performance
(Klauer et al., 2007; see also Brendl, Markman, &
Messner, 2001, for a relared random-walk model

that was proposed but not formally tested). Diffy-
sion models differ from SDT, PD, and multinomig]
models in that the models’ parameters are estimar.
ed from both error rates and reaction times. Given
that implicit bias is most typically presented in
terms of reaction times, this is a distinct advantage
of the Diffusion model.

The Diffusion model assumes that the choice
between the two responses on an IAT trial is based
on an accumulation of information over time (see
Figure 94). The diffusion process moves from z
starting point between the two possible responses
until one of the response thresholds is reached and
the response associated with it is initiated. The
model estimates seven parameters that contribute
to the ultimate response. Parameter a describes
the amount of informarion that must accumulate
before a decision is made. Therefore, it represents
speed—accuracy trade-off settings. Parameter 7 is
the starting point of information accumulation
and measures response bias. For example, a start
ing point close to the upper threshold implies that
comparatively little additional information must
accumulate toward the upper threshold before it is
crossed; conversely, comparatively more informa-
tion must accumulate roward the lower threshold
before it can be crossed. The result is a response
bias toward the response associated with the upper
threshold and against the response associated with
the lower threshold. Parameter v is the mean drift
rate. Drift rate quantifies the direction (roward
lower vs. upper threshold) and speed with which
relevant information accumulates. A high drift
rate implies both fast and accurate decisions. Pa-
rameter t, represents the contribution of nondeci-
sion processes relating to, for example, preparatory
encoding of stimuli and motor responses. Finally,
three parameters measure variability in the drift
rate (M), variability in the starting point (s),
and variability in the nondecision processes (s,)-
The parameters can be estimated via chi-square
and weighted least squares methods that rely on
grouped data or on the maximum-likelihood
method that relies on ungrouped larencies. Overall
model fit is assessed with a chi-square distribured
goodness-of-fit statistic (for a complete description,
see Klauer er al., 2007).

Inan initial application of the model, Klauerand
colleagues (2007) showed that the model provided
adequate fit to IAT dara. They also found thar the
speed-accuracy trade-off was more conservative
in incompatible (e.g., flowers-bad; insects—good)
than compatible trials, a prediction that had been
offered by Brendl and colleagues (2001) bur not
directly tested. Results also showed a slower drift
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rate (ie., accumulation of information) and slower
nondecision components in incompatible than
compatible trials. However, only the differential
drift rate in compatible and incompatible trials
predicted responses on an explicit measure of at-
ritudes, suggesting that this parameter may be
particularly indicative of attitudinal responses. In
addition, results showed that the speed-accuracy
trade-off difference on compatible and incompat-
ible trials reflected method variance rather than
attitude-specific responses. This suggests that un-
wanted sources of variance in the IAT related to
factors that influence speed-accuracy trade-offs,
such as age, prevention versus promotion focus,
instructions, strategies, processing styles, and so
on may influence results.

Choosing among Models

Although each of these models has been applied
primarily (or only) to one specific implicit mea-
sure, each also may be applied to other measures
(assuming that the model provides adequate fit
for the data). How then should one choose which
model to apply? In large part, the answer to this
question depends on the purpose for which one is
using the model. If the purpose of modeling is to
find the set of processes (and relationships among
them) that best describe task performance, then
model fit would be the key criterion. However, if
the purpose of the modeling is to extract estimates
of processes of interest that may then function as
distinct variables (e.g., for predicting other vari-
ables, measures, or behavior, or for use as depen-
dent variables), then the criteria are more theo-
retical in nature (Sherman et al., 2008).

Model Fir

All else being equal, the model that provides the
best account of the data is preferred. In compar-
ing the fits of different models, it is important to
account for the complexity of the models because
more complex models tend to fir given data bet-
ter than simpler models. For example, because the
Quad model estimates four parameters compared
with the two parameters estimated by PD mod-
els, the Quad model will tend to provide superior
model fit. As such, an important goal is to find the
best compromise between fit and parsimony. To do
50, one should use selection criteria that penalize
models for complexity. Akaike’s information crite-
rion and Bayes' information criterion are two met
rics of model fit that correct for model complexity
(for a review, see Myung, 2000).

o=

Theoretical Considerations

If the purpose of modeling is to derive estimates of
processes of interest, then the choice of a model
should be based on theoretical considerations
(assuming that the model provides adequate fit
to the data and the meanings of the parameters
have been adequately established via construct
validation studies). In the same way one may
choose to measure attention capture, attentional
disengagement, perceptual encoding, conceptual
encoding, or any number of other processes in
standard behavioral research, when choosing a
model, one must decide which processes are most
relevant to the research questions at hand. The
parameters estimated by each model are, in fact,
separate variables representing distinct cognitive
processes. Even when they are described in similar
ways (e.g, the A parameter in the Control Default
model and the AC parameter in the Quad model),
there may be critical differences among the pro-
cesses estimated by different models. Thus, if a re-
searcher is interested in an automatic process that
captures attention and influences behavior regard-
less of whether or not control succeeds, then the
Control Default model would not be appropriate.
In this model, the A parameter reflects a subor-
dinate automatic process that influences behavior
only when control has failed, and the model is not
mathematically equipped to estimate a dominant
automatic processes. Similarly, if a researcher is
interested in speed—accuracy trade-offs, only the
Diffusion model will suffice. Hence, in selecting a
model, a paramount concern should be which pro-
cesses are theorerically relevant to the research.
If the processes of interest are not represented in
existing models, one may always develop and vali-
dare a new model.

Why Not Rely Solely on Fit to Choose
a Model?

Some may feel that model fit should be the only
criterion for choosing a model. Why would a re-
searcher ever use a model other than the one that
provides the best fit? First, a strictly atheoretical,
bottom-up approach may require one to adopt a
nonsensical model. Indeed, from this perspective,
a researcher would be bound to rest all potential
models on each and every data set (even models
that may not make theorertical sense). Logically,
there is no basis to restrict model-fitting efforts
to even a few competing models. This is a rec-
ognized problem in all kinds of mathemarical
modeling of psychological data {e.g., multino-
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mial modeling, SEM, etc.), and is why theoreti-
cal plausibility is ascribed such a central role in
model building.

Second, in our experience, it is not the case that
one model will always provide the absolute best
fit to a given measure. For example, we have ex-
perimented with five slight variations of the Quad
model (e.g., models that have one OB vs. two OB
parameters). We have found thart, although some
variants of the model generally provide better fit
than others, this is not the case 100% of the time.
Were we to adopt a strice bottom-up approach, we
would apply different versions of the model to dif.
ferent dara sets based on (often slight) differences
in model fit as the only justification. Our experi-
ence suggests that the search for a single model or
single version of a model that will provide superior
fit on all occasions would be a lengthy and fruitless
endeavor.

Third, although it is easy to test whether or not
a model provides good fit to a dara set, the stan-
dards for comparing levels of good fir are unclear.
How great must the difference in fit be to com-
mand use of one model over another? For example,
we (Sherman et al., 2008) compared the ability
of the Control Default PD model and the Quad
model to account for data from priming measures
versus the IAT. We found that, overall, both mod-
els provided good fit to both measures. However,
whereas the Control Default model provided bet-
ter fit for the priming measures, the Quad model
provided better fit for the [AT. Nevertheless, the
effect sizes of these differences in model fir were
tiny (all Cohen ds < 0.017). We conclude that ei-
ther model may be applied to either task, provided
that the model offers adequate fir for the given data

set. More generally, we argue that, given that the
meaning of a model’s parameters have been vali.
dated via empirical research and that the mode]
provides adequate fit to the current data set, the
primary consideration for choosing the model (vs.
another) should be theoretical.

CONCLUSION

Implicit measures of attitudes and knowledge do
not provide process-pure estimates of automatic
biases. Rather, responses on implicit measures re-
flect the influence of a variety of automatic and
controlled processes. Mathematical modeling of
implicit task performance can help to disentangle
these component processes and provide indepen-
dent estimates of their prevalence, without relying
on task dissociation techniques that confound
processes with measures. In so doing, modeling
can further our understanding of implicit social
cognition in a number of ways. It can help to
clarify the meanings of different implicit measures
and distinguish among accounts of how people re-
spond to them. It can clarify the meaning of rela-
tionships (or lack of relationships) among different
implicit measures, explicit measures, neuropsycho-
logical measures, and measures of judgments and
behavior and can enhance the strength of these
relationships. Modeling also can help to explain
variability in implicit measures and the effects of
different manipulations on implicit task perfor-
mance (i.e., task malleability). Finally, it can help
researchers conceptualize the nature of automatic
and controlled processes, how they are related, and
how they interact to produce behavior.
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NOTE

1. Following Payne, we refer to the two compo-
nent processes of PD as the automaric (A) and
the controlled (C) component. Nevertheless, we
reirerate that the extent to which a construcr or
process (or model component) possesses one or
more features of automaticity (or control) is an
empirical question. That is, features of automatic-
ity and control must be demonstrated empirically.
In the case of the PD model, the characterizations
of the A component as automatic and the C com-
ponent as controlled are well supported by careful
research, summarized later.
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