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TESTING ISOMORPHISM OF LATTICES OVER CM-ORDERS

H. W. LENSTRA, JR. AND A. SILVERBERG

Abstract. A CM-order is a reduced order equipped with an involution that
mimics complex conjugation. The Witt-Picard group of such an order is a
certain group of ideal classes that is closely related to the “minus part” of
the class group. We present a deterministic polynomial-time algorithm for the
following problem, which may be viewed as a special case of the principal ideal
testing problem: given a CM-order, decide whether two given elements of its
Witt-Picard group are equal. In order to prevent coefficient blow-up, the algo-
rithm operates with lattices rather than with ideals. An important ingredient
is a technique introduced by Gentry and Szydlo in a cryptographic context.
Our application of it to lattices over CM-orders hinges upon a novel existence
theorem for auxiliary ideals, which we deduce from a result of Konyagin and
Pomerance in elementary number theory.

1. Introduction

An order is a commutative ring of which the additive group is isomorphic to
Zn for some n ∈ Z≥0. We call n the Z-rank of the order. In algorithms, we shall
specify an order by a system (bijk)

n
i,j,k=1 of integers with the property that, for some

Z-basis α1, . . . , αn of the order, one has αiαj =
∑n

k=1 bijkαk for all 1 ≤ i, j ≤ n.

Definition 1.1. A CM-order A is an order equipped with an automorphism x 7→ x̄
of A such that

(i) A has no non-zero nilpotent elements (i.e., A is reduced), and

(ii) for all ring homomorphisms ψ : A→ C and all x ∈ A one has ψ(x̄) = ψ(x).

One can show that each CM-order has exactly one such automorphism, and it
satisfies ¯̄x = x for all x (see Lemma 3.3 below). In algorithms one specifies an
automorphism of an order by means of its matrix on the same Z-basis α1, . . . , αn
that was used for the bijk.

Examples 1.2. Examples of CM-orders (see also Definition 2.1 and Examples 3.5)
include the following:

(i) rings of integers of CM-fields (in particular, cyclotomic number fields),
(ii) group rings Z[G] for finite abelian groups G, with σ̄ = σ−1 for σ ∈ G,
(iii) the rings Z〈G〉 = Z[G]/(u+1) occurring in [12], where G is a finite abelian

group, u ∈ G has order 2, and σ̄ = σ−1 for σ ∈ G.

We show that CM-orders are easy to recognize. In Algorithm 3.9 we give a
deterministic polynomial-time algorithm that, given an order A, decides whether
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2 H. W. LENSTRA, JR. AND A. SILVERBERG

it has an automorphism that makes it into a CM-order, and if so computes that
automorphism.

Suppose A is an order. We denote the Q-algebra A ⊗Z Q by AQ. We write
(A+

Q )≫0 for the set of all w ∈ AQ with the property that ψ(w) ∈ R>0 for each ring
homomorphism ψ : AQ → C; this is a subgroup of the group A∗

Q of units of AQ. By
a fractional A-ideal we mean a finitely generated sub-A-module I of AQ that spans
AQ as a Q-vector space. An invertible fractional A-ideal is a fractional A-ideal I
such that there is a fractional A-ideal J with IJ = A, where IJ is the fractional
A-ideal generated by the products of elements from I and J .

We next state our main result, which says that, in a special case, principal ideal
testing can be done in polynomial time.

Theorem 1.3. There is a deterministic polynomial-time algorithm that given a
CM-order A, a fractional A-ideal I, and an element w ∈ (A+

Q )≫0 satisfying IĪ =
Aw, decides whether there exists v ∈ AQ such that I = Av and vv̄ = w, and if so
computes such an element v.

More generally, we show:

Theorem 1.4. There is a deterministic polynomial-time algorithm that given a
CM-order A, fractional A-ideals I1 and I2, and elements w1, w2 ∈ (A+

Q )≫0 satis-

fying I1I1 = Aw1 and I2I2 = Aw2, decides whether there exists v ∈ AQ such that
I1 = vI2 and w1 = vv̄w2, and if so computes such an element v.

See the very end of this paper for proofs of Theorems 1.3 and 1.4.
The set of all pairs (I, w) as in Theorem 1.3 is a multiplicative group (see Section

12), and {(Av, vv̄) : v ∈ A∗
Q} is a subgroup. Writing WPic(A) for the quotient

group, Theorem 1.4 provides an efficient equality test in WPic(A). The set of
principal invertible fractional A-ideals {Av : v ∈ A∗

Q} is a subgroup of the set of all

invertible fractional A-ideals; write Cl(A) for the quotient group, and write Cl−(A)
for the subgroup of classes [I] ∈ Cl(A) for which IĪ is principal. We can show that
the group homomorphism WPic(A) → Cl−(A) sending the class of (I, w) to the
class of I is almost an isomorphism in the sense that both its kernel and its cokernel
are annihilated by 2 (Theorem 12.3 below). Hence we can efficiently do an equality
test in a group that is closely related to the “minus part” of the class group of a
CM-order.

To obtain these results, we view our fractional A-ideals as lattices with an A-
module structure. This allows us to avoid blow-up of the coefficients with respect
to a Z-basis, when ideals are repeatedly multiplied together.

By a lattice, or integral lattice, we mean a finitely generated free abelian group
L equipped with a positive definite symmetric Z-bilinear map 〈 · , · 〉 : L × L → Z;
this map will be referred to as the inner product. A lattice is specified by means of
the matrix (〈bi, bj〉)mi,j=1 for some Z-basis b1, . . . , bm of L.

Let A be a CM-order. By an A-lattice we mean a lattice L that is given an
A-module structure with the property that for all a ∈ A and x, y ∈ L one has
〈ax, y〉 = 〈x, āy〉. One specifies an A-lattice by specifying it as a lattice and listing
the system of nm2 integer coefficients that express αibj on b1, . . . , bm, with the Z-
bases (αi)

n
i=1 for A and (bj)

m
j=1 for L being as above. An A-isomorphism f : L→M

of A-lattices is an isomorphism of A-modules with 〈f(x), f(y)〉 = 〈x, y〉 for all
x, y ∈ L; such an isomorphism is specified by its matrix on the Z-bases for L and
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M that are used. An example of an A-lattice is the A-module A itself, with inner
product (a, b) = Tr(ab̄); here Tr : A → Z is the trace function of A as a Z-algebra.
This A-lattice is called the standard A-lattice.

Theorem 1.5. There is a deterministic polynomial-time algorithm that, given a
CM-order A and an A-lattice L, decides whether or not L is A-isomorphic with the
standard A-lattice, and if so, computes such an A-isomorphism.

The algorithm and the proof are given in Section 18. Theorem 1.5 generalizes
the main result of [12], which concerned the special case A = Z〈G〉 mentioned
in Example 1.2(iii). As a corollary we obtain the following result (with invertible
defined as in Definition 4.3), from which Theorem 1.4 follows.

Theorem 1.6. There is a deterministic polynomial-time algorithm that given a
CM-order A and invertible A-lattices L and M , decides whether or not L and M
are isomorphic as A-lattices, and if so, exhibits such an A-isomorphism.

While the proofs are different from those in [12], since the general strategies are
similar we structured this paper so that in broad outline our proofs follow the same
logical order as that of [12], which was devoted to the case A = Z〈G〉.

One important difference between the present paper and [12] lies in the manner
in which auxiliary ideals of A are constructed. In the case A = Z〈G〉, we could use
Linnik’s theorem for this purpose (see Section 18 of [12]), but for general A this
cannot be done. Here we show that the following result suffices.

Theorem 1.7. Let A be an order of Z-rank n ≥ 1, and let ℓ be a prime number
with ℓ > n2. Then there exists a maximal ideal p of A that contains a prime number
p ≤ 4(1 + (logn)2) and that satisfies #(A/p) 6≡ 1 mod ℓ.

It is remarkable that the upper bound 4(1+(logn)2) on p in Theorem 1.7 depends
on A only through its Z-rank n, and that it is so small. One may actually conjecture
that Theorem 1.7 remains true with 4(1+(logn)2) replaced by 5; we give a heuristic
argument after the proof of Proposition 15.6 below. For the elementary proof of
Theorem 1.7, see the proof of Proposition 15.6, which relies on a result of Konyagin
and Pomerance [6].

The price that we pay for the very small upper bound on p in Theorem 1.7 is that
we have to work with ideals a of A that are not necessarily generated by elements
of Z. This leads to a number of technical difficulties (see for example Sections 8,
15, 16, and 17) that were not present in [12]. Applying Theorem 1.7 instead of
Linnik’s theorem in the case A = Z〈G〉, one may expect to obtain a dramatically
lower run time exponent than the one achieved in [12].

Another difference between this paper and [12] is that, in order to preserve
integrality, we replaced the “scaled trace map” t (from Definition 6.2 of [12]) by
the trace map Tr given before Theorem 1.5. As a consequence, the inner product
( , ) used for the standard A-lattice in this paper is, in the special case A = Z〈G〉,
equal to n times the inner product used in [12], where n = (#G)/2. For similar
reasons, the definition of an invertible A-lattice (see Definition 4.3) requires more
care than in [12]. We needed to redefine short vector (Definition 6.1), and the
short vectors now behave differently. What remains true is that an A-lattice is
A-isomorphic to the standard A-lattice if and only if it is invertible and has a short
vector. However, the group of roots of unity in A now might be too large to even
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write down in polynomial time, so the set of short vectors in L and thus the set of
all A-isomorphisms from L to A might be too large to enumerate.

Our work on this subject was inspired by an algorithm of Gentry and Szydlo
(Section 7 of [4]), and is related to our work on lattices with symmetry [11, 12]. In
this paper we give the details for the proofs of the results announced in our 2013
workshop on this subject [19]; see especially [10]. After seeing videos from the 2013
workshop talks, P. Kirchner [5] gave a version of our Theorem 1.3 that, due to
the inapplicability of Linnik’s theorem for general CM-orders, either assumes the
generalized Riemann hypothesis or allows probabilistic algorithms.

The setting in this paper is applicable to the setting considered by Garg, Gentry,
and Halevi in [3] where the CM-order A is a cyclotomic ring Z[ζm], to the setting
considered by Gentry and Szydlo where the order is Z[X ]/(Xm − 1), and to the
orders Z[X ]/(Xm + 1) used for fully homomorphic encryption.

1.1. Overview of algorithm for Theorem 1.5. The algorithm starts by testing
whether the given A-lattice L is invertible. Then it computes the primitive idem-
potents of A, in order to decompose A as a product of connected rings and reduce
the problem to the case where A is connected. We work in a Z-graded extended
tensor algebra Λ =

⊕

i∈Z L
⊗i. Let n = rankZ(A). We make use of Theorem 1.7

to construct a finite set of “good” ideals a of A, and for each a a positive integer
k(a) divisible by the exponent of the group (A/a)∗, such that every prime divisor
of k = gcd{k(a)} is at most n2. Next, for each good ideal a one tries to find a short
vector za ∈ L⊗k(a) such that for every short vector z of L one has z⊗k(a) = za;
if this fails, one concludes that L is not A-isomorphic to the standard A-lattice
(and terminates). We then use the Euclidean algorithm to construct from the za
a vector w ∈ L⊗k such that if L has a short vector z then z⊗k = w. If p1, . . . , pm
are the prime divisors of k with multiplicity, we use our results on graded orders
from [16] and our results on roots of unity in orders from [14] to either obtain a
short vector z1 in L⊗k/p1 , then a short vector z2 in L⊗k/(p1p2), and so on, until
one obtains a short vector in L, or else prove that L has no short vector. If the
algorithm produces a short vector z in L, then the map A → L, a 7→ az is an
A-isomorphism, and otherwise no A-isomorphism exists.

1.2. Structure of the paper. In Sections 2–4 we give background and results
about CM-orders and A-lattices. In Section 5 we obtain bounds for LLL-reduced
bases of invertible lattices (Proposition 5.5) that allow us to show that the Witt-
Picard group is finite and that our algorithms run in polynomial time. In Section
6 we show how to find the unique “short” vector in a suitable lattice coset, when
such a vector exists. In Section 7 we characterize short vectors in A-lattices. In
Section 8 we give conditions under which we can easily apply the results in Section
6. In Section 9 we relate A-lattices to fractional A-ideals, and in Section 10 we give
results on invertible A-lattices. In Section 11 we study short vectors in invertible
A-lattices; in particular, we show that an A-lattice is A-isomorphic to the standard
one if and only if it is invertible and has a short vector. In Section 12 we study
the Witt-Picard group of A. Section 13 deals with multiplying and exponentiating
invertible A-lattices. In Section 14 we introduce the extended tensor algebra Λ,
which is a single algebraic structure that comprises all rings and lattices occurring
in our main algorithm. Sections 15 and 16 are the heart of the paper, and consist
of finding the auxiliary ideals. In Section 17 we give algorithms that make use of
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our choice of auxiliary ideals; we use these algorithms as subroutines for our main
algorithm, which is given in Section 18.

1.3. Notation. As usual, Z, Q, R, and C denote respectively the ring of integers,
and fields of rational numbers, real numbers, and complex numbers. Suppose B and
C are commutative rings. Let Rhom(B,C) denote the set of ring homomorphisms
from B to C, let Spec(B) denote the set of prime ideals of B, and let µ(B) denote
the group of roots of unity of B. If p ∈ Spec(B), let Bp denote the localization of
B at p and let N(p) = #(B/p). If A is an order, let Minspec(A) denote the set
of minimal prime ideals of A and let Maxspec(A) denote the set of maximal ideals
of A. If R is a commutative ring and B and C are R-algebras, let RhomR(B,C)
denote the set of R-algebra homomorphisms from B to C, and if D is a Z-module
let DR = D ⊗Z R.

Acknowledgments. We thank all the participants of the 2013 Workshop on Lat-
tices with Symmetry, and especially Daniele Micciancio for his interest in our work.

2. CM-fields and CM-algebras

By a classical CM-field we will mean a totally imaginary quadratic extension of
a totally real number field. We define a CM-field to be any subfield of a classical
CM-field. A number field is a CM-field if and only if it is either a classical CM-field
or totally real (by Lemma 18.2(iv) on p. 122 of [18]).

Definition 2.1. A CM-algebra is a commutative Q-algebra E such that:

(i) dimQ(E) <∞,
(ii) E has no non-zero nilpotent elements,

(iii) E is equipped with an automorphism x 7→ x̄ such that ψ(x̄) = ψ(x) for all
x ∈ E and all ψ ∈ Rhom(E,C).

Remark 2.2. It follows from Lemma 18.2(i) on p. 122 of [18] that a finite dimen-
sional commutative Q-algebra E is a CM-algebra if and only if all elements of E
are separable and E/m is a CM-field for all m ∈ Spec(E). In other words, a finite
dimensional commutative Q-algebra is a CM-algebra if and only if it is a product of
finitely many CM-fields. In particular, the CM-algebras that are fields are exactly
the CM-fields.

Remark 2.3. If E is a CM-algebra and x ∈ E, then TrE/Q(xx̄) > 0 for all x ∈
E r {0}.
Lemma 2.4. Suppose V is a finite-dimensional Q-vector space, f : V → Q is a
quadratic form, and fR : VR → R is the R-linear extension of f . Then f is positive
definite if and only if fR is positive definite.

Proof. Diagonalize f over Q, so f(x) =
∑n
i=1 aix

2
i where the xi are the coordinates

of x on some Q-basis of V and all ai ∈ Q. Then f is positive definite if and only if
all ai > 0. Using the same basis for VR over R now gives the desired result. �

The following result will be used to prove Proposition 14.3. It generalizes Lemma
2 on p. 37 of [18], which dealt with the case where E is a number field.

Proposition 2.5. Suppose E is a finite dimensional commutative Q-algebra, ρ ∈
Aut(E), and TrE/Q(xρ(x)) > 0 for all x ∈ E r {0}. Then:
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(i) TrER/R(xρ(x)) > 0 for all x ∈ ER r {0},
(ii) ρ(ρ(x)) = x for all x ∈ E,
(iii) and E is a CM-algebra with ρ serving as .̄

Proof. By Lemma 2.4 we have (i).
If y is a nilpotent element of E, then yρ(y) is nilpotent, so TrE/Q(yρ(y)) = 0, so

y = 0 by our hypothesis. Thus, E is reduced.
We have E →֒ ER = Rr ×Cs for some r, s ∈ Z≥0, and ρ extends to an automor-

phism of ER as an R-algebra. For 1 ≤ j ≤ r + s, let αj = (0, . . . , 0, 1, 0, . . . , 0) ∈
Rr×Cs = ER with 1 in the j-th position. We claim that ρ(αj) = αj for all j. If not,
then since the αj ’s are exactly the primitive idempotents of ER we have ρ(αj) = αk
for some k 6= j, so 0 < TrER/R(αjρ(αj)) = TrER/R(αjαk) = 0, a contradiction.
Thus ρ acts componentwise, and is the identity on each R and either the identity
or complex conjugation on each C. In particular, ρ(ρ(x)) = x for all x ∈ ER, and
we have (ii).

If ρ is the identity on the j-th C, then letting x =
√
−1αj we have

TrER/R(xρ(x)) = TrER/R(−αj) = −2 < 0,

a contradiction. It follows that ψ(ρ(x)) = ψ(x) for all ψ ∈ Rhom(E,C) and all
x ∈ E, giving (iii). �

The next algorithm will be used in Algorithm 3.9. For the input, a degree n field
F is specified (as in [15]) by listing a system of “structure constants” aijk ∈ Q, for
i, j, k ∈ {1, 2, . . . , n}, that determine the multiplication in the sense that for some
Q-basis {α1, α2, . . . , αn} of F one has αiαj =

∑n
k=1 aijkαk for all i, j. Elements of

F are then represented by their vector of coordinates on that basis.

Algorithm 2.6. Given a number field F , the algorithm decides whether F is a
CM-field, and if so computes ¯∈ Aut(F ).

Steps:

(i) Compute Aut(F ).
(ii) For all σ ∈ Aut(F ) with σ2 = idF in succession compute TrF/Q(αi ·σ(αj))

for the given Q-basis {α1, . . . , αn} of F and test whether for all k ∈
{1, 2, . . . , n} we have det((TrF/Q(αi · σ(αj)))ki,j=1) > 0. If not, pass to
the next σ or if there is no next σ terminate with “no”. If yes, terminate
with “yes” and ¯= σ.

Proposition 2.7. Algorithm 2.6 is correct and runs in polynomial time.

Proof. Let fσ : F → Q be the quadratic form fσ(x) = TrF/Q(xσ(x)). Then fσ is
positive definite if and only if (fσ)R is positive definite, by Lemma 2.4. Further,
(fσ)R is positive definite if and only if the matrix A = (TrF/Q(αi · σ(αj)))ni,j=1 is
positive definite. By Sylvester’s criterion, A is positive definite if and only if its
leading principal minors det((TrF/Q(αi · σ(αj)))ki,j=1) are all positive. Correctness
of the algorithm now follows from Proposition 2.5 and Lemma 2.3. Computing
Aut(F ) can be done in polynomial time, by §2.9 of [8]. �

Remark 2.8. There is a deterministic polynomial-time algorithm that given a
finite dimensional commutative Q-algebra E decides whether it is a CM-algebra
and if so produces .̄ Namely, use Algorithms 5.5 and 7.2 of [15] to determine
whether all elements of E are separable and if so to compute all m ∈ Spec(E) and
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apply Algorithm 2.6 above to check whether each E/m is a CM-field and find its
automorphism .̄

3. CM-orders

If A is a reduced order, then the trace map Tr = TrA/Z : A → Z extends by
linearity to trace maps Tr : AQ → Q and Tr : AR → R, and for all a ∈ A we have
Tr(a) =

∑

ψ∈Rhom(A,C) ψ(a). (Note that #Rhom(A,C) = rankZ(A).)

Recall that the discriminant ∆A/Z of an order A is the determinant of the matrix
(TrO/Z(αiαj))i,j for any Z-basis {αi} of A.

In Section 1, a CM-order A was specified by n = rankZ(A), and a system
(bijk)

n
i,j,k=1 of integers such that for some Z-basis {αi}ni=1 of A one has αiαj =

∑n
k=1 bijkαk for all 1 ≤ i, j ≤ n, and a matrix giving ¯ on A. We improve the way

the data for A are specified, as follows. Note that Tr(αi) =
∑n
j=1 bijj . It is straight-

forward to use the specified data to compute the Gram matrix ((αi, αj))1≤i,j≤n for
A relative to the basis {αi}ni=1, where (a, b) = TrA/Z(ab̄) for all a, b ∈ A, and com-
pute det((αi, αj)) = |∆A/Z|, which is the determinant of A as a lattice (Definition
5.3 below). Run the LLL lattice basis reduction algorithm ([7]) to replace {αi}ni=1

by an LLL-reduced basis (see Definition 5.1 for the definition), and recompute the
constants bijk and the matrix giving .̄ We always first run the above algorithm to
give an LLL-reduced basis, and convert back to the original basis at the end. We
suppress this in the algorithms below, and assume our input A is given with an
LLL-reduced basis, and that we have kept track of how the LLL-basis is expressed
in terms of the original basis {αi}, so that one can give the final answer in terms
of the original basis.

Lemma 3.1. If A is a reduced order, then
⋂

ψ∈Rhom(A,C) ker(ψ) = 0.

Proof. Let n = rankZ(A). Since A is reduced, we have A ⊂ AC
∼= Cn, so

⋂

ψ∈Rhom(A,C) ker(ψ) ⊂
⋂

ψ∈RhomC(Cn,C) ker(ψ) = 0. �

Lemma 3.2. If A is a CM-order, then A is an integral lattice with respect to the
inner product (a, b) = TrA/Z(ab̄) for all a, b ∈ A.

Proof. The map is clearly Z-valued, Z-bilinear, and symmetric. If a ∈ A, then
ψ(aā) = ψ(a)ψ(a) ∈ R≥0 for all ψ ∈ Rhom(A,C), so (a, a) = TrA/Z(aā) =
∑

ψ ψ(aā) ∈ R≥0. Suppose a 6= 0. Since
⋂

ψ∈Rhom(A,C) kerψ = 0 by Lemma

3.1, there exists ψ ∈ Rhom(A,C) such that ψ(a) 6= 0. Thus ψ(ā) = ψ(a) 6= 0, so
ψ(aā) = ψ(a)ψ(ā) 6= 0, so (a, a) > 0. �

Lemma 3.3. Suppose A is a CM-order. Then:

(i) a 7→ ā is an involution on A (i.e., ¯̄a = a for all a ∈ A);
(ii) A has exactly one involution satisfying Definition 1.1(ii);
(iii) the involution ¯ extends R-linearly to AR, and is the unique involution on

AR such that ψ(ā) = ψ(a) for all a ∈ AR and all ψ ∈ RhomR(AR,C);
(iv) TrAR/R(aā) > 0 for all non-zero a ∈ AR.

Proof. For all ψ ∈ Rhom(A,C) and all a ∈ A we have ψ(a) = ψ(ā) = ψ(¯̄a), so
a = ¯̄a by Lemma 3.1.

Suppose ρ1 and ρ2 are two involutions satisfying Definition 1.1(ii). Then for all

a ∈ A and all ψ ∈ Rhom(A,C) we have ψ(ρ1(a)) = ψ(a) = ψ(ρ2(a)). Thus ρ1 = ρ2
by Lemma 3.1, giving (ii).
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The map ¯ extends R-linearly to AR, and the proofs of (i) and (ii) extend to AR

to give (iii).
We have AR

∼= Rr×Cs for some r, s ∈ Z≥0, and RhomR(AR,C) = {ψj}r+2s
j=1 with

ψj : AR → R for 1 ≤ j ≤ r and ψs+j = ψj for r + 1 ≤ j ≤ r + s. For (iv), suppose
0 6= a ∈ AR. Then

TrAR/R(aā) =
∑

ψ∈RhomR(AR,C)

ψ(aā) =

r
∑

i=1

ψi(a)
2 + 2

r+s
∑

i=r+1

ψi(a)ψi(a) > 0.

�

Remark 3.4. If A is an order, then A is a CM-order if and only if AQ is a CM-
algebra and A = Ā.

For a CM-order A, define

Ǎ = {a ∈ AQ : TrAQ/Q(aA) ⊂ Z} ⊂ AQ,

A+
R = {a ∈ AR : a = ā} = {a ∈ AR : ∀ψ ∈ Rhom(A,C), ψ(a) ∈ R},

(A+
R )>0 = {a ∈ AR : ∀ψ ∈ RhomR(AR,C), ψ(a) ∈ R≥0 and ∃ψ : ψ(a) > 0}

= {a ∈ AR : ∀ψ ∈ RhomR(AR,C), ψ(a) ∈ R≥0} − {0},
(A+

R )≫0 = {a ∈ AR : ∀ψ ∈ RhomR(AR,C), ψ(a) ∈ R>0},
and for B ⊂ AR define

B+ = B ∩A+
R , B+

>0 = B ∩ (A+
R )>0, B+

≫0 = B ∩ (A+
R )≫0.

We will apply this with B = A and with B = Ǎ.
The set A+

>0 is not necessarily closed under multiplication (since A is not neces-
sarily a domain).

Examples 3.5. (i) If F is a CM-field, then the ring of integers of F is a CM-
order, with complex conjugation serving as .̄

(ii) If B is a subring of a CM-order, then the subring generated by B and B̄ is a
CM-order.

(iii) If A1 and A2 are CM-orders, then so are A1 ×A2 and A1 ⊗Z A2.
(iv) Suppose G is a finite abelian group of order n. If A = Z[G] then Ǎ = 1

nZ[G].

Example 3.6. Suppose A is a CM-order, and m is a maximal ideal of A such that
m 6= m̄ and A/m is not a prime field. Then A/m contains a prime field F , and the
inverse image of F under the natural map A → A/m is a proper subring R of A
such that R 6= R̄, so R is not a CM-order.

Example 3.7. Suppose that q is a prime power and π is a q-Weil number, i.e.,
π is an algebraic integer in C such that |σ(π)| = √

q for all σ ∈ Aut(C). Then
Z[π, π̄] is a CM-order, but if [Q(π) : Q] > 2 then Z[π] is not a CM-order. To see
the latter, consider the irreducible polynomial

∑n
i=0 aiX

i ∈ Z[X ] that π satisfies

with an = 1. Then π
∑n−1

i=0 ai+1π
i = −a0 = ±qn/2 = ±qn/2−1ππ̄. Thus, π̄ =

±q1−n/2(∑n−1
i=0 ai+1π

i). The coefficient of π̄ at πn−1 is ±q1−n/2 6∈ Z, so π̄ 6∈ Z[π].

Proposition 3.8. Suppose A is a CM-order and a ∈ A+
≫0. Then the following are

equivalent:

(i) a = 1,
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(ii) Tr(a) = rankZ(A),
(iii) Tr(a) ≤ rankZ(A).

Proof. The implications (i) ⇒ (ii) ⇒ (iii) are clear. Since a ∈ A+
≫0, we have

σ(a) ∈ R>0 for all σ ∈ Rhom(AQ,C), and
∏

σ σ(a) ∈ Z>0. Assuming (iii), then
applying the arithmetic-geometric mean inequality we have

rankZ(A) ≥ Tr(a) =
∑

σ∈Rhom(AQ,C)

σ(a) = rankZ(A) ·
∑

σ σ(a)

#Rhom(AQ,C)

≥ rankZ(A) · [
∏

σ∈Rhom(AQ,C)

σ(a)]1/#Rhom(AQ,C) ≥ rankZ(A).

Thus we have equality everywhere, and all σ(a) = 1, so a = 1, and (iii) ⇒ (i). �

The following algorithm is patterned after the algorithm described in Remark 2.8.

Algorithm 3.9. Given an order A, the algorithm decides whether A is a CM-order,
and if so computes the automorphism .̄

Steps:

(i) Check whether the discriminant ∆A/Z of A is 0. If it is, terminate with
“no”.

(ii) Use Algorithm 7.2 of [15] to find all m ∈ Spec(AQ) and to find a Q-basis
for each field AQ/m.

(iii) For eachm ∈ Spec(AQ), apply Algorithm 2.6 to determine whether the field
AQ/m is a CM-field. If one is not, terminate with “no”, and if all are, use

Algorithm 2.6 to compute ¯ on each AQ/m and thus on AQ
∼−→ ∏

mAQ/m.
(iv) Express the given Z-basis for A with respect to the Q-basis for AQ obtained

in Step (ii).
(v) Compute the matrix for ¯ with respect to the Z-basis for A. If all entries

are integers, then output “yes” and this matrix, and otherwise terminate
with “no”.

Proposition 3.10. Algorithm 3.9 is correct and runs in polynomial time.

Proof. The algorithm is correct by Remarks 2.2, 2.8, and 3.4 (since ∆A/Z 6= 0 if
and only if every element of A is separable), and runs in polynomial time since each
step does. �

4. A-lattices

Throughout this section A is a CM-order, except for Lemma 4.5. Suppose that L
is an A-module. Then there is an A-module L with a group isomorphism ¯ : L→ L
that is semi-linear, i.e., rx = r̄ · x̄ for all r ∈ A and x ∈ L. The module L is easy to
construct. If L = A, one can take L = A, and take ¯on L to be the same as ¯on A.

Recall that we define an A-lattice L to be a lattice that is given an A-module
structure with the property that for all a ∈ A and x, y ∈ L one has 〈ax, y〉 = 〈x, āy〉.
Proposition 4.1. Suppose L is an A-lattice. Then:

(i) if x, y ∈ L, then there exists a unique zx,y ∈ Ǎ such that

TrAQ/Q(azx,y) = 〈ax, y〉
for all a ∈ A;
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(ii) there is a unique A-linear homomorphism ϕ = ϕL : L⊗A L̄→ Ǎ such that

TrAQ/Q(ϕ(x ⊗ ȳ)) = 〈x, y〉
for all x, y ∈ L; for this map ϕ we have
(a) ϕ(x⊗ ȳ) = zx,y for all x, y ∈ L,

(b) ϕ(x⊗ ȳ) = ϕ(y ⊗ x̄) for all x, y ∈ L,
(c) ϕ(x⊗ x̄) ∈ Ǎ+

>0 for all 0 6= x ∈ L.

Proof. Since g : Ǎ
∼−→ HomZ(A,Z), b 7→ (a 7→ TrAQ/Q(ab)) is an isomorphism,

for every x, y ∈ L there exists a unique zx,y ∈ Ǎ such that g(zx,y) is the map
a 7→ 〈ax, y〉. This proves (i).

It is straightforward to check that the map L×L̄→ Ǎ, (x, ȳ) 7→ zx,y is A-bilinear.

Thus there exists a unique A-linear map ϕ : L⊗A L̄→ Ǎ, x⊗ ȳ 7→ zx,y, and by (i)
we have TrAQ/Q(aϕ(x⊗ ȳ)) = 〈ax, y〉 for all x, y ∈ L and a ∈ A.

If a map ϕ : L ⊗A L̄ → Ǎ is A-linear and satisfies TrAQ/Q(ϕ(x ⊗ ȳ)) = 〈x, y〉
for all x, y ∈ L, then TrAQ/Q(aϕ(x ⊗ ȳ)) = 〈ax, y〉 for all x, y ∈ L and a ∈ A, so
ϕ(x⊗ ȳ) = zx,y by (i), giving the uniqueness in (ii).

Since for all a ∈ A we have

Tr(azx,y) = 〈ax, y〉 = 〈x, āy〉 = 〈āy, x〉 = Tr(āzy,x) = Tr(azy,x)

it follows that zx,y = zy,x and thus ϕ(x ⊗ ȳ) = ϕ(y ⊗ x̄) for all x, y ∈ L.

Substituting x for y, it follows that ϕ(x ⊗ x̄) ∈ Ǎ+. If x 6= 0 then 〈x, x〉 6= 0, so
Tr(ϕ(x ⊗ x̄)) 6= 0, so ϕ(x⊗ x̄) 6= 0. Extending ϕ R-linearly, we have

TrAR/R(aāϕ(x ⊗ x̄)) = 〈aāx, x〉 = 〈āx, āx〉 ≥ 0

for all x ∈ LR and a ∈ AR. The proof of Lemma 7.3(vii) of [12] with AR in the role
of R〈G〉 and z = ϕ(x⊗ x̄) now gives that ψ(ϕ(x⊗ x̄)) ≥ 0 for all ψ ∈ RhomR(AR,C)
and all x ∈ LR. It follows now that ϕ(x⊗ x̄) ∈ Ǎ+

>0 for all 0 6= x ∈ L, and we have
(ii). �

Proposition 4.2. Suppose L is a finitely generated A-module, and ϕ = ϕL :
L⊗A L̄→ Ǎ is an A-linear homomorphism such that

(i) ϕ(x ⊗ ȳ) = ϕ(y ⊗ x̄) for all x, y ∈ L, and
(ii) ϕ(x ⊗ x̄) ∈ Ǎ+

>0 for all 0 6= x ∈ L.

Then L is an A-lattice with respect to the inner product 〈x, y〉 = TrAQ/Q(ϕ(x⊗ ȳ)).

Proof. Define 〈 , 〉 : L⊗A L̄→ Ǎ by 〈x, y〉 = TrAQ/Q(ϕ(x⊗ ȳ)). Note that the image

lies in Z by the definition of Ǎ, and Z-bilinearity is also clear. We have

〈x, y〉 = Tr(ϕ(x ⊗ ȳ)) = Tr(ϕ(y ⊗ x̄)) = Tr(ϕ(y ⊗ x̄)) = 〈y, x〉.
If x 6= 0 then

〈x, x〉 = TrAQ/Q(ϕ(x ⊗ x̄)) =
∑

ψ∈Rhom(AQ,C)

ψ(ϕ(x ⊗ x̄)) > 0,

the inequality holding since each ψ(ϕ(x⊗ x̄)) is real and non-negative, and at least
one is positive. By the A-linearity of ϕ we have 〈ax, y〉 = aTrAQ/Q(ϕ(x ⊗ ȳ)) =
〈x, āy〉. �

Definition 4.3. An A-lattice L is invertible if the values of the map ϕL of Proposi-
tion 4.1 all lie in A and the map ϕL : L⊗A L̄→ A is an isomorphism of A-modules.
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Remarks 4.4. (i) For the standard A-lattice L = A we have ϕA(x ⊗ ȳ) = xȳ
and 〈x, y〉 = TrA/Z(xȳ). The standard A-lattice is invertible since the map

A⊗A Ā→ A, x⊗ ȳ 7→ xȳ is an isomorphism.
(ii) By definition, an A-module L is invertible if there is an A-module M such

that L⊗AM and A are isomorphic as A-modules.
(iii) If L is an invertible A-lattice, then L is an invertible A-module.
(iv) Invertibility is preserved under A-lattice isomorphisms.

Lemma 4.5. If A is a reduced order and L is an invertible A-module, then LQ and
AQ are isomorphic as AQ-modules, and rankZ(L) = rankZ(A).

Proof. We use the argument that shows (c) ⇒ (a) of Theorem 11.1 in [12]. Since
AQ is a product of finitely many fields AQ/m with m ∈ Maxspec(A), and LQ is
an AQ-module, we have LQ =

∏

m Vm where Vm is a vector space over AQ/m.
Let dm(L) = dim(Vm). Since L is invertible, there is an A-module M such that
LQ ⊗AQ

MQ
∼= AQ. Thus, dm(L)dm(M) = dm(A) = 1, so dm(L) = 1 = dm(M). The

desired result now follows. �

Notation 4.6. If x, y ∈ L, when we write x · ȳ or xȳ we mean ϕ(x⊗ ȳ).

Remark 4.7. If L is an A-lattice, x ∈ L, and xx̄ = 1, then 〈x, x〉 = rankZ(A), by
Propositions 3.8 and 4.1.

We call a commutative ring R connected if it has exactly two idempotents. The
following result allows us to reduce our main algorithm (Theorem 1.5) to the case
where A is connected.

Lemma 4.8. Suppose I is the set of primitive idempotents of A. Then:

(i) A =
∏

e∈I eA and each eA is a CM-order (viewing eA as a ring with
identity e),

(ii) if L is an A-lattice, then L is the orthogonal sum ⊥e∈I eL and each eL is
an eA-lattice,

(iii) if L is an invertible A-lattice, then each eL is an invertible eA-lattice.

Proof. Since I is the set of primitive idempotents of A we have 1 =
∑

e∈I e, so
A =

∏

e∈I eA and L =
⊕

e∈I eL. Suppose e ∈ I. Then ψ(e) ∈ {0, 1} for all

ψ ∈ Rhom(A,C), so ψ(e) = ψ(e) = ψ(e) for all ψ. Thus, e = ē, so eA = ēĀ = eA.
Parts (i) and (ii) now follow easily from Definition 1.1 and the definition of an A-
lattice. Part (iii) follows from the definition of invertibility since 1⊗1 =

∑

e∈I(e⊗ē)
and (e⊗ ē)(L ⊗A L̄) = eL⊗eA eL. �

5. Reduced bases

The main result of this section is Proposition 5.5. It shows that there exists
B ∈ R depending only on the CM-order A, and polynomially bounded in the
length of the data specifying A, such that for each invertible A-lattice L, the length
of the data specifying L is bounded by B. It is an analogue of Proposition 3.4 of
[12] (see also Lemma 3.12 of [11]), which was for integral unimodular lattices. It
allows us to show that the Witt-Picard group of A is finite (Theorem 12.2 below),
and helps to show, as in [12], that the algorithms associated with Theorem 13.1
run in polynomial time.
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Definition 5.1. If {b1, . . . , bm} is a basis for a lattice L, and {b∗1, . . . , b∗m} is its

Gram-Schmidt orthogonalization, and bi = b∗i +
∑i−1
j=1 µijb

∗
j with µij ∈ R, then

{b1, . . . , bm} is LLL-reduced if

(i) |µij | ≤ 1
2 for all j < i ≤ m, and

(ii) |b∗i |2 ≤ 2|b∗i+1|2 for all i < m.

The LLL basis reduction algorithm [7] takes as input a lattice, and produces an
LLL-reduced basis of the lattice, in polynomial time.

Lemma 5.2. If A is a CM-order, L is an A-lattice, a ∈ A, and x ∈ L, then
〈ax, ax〉 ≤ (a, a)〈x, x〉.

Proof. If σ ∈ Rhom(AQ,C), then σ(aā) = σ(a)σ(a) ∈ R≥0, and σ(ϕ(x⊗ x̄)) ∈ R≥0

by Proposition 4.1(ii)(c). Then by Proposition 4.1(ii) we have

〈ax, ax〉 = TrAQ/Q(ϕ(ax⊗ ax)) = TrAQ/Q(aāϕ(x ⊗ x))

=
∑

σ∈Rhom(AQ,C)

σ(aā)σ(ϕ(x ⊗ x̄)) ≤
(

∑

σ

σ(aā)

)(

∑

σ

σ(ϕ(x ⊗ x̄))

)

= (a, a)TrAQ/Q(ϕ(x ⊗ x)) = (a, a)〈x, x〉.
�

Definition 5.3. We define the determinant det(L) of a lattice L to be the deter-
minant of its Gram matrix, or equivalently, the order of the cokernel of the map
L→ Hom(L,Z), x 7→ (y 7→ 〈x, y〉).
Lemma 5.4. If L is an invertible A-lattice, then det(L) = det(A) = |∆A/Z|.
Proof. Consider the maps:

L→ HomA(L,A) → Hom(L,Z) → Hom(L,Z)

where the left-hand map is the A-module isomorphism x 7→ (ȳ 7→ ϕ(x ⊗ y)) with
inverse f 7→ (idL⊗f) ◦ ϕ−1(1), the middle map is f 7→ TrA/Z ◦ f , and the right-
hand map is the group isomorphism g 7→ (y 7→ g(ȳ)). By Proposition 4.1, the
composition is the map x 7→ (y 7→ 〈x, y〉) of Definition 5.3. We will show that the
cokernel of the middle map has order |∆A/Z|. By the definition of ∆A/Z, this holds

with A in place of L, and we next reduce to that case. Since L is invertible, we may
identify LQ with AQ by Lemma 4.5. Multiplying L by a sufficiently large positive

integer, we may assume that L ⊂ A. Let L′ = {a ∈ AQ : aL ⊂ A}. Consider the
commutative diagram

L′ = HomA(L,A) // Hom(L,Z)

A = HomA(A,A) //

OO

Hom(A,Z)

OO

where the vertical maps are the restriction maps. The orders of the cokernels of
the left and right maps are, respectively, (L′ : A) and (A : L). It suffices to show
that these two numbers are equal.

We haveA→ L⊗AL։ L·L where the first map is the inverse of the isomorphism
ϕL, so L · L is a principal ideal of A. Hence I = L is an invertible A-ideal of
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finite index, and I−1 = {a ∈ AQ : aI ⊂ A} = L′. It remains to show that
(I−1 : A) = (A : I). The map J 7→ J · I from the set of intermediate A-modules
of I−1 ⊃ A to the set of intermediate A-modules of A ⊃ I is a bijection with
inverse K 7→ K · I−1. So a composition chain of I−1/A gives a composition chain
of A/I. Thus it suffices to prove that if J/J ′ is simple then J/J ′ ∼= J · I/J ′ · I. If
J/J ′ ∼= A/m with m ∈ Maxspec(A), then J · I/J ′ · I is also simple and annihilated
by m, so is also isomorphic to A/m. This gives the desired result. �

We specify an A-lattice L by giving A as before, m = rankZ(L), the Gram
matrix (〈bi, bj〉)mi,j=1 with respect to a Z-basis {b1, . . . , bm} for L, and dijk ∈ Z

for i ∈ {1, . . . , n} and j, k ∈ {1, . . . ,m} such that αibj =
∑m

k=1 dijkbk for all i
and j, with respect to the same Z-basis {αi}ni=1 that was used for the system of
integers {bijk}ni,j,k=1 used to specify A. We always work with LLL-reduced bases
for A-lattices, as we explained for A at the beginning of Section 3.

If x ∈ LR let |x| = 〈x, x〉1/2, and if a ∈ AR let |a| = (a, a)1/2.

Proposition 5.5. If A is a CM-order, n is its rank, L is an invertible A-lattice,
{b1, . . . , bn} is an LLL-reduced basis for L, and {b∗1, . . . , b∗n} is its Gram-Schmidt
orthogonalization, then:

(i) 21−i ≤ |b∗i |2 ≤ 2n−i|∆A/Z| for all i,

(ii) |bi|2 ≤ 2n−1|∆A/Z| for all i,

(iii) |〈bi, bj〉| ≤ 2n−1|∆A/Z| for all i and j,

(iv) |dijk |, |bijk| ≤ (3
√
2)n−1|∆A/Z| for all i, j, and k.

Proof. The proof generalizes our proof of Proposition 3.4 of [12] (and corrects some
typos therein). Since L is an invertible A-lattice, we have m = n and det(L) =
|∆A/Z|, by Lemma 5.4. It follows from Definition 5.1(ii) that for all 1 ≤ i ≤ j ≤
n we have |b∗i |2 ≤ 2j−i|b∗j |2, so for all i we have 21−i|b∗1|2 ≤ |b∗i |2 ≤ 2n−i|b∗n|2.
Since L is integral we have |b∗1|2 = |b1|2 = 〈b1, b1〉 ≥ 1, so |b∗i |2 ≥ 21−i. Letting

Li =
∑i

j=1 Zbj , we have |b∗i |2 = det(Li)/det(Li−1). Since L is integral we have

|b∗n|2 = det(Ln)/det(Ln−1) ≤ |∆A/Z|, so |b∗i |2 ≤ 2n−i|∆A/Z|, giving (i).
Following the proof of Proposition 3.4(ii,iii) of [12] now gives (ii) and (iii).
Define {c1, . . . , cn} to be the Q-basis of LQ that is dual to {b1, . . . , bn}, i.e.,

〈ci, bj〉 = δij for all i and j, where δij is the Kronecker delta symbol. Then dijk =
〈cj , αibj〉, so

|dijk| ≤ |cj ||αibj| ≤ |cj ||αi||bj | ≤ 2n−1|∆A/Z||cj |
by the Cauchy-Schwarz inequality, Lemma 5.2, and (ii) applied to the A-lattices L
and A. The proof of Proposition 3.4(iv) of [12] shows that |cj |2 ≤ (9/2)n−1, and this
gives the desired bound on |dijk | in (iv). Applying this to the standard A-lattice A
(recall that {αi}ni=1 is LLL-reduced) gives the desired bound on |bijk|. �

6. Short vectors in lattice cosets

We show how to find the unique “short” vector in a suitable lattice coset, when
such a vector exists.

Definition 6.1. Suppose A is a CM-order and L is an A-lattice. We say x ∈ L is
short if ϕ(x⊗ x̄) = 1, where ϕ is the map from Proposition 4.1.

Shortness is preserved by A-lattice isomorphisms. Recalling Notation 4.6, the
element x is short if and only if xx̄ = 1. Hence 〈x, x〉 = rankZ(A) when x is short.
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The following algorithm is an analogue of Algorithm 4.2 of [12]. We will use it
in Algorithms 17.5 and 14.5 below.

Algorithm 6.2. Given a CM-order A, an A-lattice L of Z-rank n, an A-ideal a of
finite index in A such that

(6.2.1) 〈β, β〉 ≥ (2n/2 + 1)2rankZ(A) for all β ∈ aLr {0},
and C ∈ L/aL, the algorithm computes all y ∈ C with 〈y, y〉 = rankZ(A).

Steps:

(i) Compute an LLL-reduced basis for aL and use it as in §10 of [9] to com-
pute y ∈ C such that 〈y, y〉 ≤ (2n − 1)〈x, x〉 for all x ∈ C, i.e., find an
approximate solution to the shortest vector problem.

(ii) Compute 〈y, y〉.
(iii) If 〈y, y〉 = rankZ(A), output y.
(iv) If 〈y, y〉 6= rankZ(A), output “there is no y ∈ C with 〈y, y〉 = rankZ(A)”.

The following result is used to prove Proposition 17.6.

Proposition 6.3. Algorithm 6.2 is correct and runs in polynomial time. Further,
the number of y output by the algorithm is 0 or 1, and if such a y exists then it is
the unique shortest element of C.

Proof. Let y ∈ C be as computed in Step (i). Then 〈y, y〉 ≤ (2n − 1)〈x, x〉 for all
x ∈ C. Suppose z ∈ C with 〈z, z〉 ≤ rankZ(A), and let β = z − y ∈ aL. Then

〈β, β〉 ≤
(

〈z, z〉1/2 +
√
2n − 1〈z, z〉1/2

)2

< (2n/2 + 1)2rankZ(A),

so β = 0 by (6.2.1) and z = y. It follows that the algorithm finds all y ∈ C with
〈y, y〉 = rankZ(A), there is at most one such, and if one exists then it is the unique
shortest element of C. �

Remark 6.4. Note that 22(n+1) ≥ (2n/2 + 1)2n. Thus if L is an A-lattice, n =
rankZ(A) = rankZ(L), and a = 2n+1A, then (6.2.1) holds. We will make special use
of the ideal 2n+1A in Algorithms 14.5 and 17.5.

7. Short vectors and regular elements

Definition 7.1. Suppose A is a commutative ring and L is an A-module. An
element x ∈ L is regular (or regular in L) if the map A → L defined by a 7→ ax is
injective.

Recall (Notation 4.6) that xȳ is shorthand for ϕ(x⊗ ȳ).

Proposition 7.2. Suppose A is a CM-order, L is an A-lattice, and x ∈ L. Then
the following are equivalent:

(i) x is regular,
(ii) xx̄ ∈ Ǎ+

≫0,
(iii) xx̄ is regular (in AQ).

Proof. Let (yr)r∈Minspec(A) denote the image of y ∈ AQ under the natural isomor-

phism AQ
∼−→∏

r∈Minspec(A)Ar. Then y ∈ AQ is regular in AQ if and only if yr 6= 0

for all r. This implies that (ii) and (iii) are equivalent, by Proposition 4.1(ii)(c).
Suppose x is regular. If 0 6= a ∈ A, then ax 6= 0, so

(7.2.1) 0 6= 〈ax, ax〉 = Tr(aā(xx̄)).
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If r ∈ Minspec(A) and (xx̄)r = 0 in Ar, then there exists b ∈ AQ r {0} such that
b(xx̄) = 0, so there exists a ∈ Ar {0} such that a(xx̄) = 0. Thus, aā(xx̄) = 0, so
Tr(aā(xx̄)) = 0, contradicting (7.2.1). It follows that (i) implies (ii).

Next we show that (ii) implies (i). Suppose a ∈ A and ax = 0. Then a(xx̄) =
(ax)x̄ = 0. By (ii) we have xx̄ ∈ Ǎ+

≫0 ⊂ A∗
Q. Thus a = 0, giving (i). �

Recall the definition of short in Definition 6.1.

Proposition 7.3. Suppose A is a CM-order, L is an A-lattice, ϕ(L⊗ L̄) ⊂ A, and
x ∈ L. Then the following are equivalent:

(i) x is short,
(ii) x is regular and 〈x, x〉 = rankZ(A).

Proof. That (i) implies (ii) follows from Proposition 7.2 and Tr(1) = rankZ(A).
Conversely, assume (ii) and let a = xx̄. Then a ∈ A+

≫0 by Proposition 7.2, and
Tr(a) = 〈x, x〉 = rankZ(A), so by Proposition 3.8 we have a = 1. �

The next result may be viewed as a variation on Kronecker’s theorem that every
algebraic integer all of whose conjugates lie on the unit circle must be a root of
unity. We will use it to prove Theorem 11.1(iv).

Proposition 7.4. Suppose A is a CM-order and a ∈ A. Then the following are
equivalent:

(i) a ∈ µ(A),
(ii) a is regular and Tr(aā) = (a, a) = rankZ(A),
(iii) a is regular and Tr(aā) = (a, a) ≤ rankZ(A),
(iv) aā = 1.

Proof. The implications (i) ⇒ (ii) ⇒ (iii) are clear. For (iii) ⇒ (iv), suppose we
have (iii). Then ā is regular, so aā is regular. By Proposition 7.2, aā ∈ A+

≫0. Since
Tr(aā) ≤ rankZ(A), by Proposition 3.8 we have aā = 1 as desired.

To show (iv) ⇒ (i), suppose aā = 1. We have AQ
∼=
∏

r∈Minspec(A)Ar with each

localization Ar being a number field, and the components ar of a are algebraic
integers all of whose conjugates lie on the unit circle, so each ar is a root of unity.
Thus, a ∈ µ(A). �

Example 7.5. For an example of a CM-order with a vector shorter than a “short”
one, suppose that A1 and A2 are non-zero CM-orders and let A = A1 × A2, a dis-
connected order. Then the unit element 1 ∈ A satisfies 〈1, 1〉 = Tr(1 · 1̄) = Tr(1) =
rankZ(A), so by Proposition 7.3 with L = A the vector 1 is “short”. For (1, 0) ∈
A1 × A2 = A we have 〈(1, 0), (1, 0)〉 = Tr((1, 0) · (1, 0)) = rankZ(A1) < rankZ(A)
and similarly 〈(0, 1), (0, 1)〉 = rankZ(A2) < rankZ(A), giving shorter vectors than
our “short” vector 1 = (1, 1) ∈ A.

Example 7.6. For an example of a connected order with a non-zero vector shorter
than a “short” one, let

A = {(x1, x2, x3, x4, x5) ∈ Z5 : all xi have the same parity}
with coordinate-wise multiplication. Then A is a subring of Z5 of index 16, and
A is a connected order. The element x = (2, 0, 0, 0, 0) ∈ A has 〈x, x〉 = 4, while
rankZ(A) = 〈1, 1〉 = 5 > 4.
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Example 7.7. Let

A = {(x1, x2, x3, x4) ∈ Z4 : all xi have the same parity}
with coordinate-wise multiplication. The element x = (2, 0, 0, 0) ∈ A has 〈x, x〉 =
4 = 〈1, 1〉. While 1 is regular, x is not (since in A, an element is regular if and only
if no coordinate is 0).

8. Vigilant sets and lower bounds

Suppose A is a CM-order. The main result of this section is Proposition 8.5,
which for any A-ideal a that can be written as a product of finitely many maximal
ideals, finds a lower bound for min{〈β, β〉 : β ∈ aL r {0}} in terms of a, valid for
all A-lattices L for which the image of ϕ is contained in A. We will use it to prove
Proposition 17.4. We start with some lemmas.

See Corollary 2.5 of [1] for the following version of Nakayama’s Lemma.

Proposition 8.1 (Nakayama’s Lemma). Suppose A is a commutative ring, L is a
finitely generated A-module, and a is an ideal of A such that aL = L. Then there
exists x ∈ 1 + a ⊂ A such that xL = 0.

Lemma 8.2. Suppose A is an order, I ⊂ AQ is a fractional A-ideal, and a ( A is
an ideal. Then aI ( I.

Proof. If not, then aI = I, so Nakayama’s Lemma (Proposition 8.1) gives x ∈
1 + a ⊂ A such that xI = 0. Then xIQ = 0. But IQ = AQ. So x = x · 1 ∈ x · AQ =
xIQ = {0}. Thus, 1 ∈ a, so a = A, a contradiction. �

Recall that if p ∈ Spec(A), then N(p) = #(A/p).

Lemma 8.3. Suppose A is an order, p1, . . . , pm ∈ Maxspec(A), and I is a frac-
tional A-ideal. Then

#(I/p1 · · · pmI) ≥
m
∏

i=1

N(pi).

Proof. We proceed by induction on m. The case m = 0 is clear. For m > 0,
letting J denote the fractional A-ideal p1 · · · pm−1I we have #(I/p1 · · · pmI) =
#(I/J)#(J/pmJ). By Lemma 8.2 we have J 6= pmJ . Thus, dimA/pm

(J/pmJ) ≥ 1,
so #(J/pmJ) ≥ N(pm). �

Definition 8.4. Suppose A is a reduced order. We will say that a set S of maximal
ideals of A is a vigilant set for A if for all r ∈ Minspec(A) there exists p ∈ S such
that r ⊂ p.

Being a vigilant set for A is equivalent to the natural map A→∏

p∈S Ap being

injective. If S ⊂ Maxspec(A) and r ∈ Minspec(A), let

S(r) = {p ∈ S : r ⊂ p}.
Then S =

⋃

r∈Minspec(A) S(r), and S is a vigilant set for A if and only if each S(r) is

non-empty. If S is vigilant, we think of S as “seeing” all the irreducible components
of Spec(A).

Proposition 8.5. Suppose that A is a CM-order, n is its rank, L is an A-lattice
such that the map ϕ of Proposition 4.1 takes values in A, and S is a finite subset
of Maxspec(A). Suppose t : S → Z≥0 is a function, and a =

∏

p∈S p
t(p). For

r ∈ Minspec(A), let dr = rankZ(A/r). Then:
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(i) for all non-zero β ∈ aL we have

〈β, β〉 ≥ min
r∈Minspec(A)

dr
∏

p∈S(r)
N(p)

2t(p)
dr ;

(ii) if S is vigilant and t(p) ≥ n(n+ 1) for all p ∈ S, then 〈β, β〉 ≥ (2n/2+1)2n
for all β ∈ aLr {0}.

Proof. Suppose r ∈ Minspec(A). Then r = ker(A → Ar, α 7→ αr), and Ar is
a zero-dimensional local ring with no nilpotent elements, so it is a field, namely
the field of fractions of A/r. (Note that A/r is a domain but not a field.) For
C ⊂ A, let C(r) denote the image of C in Ar. We have a(r) =

∏

p∈S(r) p(r)
t(p) and

ā(r) =
∏

p∈S(r) p(r)
t(p)

. If p ∈ S(r), then A(r)/p(r) ∼= (A/r)/(p/r) ∼= A/p, so

(8.5.1) #(A(r)/p(r)) = N(p).

For (i), put w = ββ̄ ∈ aāA. Then 0 6= w ∈ A+
>0. Choose f ∈ Minspec(A) such

that w /∈ f (which we can do since
⋂

r∈Minspec(A) r = (0)). Then A/f ∼= A(f) ⊂ Af ,

and 0 6= w(f) ∈ aāA(f). Then

〈β, β〉 = TrAQ/Q(w) ≥ TrAf/Q(w(f)) =
∑

σ∈Rhom(Af ,C)

σ(w(f))

= df ·
1

df

∑

σ

σ(w(f))

≥ df

(

∏

σ

σ(w(f))

)1/df

by the arithmetic-geometric mean inequality

= df |NA(f)/Z(w(f))|1/df = df [#(A(f)/w(f)A(f))]1/df

≥ df [#(A(f)/aāA(f))]1/df

≥ df
∏

p∈S(f)
N(p)2t(p)/df by (8.5.1), Lemma 8.3, and N(p) = N(p)

≥ min
r∈Minspec(A)

dr
∏

p∈S(r)
N(p)2t(p)/dr ,

giving (i).
For (ii), since S is vigilant each S(r) is non-empty. Since 1 ≤ dr ≤ n, by (i) we

have

〈β, β〉 ≥ min
r∈Minspec(A)

dr
∏

p∈S(r)
N(p)

2n(n+1)
dr ≥ 22n+2 ≥ (2n/2 + 1)2n.

�

Example 8.6. Let A = Z×F3 Z. Then Spec(A) is connected, and is the union of
2 copies of Spec(Z) that are identified at the prime 3. The minimal prime ideals of
A are r1 = {0} × 3Z and r2 = 3Z× {0}. Let p = (2Z× Z) ∩A and S = {p}. Then
S(r1) = S, but S(r2) is empty so S is not vigilant. Let L = A be the standard
A-lattice. For every t ∈ Z>0, one has pt = (2tZ× Z) ∩ A. Hence, independently of
t, one has β = (0, 3) ∈ pt = ptL, and 〈β, β〉 = Tr((0, 3)) = 9. Thus, the hypothesis
that S is vigilant cannot be removed in Proposition 8.5(ii).
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9. Ideal lattices

The proof of Theorem 8.2 of [12] carries over essentially verbatim, with Z〈G〉
replaced by A and Q〈G〉 replaced by AQ, to show:

Theorem 9.1. Suppose A is a CM-order, I ⊂ AQ is a fractional A-ideal, and
w ∈ (A+

Q )≫0. Suppose that IĪ ⊂ Ǎw. Then:

(i) w = w;
(ii) w ∈ A∗

Q;

(iii) I is an A-lattice, with ϕ(x⊗ ȳ) = xy
w and 〈x, y〉 = TrAQ/Q

(

xy
w

)

.

Notation 9.2. With I and w be as in Theorem 9.1, define L(I,w) to be the A-lattice
I with 〈x, y〉 = TrAQ/Q(xȳ/w).

The proof of Theorem 8.5 of [12] carries over (with Tr playing the role of the
scaled trace function t of [12]) to give the following result, which allows us to deduce
Theorem 1.3 from Theorem 1.5.

Theorem 9.3. Suppose A is a CM-order, I1 and I2 are fractional A-ideals, and
w1, w2 ∈ (A+

Q )≫0 satisfy I1I1 ⊂ Ǎw1 and I2I2 ⊂ Ǎw2. Let Lj = L(Ij ,wj) for
j = 1, 2. Then sending v to multiplication by v gives a bijection from

{v ∈ AQ : I1 = vI2, w1 = vvw2} to {A-isomorphisms L2
∼−→ L1}

and gives a bijection from

{v ∈ AQ : I1 = vA,w1 = vv} to {A-isomorphisms A
∼−→ L1}.

In particular, L1 is A-isomorphic to A if and only if there exists v ∈ AQ such that
I1 = (v) and w1 = vv.

Remark 9.4. If I, w, and L(I,w) are as in Theorem 9.1 and Notation 9.2, then

L(I,w) = L(I,w).

10. Invertible A-lattices

Recall the definition of invertible A-lattice from Definition 4.3. Theorem 11.1
of [12] gave equivalent statements for invertibility of a G-lattice. The following
example shows that the result does not fully extend to the case of A-lattices, while
Theorem 10.3 gives a part that does carry over.

Example 10.1. We give an example of an A-lattice L that is invertible as an A-
module and satisfies det(L) = |∆A/Z|, but is not invertible as an A-lattice. The

CM-order A = Z
[

1+
√
17

2 ,
√
−1
]

has

A+ = Z

[

1 +
√
17

2

]

, Ǎ =
1

2
√
17
A, ∆A/Z = 24 · 172.

We can view A as a rank four A-lattice with 〈x, y〉 = TrAQ/Q(xȳz), where

z =
5 +

√
17

5−
√
17

∈ 1

2
A+

≫0 ⊂ 1

2
A ⊂ Ǎ.

This A-lattice has determinant 24 · 172 and is invertible as an A-module. However,
it is not invertible as an A-lattice, since ϕ(1⊗ 1̄) = z /∈ A.
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The following lemma, which is used to prove Theorem 10.3, is an analogue of
Lemma 11.4 of [12].

Lemma 10.2. If A is a CM-order and I is an invertible fractional A-ideal, then:

(i) if m ∈ Z>0, then I/mI is isomorphic to A/mA as A-modules;
(ii) if a ⊂ A is an ideal of finite index, then I/aI is isomorphic to A/a as

A-modules and as A/a-modules;
(iii) if I ′ is a fractional A-ideal, then the natural surjective map

I ⊗A I ′ → II ′

is an isomorphism.

Proof. The proof of (i) is the same as the proof of Lemma 11.4(i) of [12]. Now
(ii) follows by letting m = #(A/a), so that mA ⊂ a, and applying (i) to show
I/mI ∼= A/mA as A-modules. Tensoring with A/a we have

I/aI ∼= (I/mI)⊗A/mA (A/a) ∼= (A/mA)⊗A/mA (A/a) ∼= A/a

as A-modules and as A/a-modules, giving (ii). The proof of (iii) is the same as the
proof of Lemma 11.4(iii) of [12]. �

Theorem 10.3. Suppose A is a CM-order and L is an A-lattice. Then L is in-
vertible as an A-lattice if and only if there exist a fractional A-ideal I ⊂ AQ and
an element w ∈ (A+

Q )≫0 such that

(i) IĪ = Aw and
(ii) L and L(I,w) are isomorphic as A-lattices.

Proof. Suppose there exist a fractional A-ideal I ⊂ AQ and an element w ∈ (A+
Q )≫0

satisfying (i) and (ii). By Lemma 10.2(iii) we have

I ⊗A Ī ∼−→ IĪ
∼−→ A, x⊗ ȳ 7→ xȳ 7→ xȳ

w
.

Thus the composition ϕ : L ⊗A L̄ = I ⊗A Ī
∼−→ A is an isomorphism, and

TrAQ/Q (ϕ(x ⊗ ȳ)) = TrAQ/Q

(

xy
w

)

= 〈x, y〉L(I,w)
= 〈x, y〉L, so ϕ = ϕL.

Conversely, suppose that L is an invertible A-lattice. Extending Q-linearly the
map ϕ from Proposition 4.1 we have an isomorphism ϕ : LQ ⊗AQ

L̄Q
∼−→ AQ as

AQ-modules. Lemma 4.5 gives that LQ and AQ are isomorphic as AQ-modules,
so we may assume LQ = AQ. Then L is a finitely generated A-submodule of AQ

spanning AQ over Q, so L = I for some fractional ideal I. We may then take L̄ = Ī.

The inclusion I ⊂ AQ induces an isomorphism IQ
∼−→ AQ, which induces an AQ-

module isomorphism f : IQ ⊗AQ
ĪQ

∼−→ AQ ⊗AQ
AQ. Letting i be the isomorphism

i : AQ ⊗AQ
AQ

∼−→ AQ, x ⊗ y 7→ xy, then the composition i ◦ f ◦ ϕ−1 : AQ
∼−→ AQ

is an AQ-module isomorphism and thus is multiplication by a unit w ∈ A∗
Q. So the

isomorphism ϕ : I ⊗A Ī = L ⊗A L ∼−→ A takes x ⊗ y ∈ I ⊗A Ī to xȳ/w ∈ A, so
IĪ/w = A.

Suppose x ∈ I ∩Q>0. Then

x2/w = ϕ(x⊗ x̄) = ϕ(x⊗ x̄) = x2/w = x2/w̄,

so w = w̄. Further, x2/w ∈ A+
>0, so for all ψ ∈ Rhom(AQ,C) we have ψ(x2/w) ∈

R≥0, so ψ(w) ≥ 0. Since w ∈ A∗
Q, for all ψ ∈ Rhom(AQ,C) we have ψ(w) 6= 0.

Thus w ∈ (A+
Q )≫0, and L and L(I,w) are A-isomorphic. �
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The following result will be used to prove Propositions 10.11 and 17.6.

Corollary 10.4. If A is a CM-order, L is an invertible A-lattice, and a ⊂ A is an
ideal of finite index, then there exists ea ∈ L such that (A/a)ea = L/aL.

Proof. This follows directly from Theorem 10.3 and Lemma 10.2(ii). �

In Algorithm 1.1 of [13] we obtained a deterministic polynomial-time algorithm
that on input a finite commutative ring R and a finite R-moduleM , decides whether
there exists y ∈M such thatM = Ry, and if there is, finds such a y. Applying this
with R = A/a and M = L/aL, gives the algorithm in the following result, which is
an analogue of Proposition 10.1 of [12].

Proposition 10.5. There is a deterministic polynomial-time algorithm that, given
a CM-order A, an A-lattice L, and an ideal a ⊂ A of finite index, decides whether
there exists ea ∈ L such that (A/a)ea = L/aL, and if there is, finds one.

If L is an invertible A-lattice then ea exists by Corollary 10.4.
Recall the definition of vigilant in Definition 8.4.

Definition 10.6. Suppose A is a reduced order and a is an ideal of A. Let

V (a) = {p ∈ Maxspec(A) : p ⊃ a}.
We say a is good if #(A/a) <∞ and V (a) is vigilant.

In other words, a is good if #(A/a) < ∞ and for all r ∈ Minspec(A) we have
r+ a 6= A.

Lemma 10.7. If A is a reduced order and m ∈ Z>1, then V (mA) is vigilant and
mA is good.

Proof. Suppose r ∈ Minspec(A). Then A/r is an order. Since m > 1 we have
m(A/r) 6= A/r, so r+mA 6= A. The desired result now follows. �

The following result is an analogue of Lemma 10.2 of [12].

Lemma 10.8. Suppose A is a CM-order, L is an A-lattice, and e ∈ L.

(i) Suppose m ∈ Z>1. Then (A/mA)e = L/mL if and only if L/(Ae) is finite
of order coprime to m.

(ii) Suppose rankZ(L) = rankZ(A) and L/(Ae) is finite. Then the map A →
Ae, a 7→ ae is an isomorphism of A-modules, i.e., e is regular.

(iii) Suppose a is a good ideal of A and (A/a)e = L/aL. Then L/(Ae) is finite
and LQ = AQ · e.

Proof. The proof of Lemma 10.2 of [12] with Z〈G〉 replaced by A shows (i) and (ii).
For (iii), we have Ae + aL = L, so a(L/Ae) = L/Ae. By Proposition 8.1

(Nakayama’s Lemma) there exists x ∈ 1+ a ⊂ A such that x(L/Ae) = 0. Since a is
good, for all r ∈ Minspec(A) we have a+ r 6= A; thus 1 /∈ a+ r. Since x ∈ 1 + a, it
follows that x /∈ r for all r ∈ Minspec(A), so x ∈ A∗

Q. Since x(L/Ae)Q = 0 we have

(L/Ae)Q = 0, so L/Ae is finite and LQ = AQ · e. �

The following lemma will be used to prove Proposition 10.11. It serves as an
analogue of Lemma 11.5 of [12].

Lemma 10.9. Suppose A is a CM-order, L is an A-lattice, and rankZ(L) =
rankZ(A). Suppose e2 ∈ L satisfies (A/2A)e2 = L/2L, and let z = e2e2 ∈ AQ

and I = {a ∈ AQ : ae2 ∈ L}. Then:
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(i) L/(Ae2) is finite, e2 is regular, LQ = AQe2, and L = Ie2;
(ii) z ∈ A∗

Q ∩ (A+
Q )≫0;

(iii) if L is invertible as an A-lattice and w = z−1, then IĪ = Aw, the map
I → L, a 7→ ae2 induces an A-isomorphism from L(I,w) to L, and

ϕL(x⊗ ȳ) = σ−1(x)σ−1(y)z

for all x, y ∈ L, where σ : I
∼−→ L, a 7→ ae2.

Proof. In the notation of Proposition 4.1 we have z = e2e2 = ze2,e2 = ϕ(e2 ⊗ e2),
and 〈ae2, ae2〉 = TrAQ/Q(aāz) for all a ∈ A. By Proposition 4.1(ii)(c) we have

z ∈ (A+
Q )>0.

By Lemma 10.8 we have that L/(Ae) is finite, e2 is regular, the map AQ → LQ,
a 7→ ae2 is an isomorphism, and LQ = AQe2. By the definition of I, we now have
L = Ie2. This gives (i).

If a ∈ A and az = 0, then 〈ae2, ae2〉 = TrAQ/Q(aāz) = 0, so ae2 = 0, so a = 0.
Thus multiplication by z is injective, and therefore surjective, on AQ. Thus z ∈ A∗

Q.

Since z ∈ (A+
Q )>0 we now have z ∈ (A+

Q )≫0, giving (ii).

Suppose L is invertible. Then A = ϕL(L ⊗A L) = ϕL(Ie2 ⊗A Ie2) = IIz, and
〈a, b〉L(I,w)

= TrAQ/Q(ab̄/w) = TrAQ/Q(ab̄z) = 〈ae2, be2〉L for all a, b ∈ A.

If x = ae2 and y = be2 with a, b ∈ I, then ϕL(x⊗ ȳ) = xȳ = (ae2)(be2) = ab̄z as
desired, giving (iii). �

Algorithm 10.10 and Proposition 10.11 below extend Algorithm 10.3 and Propo-
sition 10.4 of [12].

Algorithm 10.10. Given a CM-order A and an A-lattice L, the algorithm decides
whether L is invertible, and if so, outputs the map ϕ : L⊗AL̄ ∼−→ A from Proposition
4.1.

Steps:

(i) Check whether rankZ(L) = rankZ(A). If it does not, output “no” and
stop.

(ii) Run the algorithm associated with Proposition 10.5 to decide if there exists
e2 ∈ L such that (A/2A)e2 = L/2L, and if so, to compute such an e2. If
not, output “no” and stop.

(iii) Use linear algebra over Z to compute a Z-basis for I = {a ∈ AQ : ae2 ∈ L}.
(iv) Solve for z ∈ AQ in the system of linear equations

TrAQ/Q(αiz) = 〈αie2, e2〉
where {αi}ni=1 is the Z-basis used for A.

(v) Output “no” and stop if IĪz 6= A, and otherwise output “yes” and the
map

ϕ : L⊗A L̄→ A, x⊗ ȳ 7→ σ−1(x)σ−1(y)z

where σ : I
∼−→ L, a 7→ ae2.

Proposition 10.11. Algorithm 10.10 is correct and runs in polynomial time.

Proof. If L is invertible, then rankZ(L) = rankZ(A) by Lemma 4.5, and there exists
e2 as in Step (ii) by Corollary 10.4.

The set I in Step (iii) is clearly a fractional A-ideal. Step (iv) computes z ∈ AQ

such that TrAQ/Q(xȳz) = 〈xe2, ye2〉 for all x, y ∈ I. It follows from Proposition
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4.1(i) that there is a unique such z in AQ, and z = ze2,e2 = ϕ(e2 ⊗ e2) = e2e2. By
Step (i) and Lemma 10.9, the element e2 is regular, the map AQ → LQ, a 7→ ae2 is
an isomorphism that takes I to L, and z ∈ A∗

Q ∩ (A+
Q )≫0.

By Lemma 10.9, if L is invertible, then IĪz = A and Step (v) produces the
desired map ϕ. Conversely, if Step (v) determines that IĪz = A, then the A-lattice
L is invertible by Theorem 10.3. �

Remark 10.12. To obtain an algorithm that, given a CM-order A and an invert-
ible A-lattice L, outputs ϕ, one can simply run Steps (ii-v) of Algorithm 10.10 to
compute the map ϕ, without performing the checks for invertibility. In the algo-
rithms in this paper, for invertible A-lattices we generally assume (and suppress
mention) that this has been done, if one needs to perform computations using ϕ.

11. Short vectors in invertible lattices

The following theorem generalizes Theorem 12.4 of [12].

Theorem 11.1. Suppose A is a CM-order and L is an A-lattice. Then:

(i) if L is invertible, then the map

F : {A-isomorphisms A
∼−→ L} → {short vectors of L}, f 7→ f(1)

is bijective;
(ii) if L is invertible and e ∈ L is short, then e generates L as an A-module;
(iii) L is A-isomorphic to the standard A-lattice if and only if L is invertible

and has a short vector;
(iv) if L is invertible and e ∈ L is short, then the map

µ(A) → {short vectors of L}, ζ 7→ ζe

is bijective.

Proof. Suppose L is invertible. First suppose f : A
∼−→ L is an A-isomorphism.

Since 1 ∈ A is short, it follows that f(1) ∈ L is short. Thus, F is well-defined.
Since f(a) = f(a · 1) = af(1), the map f is determined by f(1). Thus, F is
injective.

For surjectivity of F , let x ∈ L be short and define f : A → L by f(a) = ax.
Then f is A-linear, f(1) = x, and f is injective (since x is regular by Proposition
7.3). The map f preserves the lattice structure since for all a, b ∈ A we have

ϕL(f(a)⊗ f(b)) = ϕL(ax⊗ b̄x̄) = ab̄ϕL(x⊗ x̄) = a · b̄ = ϕA(a⊗ b̄).

To see that f is surjective, consider the exact sequences

A⊗A Ā
f⊗id−−−→ L⊗A Ā→ (coker(f))⊗A Ā→ 0

and

L⊗A Ā
id⊗f̄−−−→ L⊗A L̄→ L⊗A (coker(f)) → 0.

Since L is invertible,

(id⊗f̄) ◦ (f ⊗ id) = f ⊗ f̄ = (ϕL)
−1 ◦ ϕA : A⊗A Ā→ L⊗A L̄

is an isomorphism, so id⊗f̄ is onto. Thus L⊗A (coker(f)) = 0, so A⊗A coker(f) =
L⊗A L̄⊗A coker(f) = 0, so coker(f) = 0. This proves (i).

If L is invertible and e ∈ L is short, then L = Ae by (i), and this gives (ii).
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For (iii), it suffices to assume that L is invertible, and in that case (iii) follows
from (i).

For (iv), by (iii) we can (and do) reduce to the case where L is the standard
A-lattice. By Proposition 7.4, the short vectors are exactly the roots of unity in A.
Now (iv) follows easily. �

By Theorem 11.1(iii) and (iv), if L is an invertible A-lattice and X is the set of
short vectors in L, then X = µ(A)e if L is A-isomorphic to the standard A-lattice
and e ∈ X , and X is empty otherwise. Thus, X might be too large to even write
down in polynomial time.

12. The Witt-Picard group

As in the introduction, we define WPic(A) to be the quotient of

{(I, w) : I is an invertible fractional A-ideal, w ∈ (A+
Q )≫0, and I · Ī = Aw}

by {(Av, vv̄) : v ∈ A∗
Q}. Just as for the class groups in algebraic number theory,

WPic(A) is a finite abelian group (Theorem 12.2 below).
The following result is an analogue of Theorem 13.3, Proposition 13.4, and Corol-

lary 14.3 of [12], and can be proved in a similar manner, but now also making use
of Propositions 4.1 and 4.2.

Proposition 12.1. Suppose A is a CM-order and L, M , and N are invertible
A-lattices. Then:

(i) L⊗AM is an invertible A-lattice with the map

ϕL⊗AM : (L⊗AM)⊗A (L⊗AM) → A

of Proposition 4.1 given by

ϕL⊗AM ((x1 ⊗ y1)⊗ (x2 ⊗ y2)) = ϕL(x1 ⊗ x2) · ϕM (y1 ⊗ y2);

(ii) L is an invertible A-lattice with the map ϕL : L⊗A L→ A defined by

ϕL(x̄⊗ y) = ϕL(y ⊗ x̄) = ϕL(x⊗ ȳ);

(iii) we have the following canonical A-isomorphisms:

L⊗AM ∼=M⊗AL, (L⊗AM)⊗AN ∼= L⊗A(M⊗AN), L⊗AA ∼= L, L⊗AL ∼= A;

(iv) L and M are A-isomorphic if and only if L⊗AM and A are A-isomorphic.

Note that L⊗AM = L⊗AM and (canonically)

L⊗AM ⊗A L⊗AM ∼= (L⊗A L)⊗A (M ⊗AM) ∼= A.

The following result is an analogue of Proposition 14.4 and Theorem 14.5 of [12].

Theorem 12.2. The set of invertible A-lattices up to A-isomorphism is a finite
abelian group and is isomorphic to WPic(A). Here, the group operation on (iso-
morphism classes of) invertible A-lattices is given by tensoring over A, the unit
element is (A,ϕ0) with ϕ0(x⊗ ȳ) = xȳ, and the inverse of (L,ϕL) is (L,ϕL).

Proof. The proof is a direct generalization of the proofs of Proposition 14.4 and
Theorem 14.5 of [12], with Proposition 5.5 serving in the role of Proposition 3.4 of
[12]. �

Recall the group Cl
−(A) from the introduction.
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Theorem 12.3. Let h : WPic(A) → Cl−(A) be the group homomorphism sending
the class of (I, w) to the class of I. Then 2 annihilates the kernel and cokernel of
h.

Proof. If [I] ∈ Cl
−(A), then there exists v ∈ A∗

Q such that IĪ = Av. Then

IĪ = Av̄, so I2Ī2 = Avv̄. Since vv̄ ∈ (A+
Q )≫0 we have [(I2, vv̄)] ∈ WPic(A), and

h([(I2, vv̄)]) = [I]2.
If [(I, w)] is in the kernel of h, then there exists v ∈ A∗

Q such that I = Av. Since

IĪ = Aw, it follows that Ī = Aw/v. Since w̄ = w we have I = Aw/v̄. Thus,
I2 = Au where u = wv/v̄ ∈ A∗

Q. We now have (I2, w2) = (Au, uū). �

The following proposition summarizes the algorithmic results for WPic(A) that
are proved in the present paper.

Proposition 12.4. There are deterministic polynomial-time algorithms for finding
the unit element, inverting, multiplying, exponentiation, and equality testing in
WPic(A).

Algorithms for the unit element and inverting follow easily from Theorem 12.2.
Multiplication and exponentiation are dealt with in the next section. See Theorem
1.6 for equality testing.

13. Multiplying and exponentiating invertible A-lattices

This section generalizes Section 15 of [12]. All A-lattices in the inputs and out-
puts of the algorithms are specified via an LLL-reduced basis. Direct generalizations
of Algorithms 15.1, 15.2, and 15.3 of [12] give the following (relying on Lemma 10.9
above wherever [12] relied on Lemma 11.5 of [12]).

Theorem 13.1. (i) There is a deterministic polynomial-time algorithm that,
given a CM-order A of rank n and invertible A-lattices L and M , outputs
L⊗AM and an n×n×n array of integers to describe the multiplication map
L×M → L⊗AM.

(ii) There is a deterministic polynomial-time algorithm that, given a CM-order A,
an ideal a of A of finite index, invertible A-lattices L and M , and elements
d ∈ L/aL and f ∈ M/aM , computes L ⊗A M and the element d ⊗ f ∈
(L⊗M)/a(L⊗M).

(iii) There is a deterministic polynomial-time algorithm that, given a CM-order
A, a positive integer r, an invertible A-lattice L, an ideal a of A of finite
index, and d ∈ L/aL, outputs L⊗r and d⊗r ∈ L⊗r/aL⊗r.

14. The extended tensor algebra Λ

We next define the extended tensor algebra Λ, which is a single algebraic struc-
ture that comprises all rings and lattices that our main algorithm needs. Suppose
A is a CM-order and L is an invertible A-lattice. Let L⊗0 = A, and for all m ∈ Z>0

let
L⊗m = L⊗A · · · ⊗A L (with m L’s),

and
L⊗(−m) = L

⊗m
= L⊗A · · · ⊗A L.

For simplicity, we denote L⊗m by Lm. If m ∈ Z, then Lm is an invertible A-lattice
by Proposition 12.1, and Lm = L

m
= L−m.
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Let

Λ = TA(L) =
⊕

i∈Z

Li,

an A-algebra with involution .̄ The following result is analogous to Proposition
16.1 of [12], and its proof is straightforward.

Proposition 14.1. Suppose A is a CM-order and L is an invertible A-lattice.
Then:

(i) the extended tensor algebra Λ is a commutative ring containing A as a
subring;

(ii) for all j ∈ Z, the action of A on Lj becomes multiplication in Λ;
(iii) Λ has an involution x 7→ x extending both the involution of A and the map

L
∼−→ L;

(iv) if j ∈ Z, then the map Lj × Lj → Lj ⊗A Lj ∼−→ A induced by the isomor-

phism ϕLj becomes multiplication in Λ, with Lj = L−j;
(v) if j ∈ Z and e ∈ Lj is short, then e = e−1 in L−j;
(vi) if e ∈ L is short, then Λ = A[e, e−1], where the right side is the subring of

Λ generated by A, e, and e−1, which is a Laurent polynomial ring.

In [16] we show the following result, which we will use in Proposition 14.3 below.
(In [16], the group Γ was written multiplicatively.)

Proposition 14.2 ([16], Theorem 1.2(ii,iii)). Suppose B =
⊕

γ∈ΓBγ is an order

that is graded by an additively written finite abelian group Γ (i.e., the additive
subgroups Bγ of B satisfy Bγ ·Bγ′ ⊂ Bγ+γ′ for all γ, γ′ ∈ Γ, and the additive group
homomorphism

⊕

γ∈ΓBγ → B sending (xγ)γ∈Γ to
∑

γ∈Γ xγ is bijective). Suppose

B0 is connected. Then B is connected and µ(B) ⊂ ⋃γ∈ΓBγ .

The following result is analogous to Proposition 16.2 of [12], and will be used in
Proposition 14.6.

Proposition 14.3. Suppose A is a CM-order, L is an invertible A-lattice, r ∈ Z>0,
y ∈ Lr, and yȳ = 1. Let Λ = TA(L) and B = Λ/(y − 1)Λ. Then:

(i) the map
⊕r−1

i=0 L
i → B induced by the natural map

⊕r−1
i=0 L

i ⊂ Λ → B
is an A-module isomorphism that exhibits the commutative ring B as a
Z/rZ-graded order;

(ii) B is a CM-order, with involution ¯ on B induced by the involution ¯ on Λ;
(iii) µ(B) = {β ∈ B : ββ̄ = 1};
(iv) if A is connected, then B is connected and µ(B) ⊂ ⋃r−1

i=0 L
i (identifying B

with
⊕r−1

i=0 L
i as in (i)).

Proof. Part (i) is a straightforward exercise.
Each Li has an A-lattice structure 〈x, y〉 = TrA/Z(xȳ), where xy = ϕLi(x ⊗ ȳ).

If β = (β0, . . . , βr−1) ∈
⊕r−1

i=0 L
i = B, then βi ∈ L−i and yβi ∈ Lr−i, but βi = yβi

in B, so

β̄ = (β0, βr−1, . . . , β1) = (β0, yβr−1, . . . , yβ1) ∈
r−1
⊕

i=0

Li = B.
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By Proposition 2.5 applied to E = BQ and Remark 3.4, to prove (ii) it suffices to

prove that for all β we have TrB/Z(ββ̄) = r ·
∑r−1
i=0 〈βi, βi〉. If a ∈ A = L0, then

TrB/Z(a) =

r−1
∑

i=0

trace(action of a on Li) = r · TrA/Z(a).

If c ∈ Li with 0 < i < r, then TrB/Z(c) = 0. Thus, TrB/Z(β) = r · TrA/Z(β0). If

ββ̄ = (αi)
r−1
i=0 , then α0 =

∑r−1
i=0 βiβi. Thus,

TrB/Z(ββ̄) = r·TrA/Z(α0) = r·TrA/Z(
r−1
∑

i=0

βiβi) = r·
r−1
∑

i=0

TrA/Z(βiβi) = r·
r−1
∑

i=0

〈βi, βi〉.

This proves (ii). Part (iii) follows from Proposition 7.4 and (ii). Part (iv) follows
from Proposition 14.2 with Γ = Z/rZ, where B0 = L0 = A. �

The algorithm associated to the following result is Algorithm 13.2 of [14].

Proposition 14.4 ([14], Theorem 1.2). There is a deterministic polynomial-time
algorithm that, given an order B, produces a set S of generators for the group µ(B)
of roots of unity in B∗, as well as a set of defining relations for S.

The following algorithm will be applied repeatedly in Algorithm 18.1. It gener-
alizes Algorithms 17.4 and 19.1(vii–ix) of [12].

Algorithm 14.5. Given a connected CM-order A of rank n, an invertible A-lattice
L, a positive integer r, an element ǫ ∈ L/2n+1L such that (A/2n+1A)ǫ = L/2n+1L,
and an element s ∈ A/2n+1A such that the coset sǫr ∈ Lr/2n+1Lr contains a
(unique) short vector, the algorithm decides whether L has a short vector, and if
so, determines an element t ∈ A/2n+1A such that the coset tǫ contains a (unique)
short vector.

Steps:

(i) Pick an element e in the coset ǫ and let q = (L : Ae). Apply the algorithm
associated to Proposition 10.5 to find eq ∈ L such that Aeq + qL = L.
Let I = {a ∈ AQ : ae ∈ L} and w = (ee)−1 ∈ A∗

Q, compute wr, compute

β = eq/e ∈ AQ ⊂ ΛQ, and for 0 ≤ i ≤ r compute Ii = A+Aβi.
(ii) Apply Algorithm 6.2 with a = 2n+1A and L = L(Ir,wr) and C = s +

2n+1L(Ir,wr) to compute the unique short vector ν ∈ C.

(iii) Construct the order B =
⊕r−1

i=0 I
i with multiplication

Ii × Ij → Ii+j , (x, y) 7→ xy if i+ j < r

and

Ii × Ij → Ii+j−r , (x, y) 7→ xy/ν if i+ j ≥ r.

(iv) Apply the algorithm from Proposition 14.4 to compute a set of generators
{ζ1, . . . , ζm} for µ(B).

(v) Applying the degree map deg : µ(B) → Z/rZ that takes ζ ∈ µ(B) to j ∈ Z

such that ζ ∈ Ij , either find integers si such that
∑m

i=1 si deg(ζi) = 1, or if
no such integers exist output “no” and stop. Letting α =

∏m
i=1 ζ

si
i ∈ µ(B),

use linear algebra over Z to compute t ∈ A/2n+1A that maps to α mod

2n+1I under the isomorphism A/2n+1A
∼−→ I/2n+1I induced by a 7→ a,

and output “yes” and t.
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Proposition 14.6. Algorithm 14.5 is correct and runs in time at most polynomial
in r plus the length of the input.

Proof. By Lemma 10.8(i) with m = 2n+1 we have that q < ∞. Then eq exists by
Corollary 10.4. By Lemma 10.9 we have that w ∈ A∗

Q and that the map I → L,

a 7→ ae induces an A-isomorphism from L(I,w) to L. That Ii = A + Aβi follows
exactly as in the proof of Proposition 19.2 of [12], with A in place of Z〈G〉 and
making use of Lemma 10.8(i).

The short vector ν in Step (ii) is unique by Proposition 6.3, and νer ∈ Lr is the
unique short vector in the coset sǫr.

By Proposition 14.3(iv), the degree map in Step (v) makes sense. Since deg(α) =
1 we have α ∈ I. Since Ae+2n+1L = L, we have A+2n+1I = I, and it follows that
the map A/2n+1A→ I/2n+1I induced by a 7→ a is an isomorphism. By Proposition
14.3(iii), the vector z = αe ∈ L satisfies zz̄ = 1, and is the unique short vector in
the coset tǫ by Proposition 6.3.

Computing wr and βi in Step (i), and all computations involving B, entail the
r entering the runtime. �

15. Some elementary number theory

Definition 15.1. Let c(n) = n2 for n ≥ 2, let b(n) = 4(log n)2 for n ≥ 3, and let
c(1) = b(1) = 2 and b(2) = 3.

Note that b(n) ≤ c(n), and c and b are each monotonically increasing. Let

ψ(x, y) = #{m ∈ Z : 0 < m ≤ x, each prime p|m satisfies p ≤ y}.
Theorem 15.2 (Konyagin-Pomerance, Theorem 2.1 of [6]). If x ≥ 4 and 2 ≤ y ≤
x, then ψ(x, y) > x1−loglogx/logy.

Corollary 15.3. For all n ∈ Z>0 we have

ψ(c(n), b(n)) > n.

Proof. For n > 2 this follows by setting x = n2 and y = 4(log n)2 in Theorem 15.2.
For n = 1 and 2 this can be checked by hand. �

Proposition 15.4. For each n ∈ Z>0, each prime divisor of

gcd{hn − 1 : h ∈ Z>0, h ≤ b(n)}
is less than c(n).

Proof. Suppose ℓ is a prime divisor of gcd{hn − 1 : h ∈ Z, h ≤ b(n)}. Then hn ≡
1 mod ℓ for all integers h ≤ b(n). Let S denote the set of m ∈ Z>0 with m ≤ c(n)
such that all prime divisors p of m satisfy p ≤ b(n). Then #S = ψ(c(n), b(n)) > n
by Corollary 15.3, and for all a ∈ S we have an ≡ 1 mod ℓ. So if all elements of S
are pairwise incongruent mod ℓ, then #{x ∈ Fℓ : x

n = 1} ≥ #S > n, which cannot
be. So there exist s, t ∈ S with s 6= t and s ≡ t mod ℓ. Thus, ℓ divides |s− t|, and
|s− t| ≤ c(n)− 1. �

Corollary 15.5. Suppose n ∈ Z>0 and ℓ is a prime number such that ℓ > c(n).
Then there exists a prime number p ≤ b(n) such that pn 6≡ 1 mod ℓ.

Proof. By Proposition 15.4, there exists a positive integer h ≤ b(n) such that
hn 6≡ 1 mod ℓ. Then h has a prime divisor p ≤ b(n) such that pn 6≡ 1 mod ℓ. �
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The next result replaces our use of Linnik’s theorem in [11, 12], and allows us
to prove upper bounds for the runtime that are much better than those proved in
[4, 11, 12, 5]. We use it to prove Proposition 16.4.

Proposition 15.6. Suppose A is an order and n = rankZ(A) ∈ Z>0. Then for each
prime number ℓ > c(n) there is a maximal ideal p of A such that N(p) 6≡ 1 mod ℓ
and char(A/p) ≤ b(n).

Proof. By Corollary 15.5, there exists a prime number p ≤ b(n) such that pn 6≡
1 mod ℓ. Take a sequence of ideals

a0 = A ) a1 ) a2 · · · ) am = pA

such that each ai−1/ai is a simple A-module. Then ai−1/ai ∼= A/pi as A-modules,
for some maximal ideal pi of A with char(A/pi) = p. Now,

m
∏

i=1

N(pi) =

m
∏

i=1

#(A/pi) =

m
∏

i=1

#(ai−1/ai) = #(A/pA) = pn 6≡ 1 mod ℓ.

Thus N(pi) 6≡ 1 mod ℓ for some i. �

We now give a heuristic argument that b(n) can be replaced with 5 in Corol-
lary 15.5. If ℓ is a prime let Gℓ = 〈2, 3, 5 mod ℓ〉 ⊂ (Z/ℓZ)×, and if m ∈ Z>0

let

Tm = {primes ℓ : ℓ > m2, ℓ > 5, and m = #Gℓ}.
If b(n) cannot be replaced with 5 in Corollary 15.5, then there exists n ∈ Z>0 and
a prime number ℓ > c(n) ≥ n2 such that pn ≡ 1 mod ℓ for all p ∈ {2, 3, 5}; if g
is a generator of the cyclic group Gℓ, then gn ≡ 1 mod ℓ, so if m = #Gℓ then m
divides n and it follows that ℓ ∈ Tm. Thus it would suffice to show that Tm is
empty for all m ∈ Z>0. Let Tm,x = {ℓ ∈ Tm : ℓ > x}. If ℓ ∈ Tm,x then we can
write ℓ = km+1 with k ∈ Z and k ≥ m (since ℓ > m2) and k ≥ x/m (since ℓ > x).
Heuristically, a given pair (k,m) gives an ℓ ∈ Tm with “probability” at most c/k3

with an absolute positive constant c, since the probability that ℓ is prime is at
most 1 and the probability that 2m ≡ 3m ≡ 5m ≡ 1 mod ℓ once ℓ is prime might
naively be estimated as 1/k3, with the constant c accounting for effects coming
from quadratic reciprocity. So one “expects” the set

⋃

m≥1 Tm,x to have size at
most

c
∑

m≥1





∑

k≥max{m,x/m}

1

k3



 ≤ c′
∑

m≥1

1

max{m,x/m}2 =

c′





∑

m≤√
x

m2

x2
+
∑

m>
√
x

1

m2



 ≤ c′′
(√

x
3

x2
+

1√
x

)

=
2c′′√
x
,

which is less than 1 for all sufficiently large x. For all primes ℓ from 7 to 100
million, we easily check that ℓ < m2 = (#Gℓ)

2 (in fact, ℓ < (#〈2, 3 mod ℓ〉)1.85),
so ℓ /∈ Tm. Similarly, b(n) can be replaced with 5, heuristically, in Proposition 15.6
and Theorem 1.7. However, if one replaces 5 by 3 in the definition of Tm, then
conjecturally infinitely many Tm are non-empty, by essentially the above argument,
but not a single such m is known.
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16. Finding auxiliary ideals

Corollary 2.8 of [17] gives a polynomial-time algorithm that on input a prime p
and a finite dimensional commutative Fp-algebra (specified by structure constants),
computes its nilradical. Corollary 3.2 of [17] gives an algorithm that on input a
prime p and a finite dimensional semisimple commutative Fp-algebra R, computes
its minimal ideals in time at most polynomial in p plus dimFp

(R). Combining these
gives the following result.

Theorem 16.1 ([17]). There is an algorithm that on input a prime p and a finite
dimensional commutative Fp-algebra R, computes the prime ideals of R in time at
most polynomial in p plus the length of the input.

Recall the definition of vigilant from Definition 8.4 and the functions b and c
from Definition 15.1.

Definition 16.2. Suppose A is a reduced order of rank n > 0. We will call a set
S usable for A if S consists of vigilant sets S for A such that:

(i) char(A/p) ≤ b(n) for all S ∈ S and all p ∈ S,
(ii) for each prime number ℓ > c(n) there exists S ∈ S such that for all p ∈ S

we have N(p) 6≡ 1 mod ℓ, and
(iii) the set

S0 = {p ∈ Maxspec(A) : 2 ∈ p}
belongs to S.

If r ∈ Minspec(A), let dr = rankZ(A/r).
The next algorithm will be used in Algorithm 17.3.

Algorithm 16.3. Given a reduced order A of rank n > 0, the algorithm outputs
a finite set S that is usable for A.

Steps:

(i) Apply Algorithm 7.2 of [15] to find Minspec(A) = Spec(AQ).
(ii) Find β ∈ Z such that |β −maxr∈Minspec(A) b(dr)| < 1.
(iii) For each prime number p ≤ β apply the algorithm associated with Theorem

16.1 to find all prime ideals of the finite commutative Fp-algebra A/pA,
i.e., find the set M of all p ∈ Maxspec(A) such that char(A/p) ≤ β. For
each p ∈ M, mark which r ∈ Minspec(A) satisfy r ⊂ p.

(iv) With input the finite set

S̃ = {primes ℓ ≤ c(n)} ∪ {N(p)− 1 : p ∈ M} ⊂ Z>0,

apply the Coprime Base Algorithm from [2] to obtain a finite set T ⊂ Z>1

and a map e : S̃ × T → Z≥0 such that
(a) for all t, t′ ∈ T with t 6= t′ we have gcd(t, t′) = 1, and

(b) for all s ∈ S̃ we have s =
∏

t∈T t
e(s,t).

(v) Define a set T ′ of integers coprime to all primes ℓ ≤ c(n) by

T = T ′ ∐ {primes ℓ ≤ c(n)}.
For all p ∈ M and t ∈ T , define hp(t) = e(N(p)− 1, t) ∈ Z≥0, i.e.,

N(p)− 1 =
∏

t∈T
thp(t).
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With S0 as in Definition 16.2(iii), define

T ′′ = {t ∈ T ′ : max{hp(t) : p ∈ S0} > 0}.
If T ′′ is empty, output S = {S0} and stop. Otherwise, proceed as follows.

(vi) For each t ∈ T ′′ and each r ∈ Minspec(A), find pt,r ∈ M from Step (i)
such that hpt,r

(t) = 0 and r ⊂ pt,r. Let

St = {pt,r : r ∈ Minspec(A)} ⊂ M

and output
S = {S0} ∪ {St : t ∈ T ′′}.

Proposition 16.4. Algorithm 16.3 is correct and runs in polynomial time.

Proof. That Step (vi) can find, for each t ∈ T ′′ and each r ∈ Minspec(A), a maximal
ideal pt,r in A such that hpt,r

(t) = 0 and r ⊂ pt,r can be seen as follows. Since
t ∈ T ′′ ⊂ T we have t > 1. Suppose ℓ is a prime divisor of t. Since t ∈ T ′, we
have ℓ > c(n) ≥ c(dr) so by Proposition 15.6 applied with A/r in place of A there
is a maximal ideal pt,r of A that contains r such that char(A/pt,r) ≤ b(dr) and
N(pt,r) 6≡ 1 mod ℓ. Thus N(pt,r) 6≡ 1 mod t, so hpt,r

(t) = 0.
The sets St for t ∈ T ′′ were constructed to be vigilant. The set S0 is vigilant by

Lemma 10.7 with m = 2.
To see that S is usable, first note that if S ∈ S and p ∈ S then char(A/p) ≤

β ≤ b(n). Let ℓ be a prime number > c(n). We will show that there exists S ∈ S

such that for all p ∈ S we have N(p) 6≡ 1 mod ℓ. If ℓ divides some t ∈ T ′′, then take
S = St. If ℓ does not divide any element of T ′′, take S = S0.

Step (i) runs in polynomial time by Theorem 1.10 of [15].
The primes p in Step (iii) are so small in size and number that the appeals to

Theorem 16.1 run in time at most polynomial in the length of the input specifying
A.

Step (iv) runs in polynomial time since the Coprime Base Algorithm in [2] does.
Steps (v) and (vi) run in polynomial time since T ′′ is a subset of T , which was
computed via a polynomial-time algorithm. �

17. Using the auxiliary ideals

Recall the definition of S0 in Definition 16.2(iii).

Definition 17.1. Suppose A is an order of rank n > 0. If a =
∏

p∈Maxspec(A) p
ta(p)

is an ideal in A with ta(p) ∈ Z≥0, and a 6= 2n+1A, let

k(a) = lcmp{(N(p)− 1)p
ta(p)−1
p }

where pp = char(A/p) denotes the prime number in p, and N(p) = #(A/p), and
the lcm is over the maximal ideals p with ta(p) ∈ Z>0. Let

k(2n+1A) =
22nlcmp∈S0{N(p)− 1}

∏

p∈S0
N(p)

.

The number k(a) is the analogue of the number k(m) that was defined in Nota-
tion 18.1 of [12] for positive integers m.

Lemma 17.2. Let A be an order of rank n > 0. The exponent of (A/2n+1A)∗

divides k(2n+1A) and is less than 22n. If a =
∏

p∈Maxspec(A) p
ta(p) is an ideal in A

with ta(p) ∈ Z≥0, then the exponent of the group (A/a)∗ divides k(a).
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Proof. Let G = (A/2n+1A)∗, let c =
⋂

p∈S0
p, let U0 be the kernel of the natural

map G→ (A/c)∗, and for i ∈ {1, . . . , n+1} let Ui be the kernel of the natural map
G→ (A/2iA)∗. We have G ⊃ U0 ⊃ U1 ⊃ · · · ⊃ Un+1 = 1. Further,

G/U0
∼= (A/c)∗ ∼=

∏

p∈S0

(A/p)∗,

which has exponent lcmp∈S0{N(p)− 1}. Since U0/U1
∼= 1 + c/2A, we have

#(U0/U1) = #(c/2A) =
2n

∏

p∈S0
N(p)

.

For 1 ≤ i ≤ n, the group Ui/Ui+1 has exponent 2. Thus the exponent of G divides
k(2n+1A). Since G/U1

∼= (A/2A)∗, the exponent of G is less than 2n#(A/2A) =
22n.

For the final result, suppose p ∈ Maxspec(A) and t = ta(p) > 0. Now let U0 =
(A/pt)∗ and for i ∈ {1, . . . , t} let Ui be the kernel of the natural map (A/pt)∗ →
(A/pi)∗. Then U0 ⊃ U1 ⊃ · · · ⊃ Ut = 1, so the exponent of U0 divides the product
of the exponents of the groups Ui−1/Ui for i = 1, . . . , t. The exponent of U0/U1 is
#((A/p)∗) = N(p)−1. For i > 1 the exponent of Ui−1/Ui is pp. Thus the exponent

of (A/pt)∗ divides (N(p)− 1)pt−1
p .

Applying the Chinese Remainder Theorem to the coprime ideals pta(p) for which
ta(p) > 0, we have a ring isomorphism A/a

∼−→
∏

p|aA/p
ta(p). It follows that the

exponent of (A/a)∗ divides the lcm of the exponents of the groups (A/pta(p))∗,
which combined with the previous paragraph proves the last result. �

Recall the definitions of “good” from Definition 10.6 and of c(n) from Definition
15.1. The next algorithm will be invoked in Algorithm 17.5.

Algorithm 17.3. Given a connected CM-order A of rank n, the algorithm outputs:

• a finite set U of good ideals a of A such that 2n+1A ∈ U ,
• k(a) for each a ∈ U ,
• k = gcda∈U{k(a)},
• an integer f(a) for each a ∈ U

such that:

(a) for all a ∈ U , all invertible A-lattices L and all β ∈ (aL) r {0} we have
〈β, β〉 ≥ (2n/2 + 1)2 · n,

(b) k =
∑

a∈U f(a)k(a),
(c) every prime divisor ℓ of k satisfies ℓ ≤ c(n),
(d) log2(k) ≤ 2n.

Steps:

(i) Run Algorithm 16.3 to obtain a finite set S that is usable for A.
(ii) For each S ∈ S r {S0}, let aS =

∏

p∈S p
n(n+1), and put aS0 = 2n+1A.

Output U = {aS : S ∈ S} and the integers k(a) for each a ∈ U .
(iii) Use the extended Euclidean algorithm to compute k and to find integers

f(a) that satisfy (b).

Proposition 17.4. Algorithm 17.3 is correct and runs in polynomial time.

Proof. Since S is usable, each S ∈ S is vigilant. It follows that each ideal aS ∈ U
is good. By Proposition 8.5(ii) we have (a).
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Suppose ℓ is a prime number and ℓ > c(n). Since S is usable, there exists S ∈ S

such that N(p) 6≡ 1 mod ℓ and char(A/p) ≤ b(n) for all p ∈ S. By Definition 17.1,
the positive integer k(aS) is not divisible by ℓ. Thus k is not divisible by ℓ, giving
(c).

We have k ≤ k(2n+1A) ≤ 22n, giving (d). �

The following algorithm will be used in Algorithm 18.1. In the algorithm, the
ideals a and b are the analogues of the prime numbers m and ℓ of Algorithm 18.7
of [12], while k(a) is the analogue of k(m).

Algorithm 17.5. Given a connected CM-order A of rank n and an invertible
A-lattice L, the algorithm either outputs “L has no short vector” or finds:

• a positive integer k each of whose prime factors is at most c(n) and such
that log2(k) ≤ 2n,

• an element e2 ∈ L such that Ae2 + 2L = L, and
• an element s ∈ A/2n+1A such that the coset s·(ek2+2n+1Lk) ∈ Lk/2n+1Lk

contains a short vector in Lk.

Steps:

(i) Apply Algorithm 17.3 to obtain a finite set U of good ideals a of A, and
k(a) and f(a) for each a ∈ U , and k = gcda∈U{k(a)} satisfying (a-d) of
Algorithm 17.3.

(ii) Apply the algorithm associated to Proposition 10.5 to find e2 ∈ L such
that Ae2 + 2L = L. Let b = 2n+1A and let eb = e2 + bL ∈ L/bL.

(iii) For each a ∈ U r {b}, do the following. Apply the algorithm associ-
ated to Proposition 10.5 to find ea ∈ L/aL such that (A/a) · ea = L/aL.

Compute the A-lattice Lk(a) and the cosets e
k(a)
a ∈ Lk(a)/aLk(a) and

e
k(a)
b ∈ Lk(a)/bLk(a). Run Algorithm 6.2 to decide whether the coset e

k(a)
a

contains a vector νa satisfying 〈νa, νa〉 = n. If no such νa exists, terminate
with “no”. Otherwise, find sa ∈ (A/b)∗ such that

νa + bLk(a) = sa · ek(a)b

and find a positive integer g(a) ∈ f(a) + Z · k(b).
(iv) Compute

s =
∏

a∈U
a 6=b

s
g(a)
a ∈ (A/b)∗.

(v) Use the algorithm associated with Theorem 13.1(iii) to compute the A-
lattice Lk and the coset ekb ∈ Lk/bLk.

(vi) Compute s · ekb = s(ek2 + 2n+1Lk) ∈ Lk/bLk. Apply Algorithm 6.2 to
compute all w ∈ s · ekb ⊂ Lk satisfying ww̄ = 1. If there are none, output
“no”. Otherwise, output k, e2, and s.

Proposition 17.6. Algorithm 17.5 is correct and runs in polynomial time.

Proof. Each prime divisor of the positive integer k output by Algorithm 17.3 is at
most c(n), and log2(k) ≤ 2n.

Since L is invertible, by Corollary 10.4 the algorithm associated to Proposition
10.5 will find e2 and ea in Steps (ii) and (iii). Since L = Ae2 + 2L, it follows from
Nakayama’s Lemma that (A/b) · eb = L/bL, with eb defined as in Step (ii).

Take z ∈ L with zz̄ = 1. Then Az = L by Theorem 11.1(ii).
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Suppose a ∈ U . Since (A/a) · (z + aL) = L/aL = (A/a) · ea, it follows that
z + aL ∈ (A/a)∗ · ea. By Lemma 17.2 we have

(17.6.1) zk(a) ∈ e
k(a)
a .

Since zk(a)zk(a) = 1, by Proposition 7.3 we have 〈zk(a), zk(a)〉 = n. Thus, Step
(iii) will find a vector νa for each a 6= b, as long as L has a short vector z. The
vector νa is regular by Lemma 10.8 applied to Lk(a) in place of L, and νa is short
by Proposition 7.3. We have νa = zk(a) by the uniqueness property in Proposition
6.3 (using property (a) of Algorithm 17.3), and

zk(a) mod b = νa mod b = sa · ek(a)b .

Since g(a) ∈ f(a) + Z · k(b), by Lemma 17.2 we have

s =
∏

b 6=a∈U
s
g(a)
a =

∏

b 6=a∈U
s
f(a)
a ∈ (A/b)∗.

Applying (17.6.1) with a = b gives zk(b) mod b = 1 · ek(b)b ∈ Λ/bΛ. Letting
sb = 1, then

zk mod b =
∏

a∈U
(zk(a) mod b)f(a) =

∏

a∈U

(

sa · ek(a)b

)f(a)

=





∏

b 6=a∈U
s
f(a)
a



 ekb = s · ekb ∈ Λ/bΛ,

so zk is a short vector in the coset s · ekb = s · (ek2 + 2n+1Lk). Thus if L has a
short vector z, then Step (vi) outputs an element s ∈ A/2n+1A such that the coset
s · (ek2 + 2n+1Lk) contains a short vector in Lk.

The algorithm runs in polynomial time since each step does. �

18. Main algorithm

Our main algorithm is Algorithm 18.6, which first makes a reduction to the case
of connected orders and then calls on Algorithm 18.1.

Algorithm 18.1. Given a connected CM-order A and an invertible A-lattice L,
the algorithm decides whether or not L is A-isomorphic to the standard A-lattice,
and if so, outputs a short vector z ∈ L and an A-isomorphism A → L given by
a 7→ az.

Steps:

(i) Apply Algorithm 17.5. If it outputs “L has no short vector”, terminate
with “no”. Otherwise, Algorithm 17.5 outputs k, e2, and s. Let t0 = s.

(ii) Factor k. Let p1, . . . , pm be the prime divisors of k with multiplicity, and
let q0 = k. For i = 1, . . . ,m in succession, compute qi = qi−1/pi, the lattice
Lqi , and the coset eqi2 +2n+1Lqi ∈ Lqi/2n+1Lqi , and apply Algorithm 14.5
where in place of inputs L, r, ǫ, and s one takes Lqi , pi, e

qi
2 +2n+1Lqi , and

ti−1, respectively, and where the output t is called ti. If Algorithm 14.5
ever outputs “no”, terminate with “no”.

(iii) Otherwise output “yes”, the short vector z in the coset tm · (e2 + 2n+1L)
where tm ∈ A/2n+1A is the output of the last run of Algorithm 14.5, and
the map A→ L, a 7→ az.
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Remark 18.2. When we iterate Algorithm 14.5 in Algorithm 18.1, it often hap-
pens that we compute the same short vector in the same lattice twice, namely in
Step (v) of Algorithm 14.5 to compute α and then in Step (ii) of the next iteration
of Algorithm 14.5 to compute ν. However, that happens for two different represen-
tations of the same lattice, say Lh and (Lh/p)⊗p, that are not easy to identify with
each other (but with the same s ∈ A/2n+1A).

Remark 18.3. The vector z in Step (iii) of Algorithm 18.1 could be computed
either using Algorithm 6.2, or by taking z = αm ∈ L where αm is the element α
computed in Step (iv) of the last run of Algorithm 14.5.

Proposition 18.4. Algorithm 18.1 is correct and runs in polynomial time.

Proof. The i-th iteration of Step (ii) has as input the invertible A-lattice Lqi =
Lk/(p1···pi), and finds a coset containing a short vector in Lqi−1 = Lk/(p1···pi−1), as
long as L contains a short vector. The output z, after m iterations, is a short vector
in the coset tm(e2 + 2n+1L).

Recall that the size of the input describing A is at least n3. Since each prime
divisor of k is at most c(n) (as defined in Definition 15.1), and log2(k) ≤ 2n, one
can factor k in polynomial time. By Proposition 14.6, Algorithm 14.5 runs in time
at most polynomial in r plus the length of the input. In Step (ii), in the i-th run of
Algorithm 14.5 we have r = pi ≤ c(n). It follows that Step (ii) runs in polynomial
time. �

The following result is Theorem 1.1 of [14]; its associated algorithm is Algorithm
6.1 of [14].

Proposition 18.5 ([14]). There is a deterministic polynomial-time algorithm that,
given an order A, lists all primitive idempotents of A.

Algorithm 18.6. Given a CM-order A and an A-lattice L, the algorithm decides
whether or not L is A-isomorphic to the standard A-lattice, and if so, outputs a
short vector z ∈ L and an A-isomorphism A→ L given by a 7→ az.

Steps:

(i) Apply Algorithm 10.10 to test L for invertibility. If L is not invertible,
terminate with “no”.

(ii) Apply the algorithm from Proposition 18.5 to compute the primitive idem-
potents of A, and apply Lemma 4.8 to decompose A as a product of finitely
many connected rings A =

∏

iAi and decompose L as an orthogonal sum
L =⊥i Li where Li is an invertible Ai-lattice.

(iii) Apply Algorithm 18.1 to each Li. If it ever terminates with “no”, terminate
with “no A-isomorphism exists”. Otherwise, it outputs maps Ai → Li,
a 7→ azi for each i. Output “yes”, z = (zi)i ∈ A =

∏

iAi, and the map
A =

∏

iAi → L =⊥i Li, (ai)i 7→ (aizi)i.

Proposition 12.1(iii) now enables us to convert Algorithm 18.6 into an algorithm
to test whether two A-lattices are A-isomorphic (and produce an isomorphism).
This is our analogue of Algorithm 19.4 of [12].

Algorithm 18.7. Given a CM-order A and invertible A-lattices L and M , the
algorithm decides whether or not L and M are isomorphic as A-lattices, and if so,
gives such an A-isomorphism.
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(i) Compute L⊗AM .

(ii) Apply Algorithm 18.6 to find an A-isomorphism A
∼−→ L⊗AM, or a proof

that none exists. In the latter case, terminate with “no”.
(iii) Using this map and the map M ⊗A M → A, y ⊗ x 7→ y · x, output the

composition of the (natural) maps

M
∼−→ A⊗AM ∼−→ L⊗AM ⊗AM ∼−→ L⊗A A ∼−→ L.

It is clear that Algorithms 18.6 and 18.7 are correct and run in polynomial time.
Theorems 1.3 and 1.4 now follow from Algorithms 18.6 and 18.7 and Theorem 9.3.
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