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ORIGINAL RESEARCH

Knee abnormalities due to osteoarthritis or from in-
jury have a major negative impact on health-related 

quality of life (1,2) and represent a substantial economic 
burden, mainly due to time lost from employment and 
leisure (3). MRI has improved our understanding of 
the morphologic and biochemical features contribut-
ing to the development of this disease. Semiquantitative 
MRI grading systems are widely used for quantifying 
the severity of knee abnormalities, including the MRI 
Osteoarthritis Knee Score (4) and the Whole-Organ 
MRI Score (WORMS) (5). Both of these scoring sys-
tems have also been used for longitudinal research stud-
ies such as the seminal Osteoarthritis Initiative (6,7). 
Derivatives of these grading systems (7) have also been 
adopted, but despite being widely used, semiquantita-
tive grading systems are time-consuming, and reading 
accuracy varies depending on the clinician’s expertise. 
The need for reliable interrater agreement, along with 
faster analysis, calls for an assistive tool for knee grading.

The recent development of deep learning (DL) and 
DL methods has facilitated clinical decision support 
for reading echocardiograms (8), chest radiographs 

(9,10), and MR images (11). Similar methods have 
been used to infer the presence of lesions for the me-
niscus and articular cartilage (12–15). Although most 
previous artificial intelligence (AI)–based efforts focus 
on single-tissue and binary abnormality classification, 
knee grading involves multiple tissues and is complex. 
Very few studies take severity staging into account 
(12), which is important because patient treatment 
differs according to the severity of the encountered 
abnormalities. There is a paucity of research on meth-
ods for evaluating how AI models could be used in 
clinical practice or for quantifying the benefit of us-
ing such assistive tools in staging the severity of knee 
abnormalities. This study aims to bridge this gap by 
proposing a DL-based three-dimensional (3D) knee 
MRI processing pipeline able to thoroughly detect ex-
tent of bone, meniscus, chondral, and ligament struc-
tures and determine a WORMS-based inference about 
their respective pathologic conditions. The goal of this 
study was to develop models to identify the presence 
of lesions and assess lesion severity in the cartilage, me-
niscus, bone marrow, and ligaments. We then tested 
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Purpose:  To test the hypothesis that artificial intelligence (AI) techniques can aid in identifying and assessing lesion severity in the carti-
lage, bone marrow, meniscus, and anterior cruciate ligament (ACL) in the knee, improving overall MRI interreader agreement.

Materials and Methods:  This retrospective study was conducted on 1435 knee MRI studies (n = 294 patients; mean age, 43 years 6 15 
[standard deviation]; 153 women) collected within three previous studies (from 2011 to 2014). All MRI studies were acquired using 
high-spatial-resolution three-dimensional fast-spin-echo CUBE sequence. Three-dimensional convolutional neural networks were de-
veloped to detect the regions of interest within MRI studies and grade abnormalities of the cartilage, bone marrow, menisci, and ACL. 
Evaluation included sensitivity, specificity, and Cohen linear-weighted k. The impact of AI-aided grading in intergrader agreement was 
assessed on an external dataset.

Results:  Binary lesion sensitivity reported for all tissues was between 70% and 88%. Specificity ranged from 85% to 89%. The area 
under the receiver operating characteristic curve for all tissues ranged from 0.83 to 0.93. Deep learning–assisted intergrader Cohen k 
agreement significantly improved in 10 of 16 comparisons among two attending physicians and two trainees for all tissues.

Conclusion:  The three-dimensional convolutional neural network had high sensitivity, specificity, and accuracy for knee-lesion-severity 
scoring and also increased intergrader agreement when used on an external dataset.

Supplemental material is available for this article.
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hort were recruited at three sites: the University of California, 
San Francisco (San Francisco, Calif ), the Hospital for Special 
Surgery (New York City, NY), and the Mayo Clinic (Roch-
ester, Minn).

Images composing these datasets were acquired un-
der the National Institutes of Health–National Institute 
of Arthritis and Musculoskeletal and Skin Diseases grants 
P50AR060752 and R01AR046905. Publications connected 
to these grants used many different portions of each study, 
as these publications had distinct goals and scopes and con-
sidered diverse outcomes. Examples include evaluating re-
laxation time under different knee-loading conditions on 
patients with osteoarthritis and detecting cartilage change 
due to ligament injury. The same dataset was used within a 
similar scope by Pedoia et al (12), although their focus was 
on detecting patellar cartilage lesions and meniscus abnor-
malities, and by Namiri et al (16), who focused exclusively 
on the ACL. Neither study presented a comprehensive eval-
uation of the joint or applications to the clinical workflow, 
as we do here.

MRI Acquisition
All images were collected between 2011 and 2014 during 
three previous studies, and images were obtained using 3-T 
GE Discovery 750HD MRI scanners (GE Healthcare) with 
eight surface coils. All studies used a high-resolution 3D fast-
spin-echo CUBE sequence with the following parameters: 
repetition time, 1500 msec; echo time, 26.69 msec; field of 
view, 14 cm; acquisition matrix, 384 3 384; section thick-
ness, 0.5 mm; echo-train length, 32; bandwidth, 50.0 kHz; 
number of signals acquired, 0.5; and acquisition time, 10.5 
minutes with no zero filling. The images were then resampled 
in the magnitude space to a 512 3 512 matrix.

Image Assessment
Five board-certified radiologists (T.M.L., M.B., with over 5 
years of training each) graded nonoverlapping portions of the 
dataset between 2011 and 2014. Readers were trained by one 
senior radiologist (T.M.L. with .25 years of experience) who 
read at least 20 imaging studies with each of the other radiol-
ogists in two imaging sessions. For each anatomic structure, a 
corresponding simplified severity class was defined according 
to the WORMS grades assigned by radiologists. These three 
classes are similar to those used in radiologic reports (17,18) 
and were used as the ground truth during training and evalu-
ation. We used 11 regions of interest (ROIs) consisting of 
six cartilage compartments (the medial and lateral femoral 
condyles, medial and lateral tibia, and patella and trochlea), 
four meniscus compartments (the medial and lateral com-
partments of the anterior and posterior horn menisci), and 
the ACL.

The impact of using AI models on intergrader agreement 
was evaluated over 50 3D clinical MRI cases from an external 
dataset we call the external clinical dataset (age 40 years 6 15; 
weight, 67.44 kg 6 15.92; 29 women). Selection of patients 
was exclusively based on the presence of a 3D, fast-spin-echo 

the hypotheses that automated AI model assessments can 
be used by radiologists as an aid system during grading and 
that such a system could reduce interreader variability.

Materials and Methods
This study was partially funded by GE Healthcare, the Na-
tional Institutes of Health, and the National Institute of Ar-
thritis and Musculoskeletal and Skin Diseases through contract 
grant numbers R61AR073552 (to S.M., V.P.), R00AR070902 
(to V.P.), and P50AR060752 (to S.M.).

Patient Selection
The present retrospective study was based on a dataset com-
posed of 1435 knee MRI studies from 294 patients with 
and without osteoarthritis and/or anterior cruciate ligament 
(ACL) injury. All patients signed written informed consent 
approved by the committee on human research of the home 
institution. The study was approved by the institutional re-
view board. Distributions of patient demographics were as 
follows: mean age, 43 years 6 15; body mass index, 24.28 kg/
m2 6 3.22; and 52% (153 of 294) women. Three retrospective 
studies compose our dataset. In the first study, patients who 
were at least 35 years old were recruited, and exclusion crite-
ria were as follows: concurrent use of an investigational drug, 
fracture or surgical intervention in the study knee, and any 
contraindications to MRI (n = 169). Additional patients were 
included from two other studies that followed patients after 
ACL injury and surgical reconstruction up to 3 years after 
surgery (n = 61 and n = 64). Such patients underwent ana-
tomic single-bundle ACL reconstruction by board-certified, 
fellowship-trained orthopedic surgeons. Only soft-tissue 
grafts were used; for the hamstrings, allografts, autografts, or 
posterior tibialis allografts were used. Patients in the ACL co-

Abbreviations
ACL = anterior cruciate ligament, AI = artificial intelligence, AUC 
= area under the receiver operating characteristic curve, BME = 
bone marrow edema, DL = deep learning, ROI = region of interest, 
3D = three-dimensional, WORMS = Whole-Organ MRI Score

Summary
Deep learning–driven severity staging achieved high sensitivity and 
specificity for binary and multiclass classification for multiple tissues 
of the knee, reduced interreader variability, and demonstrated the 
potential to aid in clinical workflows.

Key Points
	n Deep learning models achieved binary lesion sensitivity between 

85% and 88% for all tissues (cartilage, bone marrow, meniscus, 
and anterior cruciate ligament) except bone marrow edema (BME) 
lesions (70%), with areas under the curve for all tissues that 
ranged from 0.83 to 0.93.

	n The hierarchic three-dimensional convolutional model enabled 
multiclass lesion assessment sensitivity per class that was between 
71% and 97% for all tissues in abnormal classes except for BME 
(54% and 43% per-class sensitivity).

	n Use of model assistance improved k agreement in a comparison 
between two trainees and two attending radiologists for the four 
tissue types.

http://radiology-ai.rsna.org
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Figure 1:  Overview of the fully automated deep learning pipeline. A, An automatic, five-class cartilage-compartment segmentation was trained through a V-Net neural 
network architecture on manually segmented images and then applied to the entire dataset. B, The original image and its five class segmentations (5class seg) were used as 
input (first and second channels, respectively) into another V-Net responsible for labeling the segmentations according to 11 classes. C, Preprocessing pipeline where the data 
were split into training (70%), validation (15%), and holdout test (15%) datasets. Equal lesion-class distributions for each compartment were maintained across splits. Volumetric 
bounding boxes around all of the cartilage-compartment segmentations were created and then used to extract regions of interest. As a result of the preprocessing pipeline, 
volumes and Whole-Organ MRI Score grading of cartilage compartments were stored and ready to be used for training and/or inference. D–F, The resulting volumes and 
their respective grades were used as inputs and labels, respectively, to train 17 three-dimensional convolutional neural network deep learning classifiers, which assessed the 
presence and/or severity of, D, cartilage and bone marrow edema (BME) lesions, E, meniscus lesions, and, F, anterior cruciate ligament (ACL) lesions. In total, 52 probabilities 
were computed and output by the pipeline. Colors in the output of the models indicate the class. Green indicates the normal class, yellow indicates a mild or moderate lesion, 
red indicates a severe lesion, and pink indicates reconstruction (specific to the ACL).

model size and memory requirements during training. Finally, 
17 3D convolutional classifiers took the cropped subvolumes as 
input for automatic lesion-severity staging (Fig 1, D–F).

Knee Segmentation into Bone, Cartilage, Meniscus, and 
Ligament Compartments
A 3D V-Net architecture (19) was trained to learn segmentations 
of the 11 ROIs using labels from 399 segmented volumes. To op-
timize the segmentation, two V-Net architectures were applied in 
two consecutive steps (Fig 1, A and B). The first V-Net output 
segmentations for five classes: namely, three cartilage regions (fe-
mur, tibia, and patella), one meniscus region, and one background 
region. Input for the second V-Net was the MRI input to the first 
V-Net (first channel) and the five-class segmentation output by 
the first V-Net (second channel). The second V-Net then assigned 

CUBE protocol in any clinical patient studies acquired at the 
University of California, San Francisco, in the last 10 years, 
and no restrictions on specific image parameters or resolution 
were applied. This search yielded 1786 patients, 50 of whom 
were randomly chosen for this evaluation.

Data Processing and DL Classification Pipeline
The automated, DL-based, full-knee-severity staging pipeline, 
depicted in Figure 1, consisted of three main stages: segmen-
tation, detection, and classification. During the segmentation 
stage, automated DL-based segmentations of 11 distinct bone 
and cartilage, meniscus, and ligament ROIs were performed (Fig 
1, A and B). Subsequently, the segmented ROIs within the MRI 
volumes were detected and cropped into smaller subvolumes (Fig 
1, C). Cropping enabled focusing on the ROIs and diminished 
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11 labels to the compartments segmented by the first V-Net, re-
sulting in six cartilage classes (the patella, trochlea, medial and lat-
eral tibia, and medial and lateral femur), four menisci horns, and 
the background. Once the 11 class segmentations were inferred, 
each ROI was used to determine the bounding box around the 
segmented structures. Appendix E1 (supplement) details the V-
Net hyperparameters, training strategy, MR image preprocessing, 
and detection for the cartilage, meniscus, and ACL.

Hierarchic 3D Convolutional Classification
A WORMS-based class label was assigned to each ROI of the 
MR image according to Table 1 for cartilage and bone, Table 
2 for the four meniscus horns, and Table 3 for the ACL. All 
ROIs were cropped as described in Appendix E1 (supplement). 

Our weakly supervised, hierarchic, multiclass classification struc-
ture is shown in Figure 1, D–F. A first DL hierarchic block was 
trained to classify the cartilage, meniscus, and bone as normal or 
abnormal. A second model was trained for the same groupings 
of tissue to classify samples into more granular lesion categories 
(two subclasses within the abnormal class) if these were classified 
as abnormal by the first model. The procedure for ACL classifi-
cation differed, given that four classes existed for this compart-
ment, as opposed to three for the other ROIs. The first ACL 
model was trained to distinguish reconstructed ligaments from 
other classes, as indicated in Figure 1, F. The second model fur-
ther classified samples deemed as not reconstructed into full-tear 
lesions and other lesions. Finally, a third model distinguished 
between partially torn and healthy ligaments.

Table 2: Meniscus WORMS Grading Distributions

Class Name No Lesion
Nondisplaced or Displace Tear 
or Partial Resection Complete Maceration

WORMS grade 0 and 1 2 and 3 4
Medial anterior horn 1371 (96) 59 (4) 5 (, 1)
Medial posterior horn 1196 (83) 208 (14) 31 (2)
Lateral anterior horn 1398 (96) 32 (2) 5 (, 1)
Lateral posterior horn 1108 (78) 263 (18) 64 (4)

Note.—A total of 1435 images were represented for meniscus dataset. Table shows the sample count for 
each region of interest per class, with percentages in parentheses. WORMS = Whole-Organ MRI Score.

Table 3: ACL WORMS Grading Distributions

Class Name No Lesion or Signal Abnormality Partial Tear Full Tear Reconstructed

WORMS grade 0, 1, and 2 3 4 5
ACL 979 (78) 29 (2) 86 (7) 158 (13)

Note.—A total of 1252 images were represented for the ACL dataset. Table shows the sample count 
for each region of interest per class, with percentages in parentheses. ACL = anterior cruciate ligament, 
WORMS = Whole-Organ MRI Score.

Table 1: Cartilage and BME WORMS Grading Distributions

Class Name

Cartilage BME

No Lesion Partial Thickness Full Thickness No Lesion Mild Lesion
Severe 
Lesion

WORMS grade 0 and 1 2, 3, and 4 2.5, 5, and 6 0 1 and 2 3
Medial femur 1208 (84) 172 (12) 55 (4) 1305 (91) 118 (8) 12 (1)
Lateral femur 1254 (88) 133 (9) 48 (3) 1264 (88) 124 (9) 47 (3)
Medial tibia 1339 (93) 70 (5) 26 (2) 1284 (90) 118 (8) 33 (2)
Lateral tibia 1231 (85) 153 (11) 51 (4) 1212 (84) 155 (11) 68 (5)
Trochlea 1140 (80) 207 (14) 88 (6) 1228 (86) 179 (12) 28 (2)
Patella 808 (56) 481 (34) 146 (10) 1034 (72) 350 (24) 51 (4)

Note.—A total of 1435 images were represented for the cartilage and BME datasets. Table shows the 
sample count for each region of interest per class, with percentages in parentheses. BME = bone marrow 
edema, WORMS = Whole-Organ MRI Score.

http://radiology-ai.rsna.org
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Table 4: Characteristics of Training, Validation, and Holdout-Test Datasets

Characteristic Training Validation Test

Patellar cartilage and bone
  No. of patients 205 44 45
  Age (y) 42 6 15 42 6 15 43 6 15
  BMI (kg/m2) 23.5 6 6.2 23 6 5.9 22.9 6 5.8
  No. of women 108 20 23
Lateral tibia cartilage and bone
  No. of patients 206 44 44
  Age (y) 42 6 15 42 6 16 42 6 16
  BMI (kg/m2) 23.3 6 6.1 23.4 6 5.1 24.0 6 6.7
  No. of women 106 23 22
Medial tibia cartilage and bone
  No. of patients 205 44 45
  Age (y) 41 6 15 45 6 16 43 6 15
  BMI (kg/m2) 23.7 6 5.5 22.4 6 6.9 23.2 6 7.5
  No. of women 92 27 32
Lateral femur cartilage and bone
  No. of patients 206 44 44
  Age (y) 43 6 15 41 6 17 41 6 14
  BMI (kg/m2) 23.4 6 5.9 22.3 6 7.0 24.9 6 5.9
  No. of women 103 21 27
Medial femur cartilage and bone
  No. of patients 206 44 44
  Age (y) 42 6 16 45 6 16 42 6 13
  BMI (kg/m2) 23.6 6 5.5 21.8 6 8.7 24.4 6 5.5
  No. of women 109 25 17
Trochlea cartilage and bone
  No. of patients 206 44 44
  Age (y) 42 6 15 41 6 15 44 6 16
  BMI (kg/m2) 23.7 6 5.9 23.1 6 7.2 22.7 6 6.0
  No. of women 103 22 26
Lateral anterior meniscus horn
  No. of patients 206 44 44
  Age (y) 42 6 16 41 6 15 44 6 15
  BMI (kg/m2) 23.5 6 6.1 24.3 6 3.2 22.1 6 7.7
  No. of women 105 20 26
Lateral posterior meniscus horn
  No. of patients 204 44 44
  Age (y) 41 6 16 44 6 15 45 6 15
  BMI (kg/m2) 23.2 6 6.0 23.4 6 6.0 24.4 6 6.3
  No. of women 103 24 24
Medial anterior meniscus horn
  No. of patients 206 44 44
  Age (y) 42 6 16 42 6 15 42 6 15
  BMI (kg/m2) 23.5 6 5.8 22.1 6 7.9 24.4 6 5.0
  No. of women 106 24 21

Table 4 (continues)
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Figure 2 presents the DL architecture for each hierarchic 
block. The first layer consists of 24 convolutional 5 3 5 3 5 
kernels, followed by a second layer of 24 3 3 3 3 3 3 kernels. 
The outputs of these two first layers are concatenated and input 
to a maximum pooling layer with a 4 3 4 3 4 pool size (2 3 2 
3 2 stride). The resulting volume is fed to convolutional layers 
3, 4, and 5, each composed of 96 3 3 3 3 3 3 kernels fol-
lowed by maximum pooling layers (2 3 2 3 2). The resulting 
volume is flattened and input into a 16-unit, fully connected 
layer, followed by the two-unit fully connected output layer. 
The output layer is softmax activated, whereas all other con-
volutional and fully connected layers are followed by a batch-
normalization layer and activated with a leaky rectified linear 
unit (20) function.

Tables 1–3 present our simplified class names, indexes, and 
corresponding WORMS grades; lesion distribution per com-
partment in terms of ground truth classes; and demographic 
statistics for the dataset splits. The total 1435 image studies were 
split patient-wise separately for each ROI into training (70%), 
validation (15%), and holdout-test (15%) datasets, which were 
stratified over the distributions of grades for each ROI in each 
tissue, guaranteeing that there was no patient or time-point over-
lap within the same ROI between splits. A set of 1252 images 

from 228 patients out of 1435 total images had grades for ACL 
and was split patient-wise into 70% training, 10% validation, 
and 20% testing datasets. Table 4 presents the characteristics 
of the splits per ROI. The training set was used in our weakly 
supervised approach to learn image features corresponding to 
specific compartment lesion classes. The validation set for each 
compartment was used for model hyperparameter tuning. All 
models were trained using data augmentation. Details on train-
ing parameters, the split strategy, and the augmentation strategy 
are described in Appendix E2 (supplement).

Interreader Variability and Comparison with the AI Model
We proposed a method and interface for reporting the 
model findings to radiologists and used it on an interreader 
variability assessment. Such an interface needed to be sim-
ple so that it would not overwhelm graders with excessive 
information and needed to be effective by bringing only the 
most relevant information to their attention. The interface 
consisted of a schematic of all ROIs represented by a color 
scale that was defined by the confidence of the model in 
predicting certain abnormalities at each ROI, which was de-
termined on the basis of the logits output by the hierarchic 
DL models.

Table 4 (continued): Characteristics of Training, Validation, and Holdout-Test 
Datasets

Characteristic Training Validation Test
Medial posterior meniscus horn
  No. of patients 206 44 44
  Age (y) 42 6 16 44 6 15 43 6 12
  BMI (kg/m2) 23.6 6 5.8 21.3 6 8.5 24.6 6 3.6
  No. of women 107 22 22
ACL
  No. of patients 146 26 56
  Age (y) 48 6 13 45 6 16 43 6 14
  BMI (kg/m2) 24.3 6 3.5 25.1 6 4.0 25.2 6 3.6
  No. of women 70 12 24

Note.—Age and BMI are expressed as the mean 6 standard deviation. ACL = anterior 
cruciate ligament, BMI = body mass index, No. = number.

Figure 2:  The proposed deep learning convolutional (Conv) architecture for the hierarchic block. Red arrows indicate a three-dimensional (3D) convolutional layer 
with a 5 × 5 x 5 kernel size. Green arrows indicate a 3D convolutional layer with a 3 × 3 x 3 kernel size. Black arrows indicate skip connections. Yellow arrows indicate a 
3D maximum pooling layer with a 4 × 4 x 4 pool size. Dark blue arrows indicate a 3D maximum pooling layer with a 2 × 2 x 2 pool size. A flattened layer is indicated by 
a purple arrow, and fully connected (FC) layers are indicated by light blue arrows. The red block marked ×3 indicates that the block is repeated three times.

http://radiology-ai.rsna.org
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Specifically, 50 3D clinical MRI cases from an external clini-
cal dataset were graded by senior radiologists with musculoskel-
etal training (attending radiologist 1 [T.M.L., with more than 25 
years of experience] and attending radiologist 2 [M.D.B., with 
more than 12 years of experience]) as well as postdoctoral trainees 
(trainee 1 [R.S., with 5 years of postdoctoral imaging experience] 
and trainee 2 [U.B., with more than 3 years of postdoctoral experi-
ence in orthopedic surgery, followed up by 1 year of postdoctoral 
radiologic training]). The radiologists independently graded all 
ROIs for the cases, without AI, using an external Digital Imag-
ing and Communications in Medicine viewer. After a washout 
period of at least 15 days, all images in the external clinical dataset 
were inferred by the models, and the output probabilities were 
displayed on the visualization tool, as exemplified in Figure 3, to 
which the trainees had access during a second round of AI-aided 
grading. We then compared agreement between trainees and se-
nior graders with and without AI guidance. Such agreement was 
reported using linear-weighted Cohen k, and two-sample t tests 
were used to compute statistical significance.

Statistical Analysis
MRI compartment detection on the holdout set was evaluated 
by computing the mean and standard deviation of the intersec-

tion over union of the 3D bounding boxes that were extracted 
from the automatic segmentations output by the V-Net and 
then comparing them with the manually segmented ground 
truth images from the segmentation holdout dataset. A value 
of 1 for the intersection over union indicates that the predicted 
bounding boxes match the ground truth perfectly, whereas a 
score of 0 indicates that there is no overlap between the two.

Accuracy was evaluated for both binary and multiclass classi-
fication. To evaluate model performance for binary classification 
for all compartment classifiers, the true-positive rate (sensitivity) 
was compared with the false-positive rate (1 − specificity) us-
ing receiver operating characteristic curves. The area under the 
receiver operating characteristic curve (AUC) was computed for 
each tissue in the holdout dataset. The AUC means and standard 
deviations were reported with corresponding 95% CIs and were 
bootstrapped 1000 times. Multiclass performance was evaluated 
using reported per-class sensitivity and corresponding confusion 
matrices for each model.

Interreader agreement was assessed by using linear-weighted 
Cohen k, and two-sample t tests were used to compute statisti-
cal significance. A P value less than .05 was considered to in-
dicate significance. k values were used to assess changes in the 
level of agreement among radiologists. Such levels of agreement 

Figure 3:  Proposed graphical interface used to inform the radiologists of the models’ outputs. Colors indicate the lesion class: red indi-
cates a severe lesion, orange indicates a moderate (or mild) lesion, and green indicates no lesion. Transparency indicates the probability 
output by the model for that class (ie, stronger colors indicate more confidence). Probabilities range from 33.3% (very uncertain) to up to 
100% (most certain) for three classes of every tissue. The anterior cruciate ligament (ACL), when deemed reconstructed, is set to a differenti-
ated color with no transparency level and is indicated as being postsurgical. FrT = trochlea, LAHORN = lateral anterior horn, LF = lateral 
femur, LPHORN = lateral posterior horn, LT = lateral tibia, MAHORN = medial anterior horn, MF = medial femur, MPHORN = medial poste-
rior horn, MT = medial tibia, P = patella.
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were determined by the k-value 
ranges (21), with ranges of 
0–0.20, 0.21–0.39, 0.40–0.59, 
0.60–0.79, 0.80–0.90 consid-
ered to indicate no agreement, 
minimal agreement, weak agree-
ment, moderate agreement, and 
strong agreement, respectively; k 
values above 0.90 were consid-
ered to indicate almost perfect 
agreement.

Results

Segmentation and Detection of 
Bone, Cartilage, Meniscus, and 
Ligament Compartments
The mean 6 standard devia-
tion intersection over union 
values computed for the 3D 
bounding boxes per compart-
ment were 0.83 6 0.08 for the 
medial femoral condyle, 0.78 
6 0.17 for the lateral femoral 
condyles, 0.68 6 0.14 for the 
medial tibia, 0.61 6 0.12 for 
the lateral tibia, 0.69 6 0.11 
for the trochlea, 0.68 6 0.12 
for the patella, 0.49 6 0.15 
for the lateral anterior horn 
menisci, 0.56 6 0.14 for the 
lateral posterior horn menisci, 0.52 6 0.146 for the medial 
anterior horn menisci, 0.61 6 0.15 for the medial poste-
rior horn menisci, and 0.89 6 0.06 for the ACL. The inter-
section over union values demonstrated detection metrics 
above 0.60 for the cartilage, bone, and ACL. For the me-
nisci, however, we saw lower values between 0.49 and 0.61 
for the intersection over the union, which were due to the 
fact that the bounding box for the meniscus is much smaller 
than that for other ROIs.

Hierarchic 3D Convolutional Classification
The following AUCs were determined for the detection of 
lesions within the tissues: cartilage, 0.93 6 0.01 (95% CI: 
0.90, 0.95; Fig 4, A); meniscal horns, 0.93 6 0.02 (95% CI: 
0.90, 0.96; Fig 4, B); bone marrow edema (BME), 0.83 6 
0.02 (95% CI: 0.79, 0.86; Fig 4, C); and ACL, 0.90 6 0.02 
(95% CI: 0.86, 0.95; Fig 4, D). Table 5 presents relatively 
balanced sensitivity and specificity values output by the DL 
classifiers for binary lesion detection. The sensitivity and 
specificity values reported for all tissues were above 85%, 
except for BME sensitivity (70% reported). Multiclass ac-
curacy and sensitivity can be observed in Table 5 and Figure 
5, which shows the confusion matrices for classifications in 
the holdout-test set.

AI-aided Grading Agreement
Intergrader-agreement evaluation showed that by using the aid 
of the DL models, the trainees significantly improved their agree-
ment with the experienced attending radiologists most of the 
time. Table 6 presents the lowest k agreement during standard 
grading among all tissues as 0.42 for cartilage, which was consid-
ered weak agreement (21). During AI-assisted grading, the low-
est k increased to 0.61, which is consistent with moderate agree-
ment (21). The level of agreement improved in seven out of 16 
comparisons. Changes in per-class sensitivity for multiclass and 
binary assessment can be also observed. Computed k agreement 
between attending physicians 1 and 2 were 0.55 for BME, 0.65 
for cartilage, 0.72 for the meniscus, and 0.72 for the ACL (con-
fusion matrices between both attending physicians are shown in 
Figure E1 [supplement]). Intergrader-agreement confusion ma-
trices among all trainees and attending physicians are shown and 
described within Appendix E3 [supplement]. Moreover, Figure 
6 shows an example of the high sensitivity of the model for rec-
ognizing small defects that could have otherwise been missed by 
radiologists, depicting the sagittal view of patellar cartilage with 
a small partial-thickness defect (WORMS grade 2). This lesion 
was seen in only one section and was assessed as normal by two 
trainees, whereas it was graded as a partial-thickness lesion by the 
experienced attending physician in the first round of grading. 

Figure 4:  Receiver operating characteristic (ROC) curves show the diagnostic performance of cartilage, meniscus, and 
bone marrow edema (BME) lesion detection in the full-knee lesion-assessment proposal. Orange lines represent the aver-
age ROC curves. Blue shaded areas represent the ROC curves with areas under the ROC curve (AUCs) within 1 standard 
deviation of the mean after bootstrapping 1000 times. Dashed diagonal lines represent an AUC equal to 0.5. ROC curves 
and AUCs are shown for the detection of lesions within, A, cartilage, B, meniscus, C, BME and for D, anterior cruciate liga-
ment (ACL).
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Figure 5:  Normalized confusion matrices show the accuracy of the three-dimensional convolutional network 
predictions for, A, meniscus, B, cartilage, C, bone marrow edema (BME) and, D, anterior cruciate ligament (ACL). 
Each column shows the prediction (p_), and each row shows the ground truth. FT = full-thickness lesions, MILD = 
mild lesions, noL = no lesions, PT = partial-thickness lesions, Rec = reconstructed, SEV = severe lesions.

During AI-assisted grading, the same lesion was recognized as a 
partial-thickness defect by all three of the other readers.

Discussion
In this work, we present a full-knee 3D MRI processing pipe-
line for detection and classification of osteoarthritis-related 
and injury-related abnormalities, providing a fully automated 
composite model for complete knee assessment based on both 
multiple tissue compartments and multiclass classification. 
Our results show that the high sensitivity of the approach for 
lesion detection and multiclass staging is able to aid radiologist 
readings, reducing intergrader variability.

The present study is timely and relevant, as osteoarthritis is 
globally prevalent, with rates on the rise because of an aging pop-
ulation (22,23). Timely and accurate diagnosis is key for treating 
knee abnormalities and alleviating symptoms. Multiple efforts 
leveraging DL to aid radiologists in the endeavor of detecting 
and analyzing lesions in specific tissue compartments (the ACL, 
cartilage, etc) have been underway (13,15).

Previous work (12) on automated knee-lesion assessment has 
reported results for multiclass severity staging, with the majority 
of the literature reporting lesion detection using binary classifi-
ers. Liu et al (14) proposed a two-dimensional DL pipeline for 

cartilage segmentation and lesion detec-
tion, reporting a sensitivity of 84.1%, 
a specificity of 87.9%, and an AUC of 
0.917 (95% CI: 0.901, 0.932). Our 3D 
approach takes advantage of the struc-
tural correlation in the third dimension 
and reached 85% sensitivity and 89% 
specificity with an AUC of 0.93 (95% 
CI: 0.90, 0.95) when analyzing binary 
lesion detection. Moreover, we report 
cartilage multiclass sensitivities per class 
of 71%, 72%, and 89% for full-thick-
ness lesion, partial-thickness lesion, and 
no-lesion classes, respectively. Bien et 
al (15) detected ACL and meniscus le-
sions using MRNet, a two-dimensional 
DL architecture for binary classification, 
that achieved AUCs for ACL-tear and 
meniscal-tear detection of 0.965 (95% 
CI: 0.938, 0.993) and 0.847 (95% CI: 
0.780, 0.914), respectively. In our work, 
we reported an AUC of 0.90 (95% CI: 
0.86, 0.95) for ACL abnormality detec-
tion; reconstructed ACLs and partial 
tears were combined with full tears in 
the abnormal category, whereas MRNet 
results refer to full-tear detection only. 
In the case of the meniscus, we report 
an AUC of 0.93 (95% CI: 0.90, 0.96) 
for lesion detection (ie, tear and mac-
eration). Another ACL assessment ap-
proach was presented by Liu et al (13) 
for binary ACL-tear classification. This 
model achieved 96% for both sensitiv-

ity and specificity, and no significant difference between lesion 
detection by the automatic system and lesion detection by the 
radiologists was reported. Compared with these prior studies on 
ACL lesion classification, our pipeline classifies ACLs into two 
additional classes: partial tears and reconstructed ligaments.

Higher sensitivity in binary detection compared with sensi-
tivity per class for multiclass assessment is due to the fact that 
features found on images where lesions are present and features 
found on images of healthy, lesion-free tissues are more distinc-
tive. Differentiating between levels of lesion severity is a much 
harder problem, given the similarity of the lesion features in the 
two defined lesion classes. In addition, class imbalance (Table 1) 
for multiclass training and assessment also explains lower sensi-
tivity for more severe classes.

It is worth noting that one of the limitations of a convo-
lutional neural network is that it is still a black-box approach, 
which makes it difficult to interpret exactly which feature is ad-
dressed by the network. This is still an open point in DL re-
search. Approaches such as Grad-Cam (gradient-weighted class 
activation mapping) (24) can extract gradient class activation 
maps, but they are limited to telling us which locations on an 
image have the most important weight for an output and can-
not provide the specific features (eg, texture or intensity) that are 
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taken into account (25). Extraction of features can be done on a 
case-by-case basis, but there is no method or metric to evaluate 
the whole dataset systematically.

Successful integration of AI-enabled solutions in clinical 
practice requires involving radiologists during the development 
process. The overwhelming workloads of radiologists and the 
potential for burnout has been well documented (26–28). The 
use of AI promises to mitigate some of these burdens, along with 
adding value to several aspects of the clinical workflow (29–31). 
Despite a great deal of work being done in developing AI mod-
els, there are still many opportunities for contributions in terms 
of presenting AI predictions and outputs to radiologists in an 
easily understandable format without causing information over-
load or significantly increasing scan reading time. Understand-
ing radiologists’ preferences for visualizing model output is key 
for eventual adoption of AI tools across the radiology commu-
nity. Our work takes the first step in this direction by incor-
porating a visualization tool, which provides necessary lesion-
scoring information based on DL models’ output and allows for 
radiologists’ discretion in interpreting and grading lesions. We 
show improvement in AI-aided grading with our comparison 
of grades assigned by two attending physicians and two post-
doctoral trainees. Trainee 1 had consistently lower k values than 
trainee 2 when standard grading was used, but the introduction 
of AI-aided grading flipped this relationship for nearly all cat-
egories. These scoring differences might be explained by the fact 

that trainee 2 had more than 3 years of postdoctoral experience 
in orthopedic surgery, which might have made trainee 2 less sus-
ceptible to being influenced by the AI model to change grading.

Despite the promising results, this study had some limita-
tions that need to be acknowledged. Our AI system was trained 
using one sequence type acquired in a research setting from a 
single vendor. However, the intergrader variability results were 
driven by a dataset composed of clinical images, and the train-
ing set was acquired over different sites. Fine-tuning our models 
in an uncontrolled environment and using multiple sequences 
from a diverse set of vendors could confirm our findings and 
increase generalizability. Collateral ligaments are better appreci-
ated in the coronal view, and the use of a single sagittal sequence 
prevented their inclusion. Assessment of medial and lateral liga-
ments is a direction for future studies. Moreover, each tissue was 
evaluated independently, and despite the high sensitivity, con-
sidering multitask approaches might better exploit relationships 
among different anomalies, which is the direction of our future 
work. The ground truth for the external dataset was determined 
by two attending radiologists, and further collecting data from 
other specialists to use consensus grading would lead to a stron-
ger ground truth. Finally, given the absence of annotations for 
the meniscal body in our retrospective datasets, we evaluated 
only the meniscal horns.

In summary, this study uses a hierarchy of 3D convolu-
tional neural networks for full-knee ROI detection and lesion 

Table 5: Reported Results for Binary and Multiclass Evaluation from the Holdout-Test Dataset

Region Multiclass Sensitivity (%)

Binary Classification

Sensitivity (%) Specificity (%)

Cartilage … 85 89
  No lesion or signal abnormality 89 … …
  Partial-thickness lesion 72 … …
  Full-thickness lesion 76 … …
Bone … 70 88
  No lesion or signal abnormality 88 … …
  Moderate lesion 54 … …
  Severe lesion 43 … …
Menisci … 85 85
  No lesion or signal abnormality 85 … …
  Tear 74 … …
  Maceration 85 … …
Ligaments … 88 89
  No lesion 89 … …
  Full tear 77 … …
  Partial tear 75 … …
  Reconstructed 97 … …

Note.—The first set of models in the hierarchy performs a binary classification, evaluating samples as “lesion” or 
“no-lesion” classes. Signal abnormalities were grouped together into the “no-lesion” class. For such binary clas-
sification, sensitivity and specificity are reported for all tissues. In the case of the anterior cruciate ligament, all 
samples deemed as reconstructed were removed from the reported sensitivity and specificity statistics as postsurgi-
cal samples were not considered to be a lesion class. Samples considered as belonging to a lesion class were further 
classified into its two severity classes. 
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classification, resulting in higher sensitivity and specificity 
than those of previous works and also providing multiclass 
lesion-severity staging in multiples tissues of the knee. Ex-
periments on the external dataset confirm the hypothesis that 
model aid during the grading process can greatly increase in-
terreader agreement. This study is an important step toward 
fine-grained multiclass, multitissue, and multitask severity 
staging and has the potential to drive AI methods in aiding 
medical image readings by radiologists.
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Table 6: Interreader Agreement between Attending Radiologists and Trainees with and without Aid of AI Models

Region Reader
Standard  
Grading κ 

AI-aided  
Grading κ 

Differences between AI-aided and Standard Grading

P Value

Sensitivity per Class
Binary Lesion  

Detection

Class  
0 (%)

Class  
1 (%)

Class  
2 (%)

Class  
3 (%)

Sensitivity 
(%)

Specificity 
(%)

Cartilage A1 Tr1 0.42 (0.27, 0.57) 0.65 (0.54, 0.75)* ,.05 2 10 29 NA 26 2
Tr2 0.51 (0.38, 0.62) 0.61 (0.48, 0.72)* ,.05 1 19 7 NA 8 1

A2 Tr1 0.54 (0.40, 0.68) 0.64 (0.51, 0.75)* ,.05 21 0 33 NA 0 0
Tr2 0.56 (0.44, 0.67) 0.56 (0.45, 0.67) .51 21 13 0 NA 22 21

Meniscus A1 Tr1 0.55 (0.34, 0.73) 0.67 (0.45, 0.85)* ,.05 1 9 50 NA 0 1
Tr2 0.70 (0.49, 0.87) 0.70 (0.49, 0.87) .99 0 0 0 NA 0 0

A2 Tr1 0.75 (0.51, 0.92) 0.67 (0.43, 0.86) ,.05 0 227 0 NA 29 1
Tr2 0.70 (0.50, 0.87) 0.70 (0.50, 0.87) .99 0 0 0 NA 0 0

BME A1 Tr1 0.52 (0.36, 0.65) 0.71 (0.57, 0.82)* ,.05 1 52 27 NA 23 0
Tr2 0.57 (0.44, 0.70) 0.61 (0.49, 0.72)* ,.05 3 24 17 NA 22 3

A2 Tr1 0.53 (0.36, 0.67) 0.66 (0.51, 0.78)* ,.05 0 55 17 NA 22 0
Tr2 0.46 (0.39, 0.64) 0.52 (0.44, 0.70) ,.05 3 29 12 NA 25 3

ACL A1 Tr1 0.71 (0.41, 0.91) 0.92 (0.81, 0.98)* ,.05 7 0 0 0 0 7
Tr2 0.87 (0.74, 0.97) 0.83 (0.68, 0.94) ,.05 25 0 0 0 0 25

A2 Tr1 0.74 (0.55, 0.88) 0.76 (0.58, 0.90) ,.05 7 27 0 0 24 7
Tr2 0.80 (0.63, 0.94) 0.80 (0.62, 0.93) .95 23 7 0 0 5 3

Note.—Linear-weighted Kappa values and respective bootstrapped 95% CIs are reported. The largest κ values indicate greater agreement. 
The level of agreement improved in eight out of 16 comparisons and remained the same in eight out of 16. For every comparison, this table 
also shows the gain in performance by using the aid of the model during grading, showing the difference between the AI-aided grading 
and standard grading for sensitivity per class (in multiclass evaluation) and sensitivity and specificity for binary abnormality assessment. 
Computed κ agreement between A1 and A2 are 0.55 for BME, 0.65 for the cartilage, 0,72 for the meniscus, and 0.72 for the ACL. The 
confusion matrix between A1 and A2 can be seen in Figure E1 (supplement). A1 = attending physician 1, A2 = attending physician 2, ACL 
= anterior cruciate ligament, AI = artificial intelligence, BME = bone marrow edema, NA = not applicable, T1 = trainee 1, T2 = trainee 2.
* Indicates improvement in the level of agreement between the trainees with AI-aided grading.

Figure 6:  Sagittal sequence of the knee demonstrates a small partial-
thickness defect (arrow) at the patellar cartilage (Whole-Organ MRI 
Score grade 2). The patellar cartilage defect was graded as normal by 
two trainees but was graded as a partial-thickness lesion by both the 
attending physicians in the first round of grading. In the second round of 
grading, the same lesion was recognized with the aid of the model and 
was graded as a partial-thickness lesion by all four readers.
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