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OBJECTIVES: To develop proof-of-concept algorithms using alternative 
approaches to capture provider sentiment in ICU notes.

DESIGN: Retrospective observational cohort study.

SETTING: The Multiparameter Intelligent Monitoring of Intensive Care III (MIMIC-
III) and the University of California, San Francisco (UCSF) deidentified notes 
databases.

PATIENTS: Adult (≥18 yr old) patients admitted to the ICU.

MEASUREMENTS AND MAIN RESULTS: We developed two sentiment 
models: 1) a keywords-based approach using a consensus-based clinical sen-
timent lexicon comprised of 72 positive and 103 negative phrases, including 
negations and 2) a Decoding-enhanced Bidirectional Encoder Representations 
from Transformers with disentangled attention-v3-based deep learning model 
(keywords-independent) trained on clinical sentiment labels. We applied the mod-
els to 198,944 notes across 52,997 ICU admissions in the MIMIC-III database. 
Analyses were replicated on an external sample of patients admitted to a UCSF 
ICU from 2018 to 2019. We also labeled sentiment in 1,493 note fragments and 
compared the predictive accuracy of our tools to three popular sentiment clas-
sifiers. Clinical sentiment terms were found in 99% of patient visits across 88% 
of notes. Our two sentiment tools were substantially more predictive (Spearman 
correlations of 0.62–0.84, p values < 0.00001) of labeled sentiment compared 
with general language algorithms (0.28–0.46).

CONCLUSION: Our exploratory healthcare-specific sentiment models can more 
accurately detect positivity and negativity in clinical notes compared with general 
sentiment tools not designed for clinical usage.

KEY WORDS: computer-assisted decision-making; critical care; critical care 
outcomes; natural language processing; sentiment analysis

Clinical decisions in the ICU, such as when to provide life-sustaining 
therapies, require synthesizing large amounts of data into an overall 
opinion or “sentiment” of a patient’s clinical status and trajectory. The 

use of natural language processing (NLP) provides opportunities to analyze 
language for patterns. A subset of NLP, sentiment analysis, identifies language 
related to sentiment (1). Not all providers document sentiment explicitly, but 
subjectivity is often incorporated into notes. For example, if a provider docu-
ments “prognosis is poor” in a patient with multiple organ failure, the pro-
vider may be explicitly using objective measures (e.g., Sequential Organ Failure 
Assessment [SOFA] (2)) and implicitly calculating pretest probabilities of 
interventions that may be beneficial. Here, negative sentiment (“poor”) reflects 
the clinical state and forecasted trajectory (“prognosis”). Negative sentiment 
is associated with increased hospital readmissions (3) and ICU mortality (4), 
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but these methods rely on tools built from nonmedical 
dictionaries. When applied to the electronic health re-
cord, these algorithms prove poorly sensitive and spe-
cific and are inaccurate (5). Validated domain-specific 
(i.e., medical) sentiment tools are necessary to measure 
sentiment accurately in clinical settings.

We sought to explore how sentiment could be cap-
tured in notes. We first annotated notes for sentiment 
and performed preliminary validation of labels by 
comparing annotations for a subsample of notes across 
multiple labelers. We next addressed the development 
of automated sentiment detection in two complimen-
tary ways: 1) a keywords-based approach and 2) a key-
words-independent supervised learning approach. We 
hypothesized that negative sentiment is common and 
that domain-specific sentiment tools might perform 
better than general-purpose tools for identifying senti-
ment in clinical notes.

MATERIALS AND METHODS

The Beth Israel Deaconess Medical Center (BIDMC) 
and Massachusetts Institute of Technology (MIT) insti-
tutional review boards (IRB) approved the use of their 
deidentified dataset following data-use agreements. 
The use of University of California, San Francisco 
(UCSF) data was approved by the UCSF IRB (19-
29429). We adhere to the TRIPOD reporting guide-
lines found in Supplemental Digital Content (http://
links.lww.com/CCX/B236). The global framework for 

the study can be found in eFigure 1 (http://links.lww.
com/CCX/B236).

Data Sources and Study Populations

The keywords-based model does not rely on any spe-
cific dataset but we used Multiparameter Intelligent 
Monitoring of Intensive Care III (MIMIC-III) to train 
and validate the deep learning model. To determine 
the discriminative accuracy of our sentiment mod-
els, we then used a separate sample of notes from the 
MIMIC-III database (i.e., a sample of notes not used 
for deep learning training). For external validation, we 
used notes from ICU patients at UCSF from 2018 to 
2019 (pre-COVID-19). MIMIC-III is a deidentified 
dataset developed by MIT and BIDMC and includes 
demographics, laboratory tests, and clinical outcomes 
linked to notes across 60,000 ICU admissions from 
2001 to 2012 across 5 ICUs (6).

ICU notes per day per patient were the unit of 
analysis. We included patients greater than or equal 
to 18 years with greater than or equal to one ICU 
note from prespecified categories: physician, ge-
neral, consult, nursing, respiratory, rehabilitation, 
and nutrition. Only final iterated nursing notes 
were included to prevent duplications. Data prepro-
cessing and analysis were conducted using Python 
3.8 (Python Software Foundation) and R 4.1.3 (R 
Foundation).

Sentiment keywords Generation and 
Consensus

Critical care experts (J.M.C., A.C., C.C.) partici-
pated in the generation of positive and negative key-
words based on prespecified prompts. Individual 
meetings and group collaboration allowed mul-
tiple participants to share ideas, individually and 
then collectively. This was performed iteratively 
until consensus was achieved. The keywords list 
was finalized into a medical lexicon of 72 positive 
and 103 negative terms (eTable 1, http://links.lww.
com/CCX/B236). Details on keywords generation 
are shown in Supplemental Digital Content (http://
links.lww.com/CCX/B236). Our conceptualization 
of sentiment was purposely broad including senti-
ment related to patients and their clinical status as 
our initial goal was to show that domain-specific 
sentiment extraction was possible and valid.

 
KEY POINTS

Question: Can healthcare-specific provider senti-
ment be measured in an automated and accurate 
fashion in unstructured clinical notes?

Findings: Using different keywords-based and 
machine-learning approaches, negativity and 
positivity are common in clinical notes and have 
improved accuracy over existing tools.

Meaning: Healthcare-specific sentiment extrac-
tion from unstructured notes using keywords-
based and machine-learning approaches is more 
accurate than existing nonspecific tools. This could 
lead to a deeper understanding of clinical decision 
frameworks and biases, and possibly interventions 
targeting provider behaviors.

http://links.lww.com/CCX/B236
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Manual Sentiment Labeling

A total of 1,493 note fragments containing one or more 
sentiment keywords were manually labeled for sentiment 
using a Likert-style rating scheme of “very positive,” “pos-
itive,” “neutral,” “negative,” or “very negative” informed by 
theorization of a sentiment construct (details of concep-
tualization and details on note fragment generation are 
in Supplemental Methods http://links.lww.com/CCX/
B236). An example sentence with labels is shown in eFig-
ure 2 (http://links.lww.com/CCX/B236). We used labeled 
note fragments to validate the accuracy of sentiment meas-
ures and for training and testing the DeBERTa-v3 model.

Development of a Sentiment Score as the 
Primary Predictor

Two approaches for sentiment scores were performed: 
1) using keywords from a lexicon of clinical sentiment 
(“keywords-based approach”) and 2) a supervised 
machine-learning approach without keywords using 
deep learning based on the DeBERTa-v3 architecture 
(“keywords-independent approach”) (7). The latter 
machine-learning model was evaluated because it does 
not rely on predefined keywords that could be subject 
to bias. For the keywords-based approach, the senti-
ment score was defined as (equation 1).
Keyword sentiment score =

No. of negative keywords
No. of negative keywords+ No. of positive keywords(1)

This yielded a continuous sentiment measure rang-
ing from 0 to 100%. For the DeBERTa-v3 approach, 
the sentiment score was estimated as average predicted 
sentiment across all sentences, whereby Negative =  
0, Neutral = 1, Positive = 2. More negative senti-
ment represents a higher keywords sentiment score 
and a lower DeBERTa-v3 score. Details are shown in 
Supplemental Methods (http://links.lww.com/CCX/
B236). The DeBERTa-v3 was trained and internally 
validated on MIMIC-III and we used UCSF notes for 
external validation.

Preliminary Sentiment Measure Validation

Ground truth labels used to train the DeBERTa-v3 
approach were from a single annotator. To determine 
consistency of sentiment labeling across multiple 
annotators, we isolated 100 note excerpts and com-
pared labeling across three blinded clinicians (M.H., 
M.H., D.L.) using a similar prompt. Sentiment was la-
beled on a five-value rating scale, using a labeling guide 

(Supplemental Methods, http://links.lww.com/CCX/
B236). Agreement was evaluated using Krippendorf ’s 
alpha coefficient, treating sentiment labels as ordinal 
variables (8). Krippendorf ’s alpha does not errone-
ously increase when reviewers systematically disagree, 
unlike other measures like Cronbach’s alpha (9).

Statistical Analysis

We compared our sentiment scores to alternative ex-
isting measures using the Spearman rank correlation 
coefficient for labeled note fragments. Alternative sen-
timent tools included Stanza (10), Sentimentr (11), and 
Pattern (12), which had the strongest associations with 
patient outcomes in one previous study (5). We also 
compared measures to one another on labeled data 
to determine similarity (or convergence). Spearman 
rank correlations and tests of equivalence (13) were 
calculated on the full set of labeled data except for 
DeBERTa-v3 measures—for those, only the test set 
was analyzed to counteract potential overfitting. For 
data visualizations, we used the ggplot2 (version 3.3.3) 
in R and “Plotly” package (version 4.14.3) in Python.

RESULTS

Characteristics of the MIMIC ICU Cohort

Sentiment term frequencies from MIMIC-III are shown 
in eTable 2 (http://links.lww.com/CCX/B236). Most 
notes contained at least one sentiment term, and the 
presence of any keywords was most common in physi-
cian and discharge notes (96.6% and 95.6%, respectively). 
Nursing notes, discharge summaries, and rehabilitation 
notes had more positive than negative terms (63.9% vs 
46.9%; 93.4% vs 84.8%; and 79.9% vs 60.6%, respectively). 
Consulting provider, nutrition, and respiratory notes had 
more negative than positive terms on average (85.1% vs 
68.7%; 48.1% vs 32.7%; and 80.4% vs 51.3%, respectively). 
Primary team notes had roughly similar numbers of pos-
itive and negative keywords. Please see Table 1 for patient 
and note characteristics across both cohorts.

Concordance and Convergence of  
Sentiment Tools

Concordance and convergence across sentiment clas-
sifiers compared with labeled note fragments and each 
other are shown in Figure 1, A and B. Benchmark sen-
timent measures clustered together although exhibited 

http://links.lww.com/CCX/B236
http://links.lww.com/CCX/B236
http://links.lww.com/CCX/B236
http://links.lww.com/CCX/B236
http://links.lww.com/CCX/B236
http://links.lww.com/CCX/B236
http://links.lww.com/CCX/B236
http://links.lww.com/CCX/B236
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relatively low levels of correlation. Our novel measures 
clustered together and showed high levels of correlation, 
consistent with their similar performance at predicting 
the sentiment labels. The supervised learning model was 
most correlated (81%) with the manually labeled refer-
ence followed by the keywords-based algorithm (74%). 
Across nonmedical domain measures, Sentimentr had 
the best concordance with manual labels when com-
pared with Pattern and Stanza. The correlations of our 
two sentiment measures were both significantly higher 
(p < 0.00001) than all nonmedical measures.

Interrater Reliability of Sentiment Annotations 
in a Subset of Notes

Interrater reliability was assessed using Krippendorf ’s 
alpha coefficient for a subset of note excerpts across 
three annotators in a blinded fashion. When using a 
five-level rating scale for sentiment, agreement was 
76% (95% CI, 68–82%). When the rating scale col-
lapsed to three levels (negative, neutral, and positive), 
agreement remained at 76% (95% CI, 67–83%).

DISCUSSION

We created ICU domain-specific sentiment scores to 
identify provider negativity and positivity in clinical 

notes. We found substantial variation in the number 
and type of sentiment keywords across different pro-
vider notes. When compared with a manually labeled 
reference, our sentiment scores demonstrated high 
correlation and were substantially more accurate 
than domain nonspecific algorithms. Further stud-
ies and validation can explore to what extent senti-
ment should be used for prognostication and how 
sentiment can be used for different clinical use cases. 
Future studies should explore whether early senti-
ment could be used to predict future patient/family 
and provider conflicts, provider moral distress or 
potentially used as triggers for palliative care inter-
ventions, especially if negative sentiment represents 
“perceptions of excessive care” (14).

This study should be characterized as exploratory. 
Further validation using mixed methods is required 
to understand how sentiment tools should and could 
be used (e.g., as a marker for perceptions of excessive 
care or for risk prediction). Our keywords-based clas-
sifiers can be iterated by incorporating concepts within 
unstructured notes and sentiment targets, to allow for 
more fine-grained sentiment. Further iterating anno-
tation guidelines through additional cognitive inter-
views could improve agreement of labels and thus 
their validity, in the future. As described in the study 

Figure 1. Validation of keywords-based sentiment and other common classifiers on labeled note excerpts for Multiparameter Intelligent 
Monitoring of Intensive Care III cohort. A, Spearman correlation (Corr) of each measure with ordinal, five-value sentiment labels. 
“Positive” represents the count of positive keywords in a note. Negative represents the count of negative keywords in a note. B, A 
correlogram whereby measures are sorted for display based on similarity from hierarchical clustering. For the keywords sentiment 
measures, observations without any sentiment keywords were given a neutral value of 0.5. The keywords sentiment score is inversely 
correlated with the DeBERTa-v3 sentiment score because a higher DeBERTa-v3 score represents a more positive sentiment, whereas 
for the keywords score, a higher score represents a more negative sentiment. Spearman Corr was used to validate our clinical sentiment 
measures with the ordinal labels of clinical sentiment recorded on the note excerpts. Each of the sentiment measures is a continuous 
score. DeBERTa = Decoding-enhanced Bidirectional Encoder Representations from Transformers with disentangled attention.
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by Weissman et al (5), validation of a sentiment instru-
ment (or any instrument), requires a demonstration of 
construct validity or how well the instrument measures 
the phenomenon of interest. Given the ambitious and 
subjective nature of capturing sentiment appropriately, 
more rigorous validation, particularly with predictive 
validation, is required before elevating our methods 
beyond exploratory.

We build on previous work demonstrating the use of 
sentiment to predict patient outcomes. Our study was 
not focused on risk prediction but instead introduces 
a medical domain-specific lexicon and deep learning 
approach to the literature. We also performed annota-
tions of MIMIC-III and UCSF note segments that rep-
resent important contributions for future sentiment 
algorithm building. Other studies that used pre-exist-
ing sentiment classifiers to predict various outcomes 
(3, 4, 15, 16) are limited given their reliance on tools 
that are not specific to clinical medicine. These tools 
have substantial variability, demonstrate poor agree-
ment, and have variable validity when applied to med-
ical notes (5). Yet some success has been found with 
model-based measurement of psychiatric risk factor 
domains in clinical notes, bearing some similarity to 
this study (17, 18). We validated the most accurate 
tools from the study by Weissman et al (5) (Stanza, 
Sentimentr, and Pattern) on labeled note excerpts and 
our approach had improved convergent validity com-
pared with other methods.

This study has limitations. Our methods could be 
enriched by incorporating additional labelers and med-
ical ontologies. Currently, we do not include opinion 
targets in the keywords-based approach. MIMIC-III 
is from one hospital system and patients are predomi-
nantly White, English-speaking, and insured, limiting 
generalizability. Future validation should also incor-
porate varying cohort balances of genders, ethnicities, 
and races to ensure disparities are not reinforced in 
sentiment models. Although we performed external 
validation on more recent UCSF data that are also more 
diverse, additional comparisons of MIMIC-III data 
and UCSF data are required and future DeBERTa-v3 
models should be trained on multiple datasets.

CONCLUSIONS

Our findings suggest that sentiment can be extracted 
from notes and is more accurate than existing non-
medical sentiment algorithms. Improved sentiment 

extraction from notes could lead to novel prognostic 
assessments, deeper understanding of decision frame-
works, interventions targeting provider behaviors, and 
further understanding of provider cognitive biases.
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