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Abstract

The extension of bound state electronic structure methods to molecular resonances

by

ALEC FREDERICK WHITE

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Martin P. Head-Gordon, Chair

In this thesis, we present our work in pursuit of black-box, ab initio methods for
computing positions and widths of molecular resonances. The method of complex
basis functions is efficiently implemented and applied in the context of various elec-
tronic structure approximations. Within the static exchange approximation, basis
set effects are investigated and the method is applied to a series of N-containing het-
ercycles. The extension to Hartree-Fock theory allows for more accurate calculations.
These methods have been applied to several small molecules, and the computation
of properties within this framework is discussed. The application of complex basis
functions to shape and Feshbach resonances at correlated levels of theory including
Møller-Plesset perturbation theory at second order and equation of motion coupled
cluster singles and doubles is also investigated from a practical perspective, and the
prospect of using these methods for computing accurate potential energy surfaces is
explored. Finally, we describe some theoretical and practical aspects of computing
positions and widths of low-energy shape resonances by analytic continuation in the
coupling constant. We find that the properties of attenuated Coulomb potentials
make them ideal for such calculations.
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proximant at various levels of theory. The basis set is t-aug-cc-pVQZ. . . 118



x

5.18 Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the Type II-attenuated Coulomb method at various levels of theory. 119



xi

Acknowledgments

This thesis would not have been possible without the support of many people. My
two advisors, Martin Head-Gordon and Bill McCurdy, always offered helpful advice
while allowing me the freedom to work on a variety of interesting topics. Leslie Silvers
always made sure I was paid on time, and the US Department of Energy provided
this funding via the SciDAC program. I am also grateful for scientific discussions
with Thomas Rescigno, Robert Lucchese, Eleonora Luppi, and Anna Krylov.

Additionally, I need to thank my family: Kellie, David, Margot, and Nicole.
Without them I would never have made it to this point. My girlfriend, Lisa Alexan-
der, is largely responsible for making graduate school an enjoyable experience along
with my friends and coworkers: Brant Abeln, Julian Azar, Luke Bertels, Noelle
Catarineu, Kristi Closser, Leonel Cosio, Mickael Delcey, Scott Ellis, Evgeny Epi-
fanovsky, Zhengting Gan, Brad Ganoe, Grace Ge, Matt Goldey, Jerome Gonthier,
Loren Greenman, Diptarka Hait, Samia Hamed, Andreas Hauser, Dan Haxton,
Chiara Heide, Paul Horn, Nate Karnovsky, Monatrice Lam, Royce Lam, Donghyun
Lee, Joonho Lee, Susi Lehtola, Daniel Levine, Michelle Leuenberger, Matthias Loipers-
berger, Erum Mansoor, Sam Manzer, Yuezhi Mao, Narbe Mardirossian, Nick May-
hall, Jacob Olshansky, Katherine Oosterbaan, Julien Panetier, Aurora Pribram-
Jones, Roberto Peverati, Srimukh Prasad, Walter Ralston, Eloy Ramos-Cordoba,
Jake Seeley, Mark Shapero, Alex Shearer, Dave Small, Tamar Stein, David Stuck,
Eric Sundstrom, Jonathan Thirman, Udi Tsivion, Jean Van Buren, Jon Weisberg,
Jon Witte, Shane Yost.



1

Chapter 1

Introduction

1.1 Molecular resonances in chemistry and

physics

Metastable states, or resonances, have played an important role in nuclear, atomic
and molecular physics. These states possess a finite lifetime and are properly de-
scribed using the language of scattering theory. The scattering experiment is of
fundamental importance to our understanding of physics, and resonances, which are
temporarily bound states of the projectile and target, lead to conspicuous features
in the scattering observables.

The first direct observation of resonances in electron-molecule scattering by Schulz[1]
marked the beginning of the formal study of molecular resonances[2]. This field is
particularly rich because the typical lifetime of a molecular resonance can be compa-
rable to timescales associated with the motion of the nuclei. This means that these
states can play a role in chemical reactions. Resonances have been implicated as in-
termediates in various physical processes including the quenching of plasmas[3], the
formation of molecules in interstellar space[4], and radiation damage to DNA[5]. Fur-
thermore, the development of attosecond lasers[6] has spurred some recent interest
in the field, because the energies of these laser systems, typically in the XUV range,
is such that most molecules will be excited to metastable states that lie energetically
above the cation[7].

Despite their importance, reliable computation of energies and lifetimes of molec-
ular resonances is not yet routine. The goal of the work presented here is the develop-
ment of black-box, systematically improvable, computational methods for molecular
resonances.



CHAPTER 1. INTRODUCTION 2

1.2 The quantum theory of resonances

It is beyond the scope of this work to give a complete discussion of resonances
in the quantum theory of scattering. We confine ourself to those points that are
important to the body of this thesis. More detail including a general discussion of
scattering theory can be found in the textbooks of Taylor[8] and Newton[9].

1.2.1 Resonances in scattering theory

In the theory of scattering due to a well-behaved, short-range potential, the S-
matrix provides a map from initial states to final states that completely determines
all observable aspects of the scattering process. For the spherical potential, elastic
scattering problem, the S-matrix is a single-channel quantity indexed by the angular
momentum quantum number l. It is related to the scalar partial wave phase shift
(δl(k)) as

Sl(k) = e2iδl(k) (1.1)

where k is the magnitude of the wavenumber associated with the projectile. The
corresponding solution to the Schrödinger equation is associated with an energy
E = h̄2k2/2m and behaves asymptotically as

ul(r) ∼ e−i(kr−lπ/2) − ei(kr−lπ/2)+2iδl(k) [r →∞]. (1.2)

The partial wave S-matrix for a given l is a function of k with a well-defined analytic
structure. In particular, if the S-matrix has a pole at momentum k, then it has a
pole at −k∗ and zeros at −k and k∗. Furthermore, at the S-matrix pole, the solution
has the simple asymptotic form

ul(r) ∼ eikr [r →∞]. (1.3)

This is discussed in detail in Chapters 12 and 13 of Taylor[8]. The relationship
between the poles of the S-matrix and the scattering states implies a physical inter-
pretation. For example, those states on the positive imaginary axis are associated
with a negative energy and must, by Equation 1.3, decay exponentially. These poles
can therefore be associated with bound states. The properties of the S-matrix imply
constraints on the locations of the poles such that all possible poles of the S-matrix
can be placed in one of 4 categories:

(1) k on the positive imaginary axis

(2) k on the negative imaginary axis
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(3) Re k > 0, Im k < 0

(4) Re k < 0, Im k < 0

As we have just stated, poles of type (1) are associated with bound states. Poles
of type (2) are associated with so-called “virtual states.” We will not discuss these
states further, but a good discussion can be found in [10]. Poles of type (4) are
reflections of those of type (3) and have little physical importance due to distance
from the positive real axis. As we will see, the poles of type (3) are associated with
resonances, or quasi-bound states.

The poles of type (3) occur at energies

E = Er − iΓ/2, (1.4)

with Er,Γ > 0. The properties of the S-matrix also imply that there is a zero at
Er + iΓ/2. We can write an expression that parameterizes Sl(E) near such a pole in
a manner consistent with this structure and the unitarity of the S-matrix:

Sl(E) = e2iδ0l (E)E − (Er + iΓ/2)

E − (Er − iΓ/2)
. (1.5)

The quantity δ0
l (E) is called the background phase shift and parameterizes the vari-

ations in the S-matrix not due to the pole. We will assume that the background
phase shift is a slowly varying function of energy. This is generally a very good
approximation in the vicinity of a pole. Using Equation 1.1, we may solve for the
total phase shift:

δl(E) = δ0
l (E) + δRl (E) δRl (E) ≡ arctan

[
Γ/2

Er − E

]
. (1.6)

Assuming that the background phase shift is zero, we may compute the partial wave
cross section as

σl(k) =
4π

k2
(2l + 1) sin2 δl(k) =

4π

k2
(2l + 1)

Γ2/4

(E − Er)2 + Γ2/4
. (1.7)

This function is sharply peaked about E = Er which implies that poles just off the
real energy axis are associated with peaks in the cross section. In the case that
the background phase shift is large, we can say more generally that these poles are
associated with sharp features in the cross section.
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It remains to show that these sharp features can be associated with a temporarily
bound, or metastable, state. From an analysis of wavepacket dynamics[11], it can be
shown that the time-delay, ∆t, is related to the phase shift as

∆t = 2h̄
dδ

dE
. (1.8)

The relationship between the S-matrix and the phase shift given in Equation 1.1
then implies that

∆t = −ih̄ dS
dE

S∗. (1.9)

For the case of resonant scattering described in Equation 1.6 the time delay has the
form

∆t =
h̄Γ

(E − Er)2 + 1/4Γ2
+ 2h̄

dδ0
l

dE
(1.10)

and is clearly peaked about the resonance energy. A peak in the time-delay implies a
temporarily bound complex of projectile and target. This is how resonances appear
in the elementary theory of potential scattering. The extension to multichannel
collision theory introduces some complications but retains the essential features (see
Chapter 2 of Ref. [12], Chapter 18 of Ref. [8], and Ref. [13]).

1.2.2 Resonances as quasi-stationary states

Consider the solution to the radial Schrödinger equation at an S-matrix pole
given in Equation 1.3. For a resonance, the pole of type (3) occurs at a complex
momentum with a positive real part and a negative imaginary part

k = kR − ikI . (1.11)

This implies a solution that behaves asymptotically as

ul(r) ∼ eik
Rrek

Ir [r →∞] (1.12)

which diverges exponentially. It is clear that this is not really a physically realizable
quantum state, but if we define a “resonance wavefunction” as

φres(r) =
ul(r)

r
, (1.13)

where ul has the asymptotic behavior given in Equation 1.12, then we may write the
time-dependent wavefunction associated with this state as

ψres(r, t) = φres(r)e
−iErt/h̄e−iΓt/2h̄. (1.14)



CHAPTER 1. INTRODUCTION 5

This is called a Gamow state or occasionally a Siegert state. It is a solution to
the Schrödinger equation with pure outgoing wave boundary conditions given in
Equation 1.3 in contrast to the physical boundary conditions of Equation 1.2.

These Gamow states are odd solutions to the Schrödinger equation in that they
diverge exponentially for any time as r → ∞ and they decay exponentially for any
point in space as t→∞. They correspond to a “density” of the form

|ψres(r, t)|2 = |φres(r)|2 e−Γt/h̄, (1.15)

and only in a limit where both r and t go to infinity can we think of particle number of
these states as a conserved quantity. Nevertheless, this heuristic analysis shows that
we may think of resonances as corresponding to solutions to the time-independent
Schrödinger equation. In this context, they correspond to quasi -stationary solutions
which decay in time with a characteristic lifetime of

τ =
h̄

Γ
. (1.16)

1.2.3 The Siegert energy

We have now shown how, starting from language of elementary scattering theory,
we may think of resonances as temporarily bound states and quasi-stationary states.
In either case, we can associate with the resonance a complex energy called a Siegert
energy:

E = Er − iΓ/2. (1.17)

The Siegert energy is the location of a pole of the S-matrix and the imaginary part
encodes the time-decay of the associated Gamow state. We can also connect this
complex energy to a simple perturbative treatment of a bound state coupled to a
continuum by a matrix element Vfi. In this case we can use, for example, Fermi’s
golden rule to write the rate of transitions as

Γ = 2π|Vfi|2δ(Ef − Ei). (1.18)

This width leads to an exponential decay in the simplest picture of time-dependence.
In this picture, the probability density decays in time as

P (r, t) = P (r, 0)e−Γt/h̄ (1.19)

which can be thought of as arising from a probability amplitude of the form

ψ(r, t) = φres(r)e
−i(Er−iΓ/2)t/h̄. (1.20)
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The result is a state with an effectively complex energy that decays exponentially in
time exactly as the Gamow state. This offers another interpretation of a resonance
as a bound state coupled to a continuum.

The Siegert energy is a powerful way to mathematically encode the properties of a
resonance. However, it is worth considering the limitations of this parameterization.
In particular, we have assumed that the resonance is close to the real axis (long-lived)
and that the background scattering is small. If this assumption is not valid, then
the Siegert energy will not be a useful parameterization without more information
about the background scattering processes. Furthermore, in the case of nearby reso-
nances, the Siegert energy gives no direct information about interference-type effects
associated with the two resonances.

1.2.4 Molecular resonances

Electronic resonances in molecular systems are considerably more complicated
due to the many electronic and nuclear degrees of freedom of the target. They
can be observed in both electron scattering and photo-ionization experiments[2] and
they are often observed indirectly in the cross-sections for various kinds of molecular
fragmentation[14, 15].

Resonances in a many-body system can be loosely divided into two classes: shape
resonances and Feshbach resonances. Shape resonances decay by a one-particle, tun-
neling mechanism, while Feshbach resonances decay by a mechanism involving more
than 1 degree of freedom. Molecular resonances are usually easy to place in one of
these two categories, because they be can be described as adding an electron to one or
more “parent states” of the associated target molecule. Resonances that lie energet-
ically above at least one parent will be shape resonances in general. Resonances that
are lower in energy than their parent states can only decay by a mechanism involving
a change in the target state and are therefore Feshbach resonances. The distinc-
tion between shape and Feshbach resonances is shown schematically in Figure 1.1.
Though these concepts are not always well defined, most molecular resonances can
be classified in this way.

1.3 Molecular electronic structure theory

In order to compute the properties of molecular resonances, we use the ideas of
the previous section in the context of the many-body molecular electronic problem.
In atomic units, the electronic Hamiltonian for a system of N electrons and M nuclei
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Figure 1.1: Schematic representation of the difference between shape (top) and Fes-
hbach (bottom) resonances. The position of the resonance is shown in magenta. A
shape resonance can decay by a 1-particle tunneling mechanism, while the Feshbach
resonance can only decay by correlated de-excitation of the target.
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is given, within the Born-Oppenheimer approximation, by

H = −1

2

N∑
i=1

∇2
i +

N∑
i=1

N∑
j=i+1

1

|ri − rj|
−

N∑
i=1

M∑
α=1

Zα
|ri −Rα|

+ Vnn, (1.21)

where Zα is the charge of the αth nucleus and Vnn is the nuclear-nuclear repulsion. An
exact solution to this problem scales as the exponential of the number of electrons.
An exact solution is therefore impractical for all but the smallest systems. The
approximate solution of this equation is the subject of molecular electronic structure
theory, and the basics are described in various monographs[16, 17]. In this section,
we will describe those points of direct importance to this work.

1.3.1 Mean-field states and the orbital picture

The typical zero-order picture of a many-fermion system is one in which each par-
ticle occupies a single-particle state according to an effective single-particle Hamilto-
nian that includes electron-electron interactions at the mean-field level. These single
particle wavefunctions are called orbitals, and the energy to ionize the system by
removing a particle from a particular orbital is the associated orbital-energy. More
formally, such a mean-field state can be obtained for a system of electrons by mini-
mizing the energy of a single Slater determinant. This simple wavefunction properly
accounts for the anti-symmetry of the wavefunction with respect to the interchange
of any pair of electronic coordinates, but it only includes the electron-electron inter-
action in an approximate sense. These orbitals are solutions to the single particle
Schrödinger-like equation,

f(i)φi(r) = εiφi(r), (1.22)

where the Fock operator for the ith electron, f(i), is defined such that

f(i)φj(ri) = −1

2
∇2

iφi(r)−
M∑
α=1

Zα
|ri −Rα|

φi(r) +
N∑
j=1

〈φiφj| |φiφj〉 . (1.23)

Our notation for the matrix elements of the electron-electron repulsion operator is
standard and described in many places (see for example Chapter 2 of Szabo and
Ostlund[16]). Note that the operator depends on the single particle orbitals, so this
equation must be solved self-consistently. In practice, this is done in a finite basis
of single particle functions {χµ(r)} which are usually Gaussians, and the solution to
this problem is obtained from the Roothaan-Hall equations:

FC = SCε. (1.24)
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Here the bold indicates a matrix quantity and the coefficient matrix gives the ex-
pansion coefficients for the orbitals in the 1-particle basis set:

φi(r) =
∑
µ

Cµ
i χµ(r). (1.25)

ε is a diagonal matrix of orbital energies, and the overlap matrix, S is simply

Sµν = 〈χµ| χν〉 . (1.26)

In computational chemistry, this is called the Hartree-Fock method. For closed shell
systems, the wavefunctions are usually further constrained such that all occupied
orbitals are doubly occupied with electrons of opposite spin. This is called restricted
Hartree-Fock (RHF). For open-shell systems, the determinant of maximum ms may
be described by constraining most orbitals to be doubly occupied with the open-shell
orbitals singly occupied. This is called restricted open-shell Hartree-Fock (ROHF).
Allowing an entirely different set of orbitals for different spins is called unrestricted
Hartree-Fock (UHF). These are the most common variants of Hartree-Fock, though
others exist. We will further discuss some features of the computational realization of
this method is Section 1.3.3. Density functional theory(DFT)[18], which will not be
described here, is also based on the orbital picture and shares many computational
features with Hartree-Fock.

The single-orbital picture suffers from an incomplete description of the electron-
electron interaction, but nevertheless provides a valuable, easy to interpret wave-
function that is the starting point for most more sophisticated theories. Despite
its limitations, the orbital picture is more than just a computational tool; it is the
basis upon which chemists build their understanding of complicated, many-electron
systems.

1.3.2 Electron correlation

Electron correlation is broadly defined as those pieces of the energy and wave-
function that are missing from the Hartree-Fock determinant. In a finite basis, the
correlation energy can be more precisely stated as the difference between the full con-
figuration interaction (FCI) energy and the Hartree-Fock energy. The FCI energy is
obtained by minimizing the energy of a wavefunction expanded in all possible con-
figurations. It is the exact energy within a finite 1-particle basis set. The correlation
energy can be obtained approximately, and the three most common approximations
are truncated configuration interaction (CI), Møller-Plesset perturbation theory, and
coupled cluster theory.
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The idea of truncating CI expansions by excitation level comes from the repre-
sentation of the exact (FCI) wavefunction as

|Ψ〉 = |Ψ0〉+
∑
ia

cai |Ψa
i 〉+

∑
i<j,a<b

cabij
∣∣Ψab

ij

〉
. . . (1.27)

where |Ψ0〉 is the Hartree-Fock determinant. This ansatz is discussed in Chapter 4 of
Szabo and Ostlund[16]. By truncating this expansion at a certain point, we are left
with a tractable, linear-variational problem. The correlation energy for an arbitrary
CI expansion is easily shown to be

Ec = 〈Ψ0|H − E0 |Ψ〉 (1.28)

=
∑
ia

cai 〈Ψ0|H |Ψa
i 〉+

∑
i<j,a<b

cabij
〈
Ψ0

∣∣H ∣∣Ψab
ij

〉
. (1.29)

The singles term usually vanishes due to Brillouin’s theorem leaving only the doubles
term. Truncation at the level of double excitations to give a CI with singles and
doubles (CISD) wavefunction is usually sufficient to recover the majority of the
correlation energy for small molecules. The advantages of this method stem from its
simple, linear-variational wavefunction ansatz. These include a variational energy
and a simple extension to excited states. Unfortunately, such expansions suffer from
a lack of size consistency. Given two non-interacting subsystems, A and B, size-
consistency is the property that

E(AB) = E(A) + E(B), (1.30)

and this is not true in general for energies computed from truncated CI wavefunctions.
This means that the quality of the method will deteriorate as the system size is
increased.

We may also account for the correlation energy using perturbation theory. Many
different types of perturbation theory are possible, but the most successful has been
Møller-Plesset[19] perturbation theory which partitions the Hamiltonian as

H = F + φ φ ≡ H − F. (1.31)

Here we have used F as the many-body Fock operator. At first order, we simply
recover the Hartree-Fock energy, while at second order, we get the first contribution
to the correlation energy:

E(2) = −
∑
ia

|F a
i |

2

εa − εi
− 1

4

∑
ijab

|〈ab| |ij〉|2

εa + εb − εi − εj
. (1.32)
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The term involving the Fock operator is usually zero due to Brillouin’s theorem.
Unlike truncated CI, Møller-Plesset perturbation theory at 2nd order (MP2) is size-
consistent. Unfortunately, the accuracy of the method is limited by the low order
perturbation theory, and it is very difficult to use this theory to obtain accurate
excited state energies. This theory is discussed in detail in Chapter 6 of Szabo and
Ostlund[16] and Chapter 14 of Helgaker[17].

The coupled cluster method, in its modern formulation, is based on an exponential
ansatz (see Chapter 13 of Helgaker[17]),

|Ψ〉 = eT |Φ0〉 , (1.33)

where |Φ0〉 is the Hartree-Fock determinant and T is the cluster operator. If we use
µ to index all possible excitations, then the cluster operator can be written as

T =
∑
µ

tµτ̂µ (1.34)

where τµ is an operator that generates the µth excited determinant when acting on
the Hartree-Fock reference. Grouping excitations by singles, doubles, triples, etc. we
can write T as

T = T1 + T2 + T3 + . . . (1.35)

This non-linear expansion contains enough parameters to recreate the full-CI wave-
function, but at an even greater cost. We can generate computationally tractable the-
ories by truncating T at a given excitation level. Truncating at doubles, T = T1 +T2,
is called coupled cluster singles and doubles (CCSD), while truncating at the triples
level, T = T1+T2+T3, is called coupled cluster singles, doubles, and triples (CCSDT).
Determining the T-amplitudes in a variational manner is not practical, even for trun-
cated CC. In practice the energy and amplitudes are determined from the projected
Schrödinger equation after left-multiplication by e−T :〈

Φ0

∣∣ H̄ ∣∣Φ0

〉
= E

〈
Ψµ

∣∣ H̄ ∣∣Φ0

〉
= 0 H̄ ≡ e−THeT . (1.36)

Truncated coupled cluster approximations are not variational when determined in
this way, but they are size-consistent. Furthermore, a powerful excited state method
can be obtained from the equation-of-motion formalism which leads to a CI-like
ansatz on top of a CC ground state[20, 21]. The wavefunction has the form

|ΨEOM〉 = ReT |Φ0〉 , (1.37)

where R is a sum of excitation operators,

R =
∑
µ

rµτ̂µ. (1.38)
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The amplitudes can be determined from the solution of a linear-variational (CI-like)
problem.

These methods are all acceptable in situations where the correlation energy that
we wish to compute is due to a large number of determinants making small con-
tributions to the exact wavefunction. This “dynamic” correlation is well described
by these methods which all tacitly assume that the Hartree-Fock determinant is the
most important. However, there is another type of correlation. “Non-dynamic” or
“static” correlation is due to multiple determinants entering the FCI expansion with
large or even equal weight. In this situation, the single-reference methods that we
have just described break down. The most common solution to this problem is to
partition the orbital space into a space that is doubly occupied in all important
determinants, a space that is unoccupied in all determinants, and an active space
in which the FCI problem is explicitly solved. This procedure combined with or-
bital optimization is called the complete-active-space self-consistent field (CASSCF)
method[22]. Though often effective in practice, this method is very limited in scope,
difficult to use, and tends to neglect dynamic correlation. The development of meth-
ods to address systems with strong non-dynamic correlation effects is a subject of
current research.

1.3.3 Computational implementation

In order for any of these methods to be usable in practice, an efficient implementa-
tion is of paramount importance. The technology to efficiently evaluate the electron
repulsion integrals, accelerate the convergence of non-linear optimizations, and ef-
ficiently contract very large tensors has proven critical in making large molecular
calculations practical.

Most of the time in an HF or DFT calculation is spent evaluating the 6-dimensional
electron-repulsion integrals:

〈µν| λσ〉 =

∫
d3r1

∫
d3r2χ

∗
µ(r1)χ∗µ(r2)

1

r12

χλ(r1)χσ(r2). (1.39)

Gaussian basis functions are almost always used because there exists a variety of
recurrence based approaches to evaluate the integrals in an efficient manner[23].
While the näıve scaling of the computation is the number of basis functions to the
4th power, the sparsity[24] and/or low-rank properties of the ERI tensor can be
leveraged to create lower-scaling and/or computationally more efficient schemes.

The expense of any HF/DFT calculation can also be significantly decreased by
developing methods to accelerate the convergence of the iterative optimization of
the wavefunction. Techniques for non-linear optimization,[25] as well as the direct
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inversion of the iterative subspace method of Pulay[26, 27] have been instrumental
in decreasing the cost of such calculations. The solution of the CCSD equations
must also be accomplished iteratively, and can be accelerated in similar ways. The
iterative solution of large eigenproblems or large linear systems that appear in CI/CC
methods can be viewed in similar terms, and development of iterative, memory-
efficient schemes for these problems has enabled calculations on increasingly large
systems[28].

Finally, for CI/CC calculations the ability to efficiently multiply large tensors
while encoding the appropriate space, spin, and permutational symmetry will largely
determine the efficiency of the implementation[29]. Software frameworks for accom-
plishing exactly these goals have been developed over the last several years for a
variety of different architectures[30, 31].

1.3.4 Challenges for molecular resonances

The electronic structure of molecular resonances presents several computational
difficulties even without considering the continuum nature of such states. They are
usually open-shell, sometimes high in energy relative to the ground state, and they
can sometimes decay into multiple channels. In order to accurately describe the elec-
tronic structure of such states, we require a balanced treatment of a potentially large
number of open-shell states having different number of electrons. The mean-field
picture is rarely sufficient for such a problem, and electron correlation effects are im-
portant to obtain even qualitative accuracy. Because of this difficulty, it is important
that any practical method for computing the properties of molecular resonances is
able to effectively utilize the accuracy and efficiency of existing bound state quantum
chemistry infrastructure.

1.4 Computational methods for molecular

resonances

Existing methods, including those further described in this work, can be loosely
divided into 4 classes of methods. Scattering methods directly solve the full scat-
tering problem with the goal of computing scattering observables like cross-sections.
Stabilization techniques use the behavior of continuum eigenvalues in bound state
calculations to determine the positions, and sometimes widths of resonances. Gen-
eralized complex coordinate methods compute Siegert energies as the eigenvalues
of some effective, non-Hermitian Hamiltonian. Methods based on extrapolation, or
analytic continuation of bound state energies can compute positions and sometimes
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widths of low-lying resonances from purely bound state calculations. It would be
impossible to include a detailed explanation of each, so we confine ourselves to a
brief description of the advantages and disadvantages of each class of method.

1.4.1 Scattering methods

Methods that directly compute scattering observables have a long history in quan-
tum mechanics. For the molecular problem at low energies, the most useful such
methods are the R-matrix method[12, 32], the Schwinger multichannel method[33],
and the complex Kohn method[34]. Each of these methods has its own set of ad-
vantages and disadvantages, but their unifying advantage is the direct computation
of observable cross-sections. In the case that one wants to directly compute these
observables, there is little choice but to use such a method. Unfortunately, these
methods are generally quite expensive, difficult to converge with respect to the basis
set/discretization, and can suffer from numerical artifacts.

1.4.2 Stabilization

Stabilization calculations, originally suggested in the molecular context by Tay-
lor[35, 36], rely on the fact that a resonance corresponds to a peak in the density
of states of the continuum. This means that as some parameter is varied, the con-
tinuum roots will stabilize and there will be avoided crossings at the location of the
resonance. An analytic continuation of these avoided crossings can allow for compu-
tation of the position and widths of molecular resonances.[37–39] Unfortunately, the
analytic structure of the problem leads to several difficulties, and it can be hard to
obtain results that are not dependent on the specifics of the procedure[40].

1.4.3 Complex coordinate methods

Complex coordinate methods are related to the theorems of Balslev, Aguilar and
Combes[41, 42], and Simon[43]. These theorems state that, for an ensemble of par-
ticles interacting via coulomb potentials, scaling the coordinate of the Hamiltonian
by a complex number eiθ results in the following:

1. the bound spectrum is unchanged

2. the continuum is rotated into the lower-half plane by an angle of 2θ
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3. for large enough θ, new eigenvalues are “uncovered” and these appear at the
Siegert energies (poles of the S-matrix) and correspond to square-integrable
eigenfunctions.

While not formally applicable to the molecular problem in the Born-Oppenheimer
approximation, the appropriate extension, termed “exterior complex scaling” was
developed by Barry Simon[44]. The difficulty of numerically accomplishing exterior
complex scaling has spurred the development of a host of related methods with the
goal of computation. These include an application of complex scaling to finite-basis
matrix elements[45], complex basis functions[46], and smooth exterior scaling[47].
These methods have the great advantage that they attempt to compute a square-
integrable function and can be applied within the context of bound-state electronic
structure theory. Unfortunately, the non-Hermitian formalism can lead to numerical
difficulties, and the implementation is often non-trivial.

A highly related method is based on the addition of a complex absorbing, usually
negative-imaginary, potential (CAP or sometimes NEP)[48–51]. These methods can
be shown to be related to smooth-exterior scaling[52], and share many features of
other complex-coordinate methods. The CAP method has the advantage that im-
plementation in quantum chemistry codes is fairly straightforward, but care must
be taken so that the addition of the CAP does not effect the problem in unphysical
ways.

1.4.4 Analytic continuation methods

Finally, there are methods based on analytic continuation of bound state ener-
gies. In this class of methods, a short-range potential is added to the Hamiltonian
to make the resonance bound, and the bound state energies are analytically contin-
ued to determine the complex, resonance energy at zero coupling strength[53–55].
The analytic continuation is an inherently unstable procedure for higher energy res-
onances, but it has the advantages that very little code development is required and
any bound state method can be used.

1.5 Outline

The body of this thesis is concerned with the development of ab initio approaches
to compute positions and widths of molecular resonances. The first three chapters
describe the theory, efficient implementation, and application of complex basis func-
tion methods in the context of different levels of approximate electronic structure
theory. The final chapter describes work towards a practical analytic continuation
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technique for computing positions and widths of low-energy shape resonances. Chap-
ters 2,3, and 5 have appeared as journal articles in the Journal of Chemical physics.
Chapter 4 has been submitted.

1.5.1 Chapter 2

The method of complex basis functions for computing positions and widths of
molecular shape resonances is revisited. An open-ended and efficient implementa-
tion is described. The basis set requirements of the complex basis are investigated
within the computationally inexpensive static-exchange approximation, and the re-
sults of this investigation lead to a hierarchy of basis sets for complex basis function
calculations on small molecules. These basis sets are then applied in static-exchange
calculations on some larger molecules with multiple low energy shape resonances:
carbon tetrafluoride, benzene, pyridine, pyrimidine, pyrazine, and s-triazine. The
results indicate that more sophisticated methods using complex basis functions are
worth pursuing in the search for accurate and computationally feasible methods for
computing resonance energies in molecular systems. The content of this chapter has
been published in the Journal of Chemical Physics (AF White, M Head-Gordon, and
CW McCurdy, J. Chem. Phys. 142 054103 (2015))[56].

1.5.2 Chapter 3

This work describes the implementation and applications of non-Hermitian self-
consistent field (NH-SCF) theory with complex basis functions for the ab initio com-
putation of positions and widths of shape resonances in molecules. We utilize both
the restricted open-shell and the previously unexplored spin-unrestricted variants to
compute Siegert energies of several anionic shape resonances in small diatomic and
polyatomic molecules including carbon tetrafluoride, which has been the subject of
several recent experimental studies. The computation of general molecular properties
from a non-Hermitian wavefunction is discussed, and a density-based analysis is ap-
plied to the 2B1 shape resonance in formaldehyde. Spin-unrestricted NH-SCF is used
to compute a complex potential energy surface for the carbon monoxide anion which
correctly describes dissociation. The content of this chapter has been published in
the Journal of Chemical Physics (AF White, CW McCurdy, and M Head-Gordon J.
Chem. Phys. 143 074103 (2015))[57].
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1.5.3 Chapter 4

The method of complex basis functions is applied to molecular resonances at
correlated levels of theory. Møller-Plesset perturbation theory at second order and
equation-of-motion electron attachment coupled-cluster singles and doubles (EOM-
EA-CCSD) methods based on a non-Hermitian self-consistent-field reference are used
to compute accurate Seigert energies for shape resonances in small molecules includ-
ing N−2 , CO−, CO−2 , and CH2O−. Analytic continuation of complex θ-trajectories
is used to compute Seigert energies, and the θ-trajectories of energy differences are
found to yield more consistent results than those of total energies. The ability of such
methods to accurately compute complex potential energy surfaces is investigated,
and the possibility of using EOM-EA-CCSD for Feshbach resonances is explored in
the context of e-helium scattering. The content of this chapter has been submitted
for publication in the Journal of Chemical Physics as “Second order Møller-Plesset
and coupled cluster singles and doubles methods with complex basis functions for
resonances in electron-molecule scattering” by Alec F. White, Evgeny Epifanovsky,
C. William McCurdy, and Martin Head-Gordon.

1.5.4 Chapter 5

The computation of Siegert energies by analytic continuation of bound state en-
ergies has recently been applied to shape resonances in polyatomic molecules by
several authors. We critically evaluate a recently proposed analytic continuation
method based on low order (type III) Padé approximants as well as an analytic con-
tinuation method based on high order (type II) Padé approximants. We compare
three classes of stabilizing potentials: Coulomb potentials, Gaussian potentials, and
attenuated Coulomb potentials. These methods are applied to a model potential
where the correct answer is known exactly and to the 2Πg shape resonance of N−2
which has been studied extensively by other methods. Both the choice of stabilizing
potential and method of analytic continuation prove to be important to the accuracy
of the results. We conclude that an attenuated Coulomb potential is the most ef-
fective of the three for bound state analytic continuation methods. With the proper
potential, such methods show promise for algorithmic determination of the positions
and widths of molecular shape resonances. The content of this chapter has been
published in the Journal of Chemical Physics (AF White, M Head-Gordon, and CW
McCurdy J. Chem. Phys. 146 044112 (2017))[58].
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Chapter 2

Complex basis functions:
Implementation and applications
within the static exchange
approximation

2.1 Introduction

Over the past 40 years, complex coordinate methods have proven to be useful for
the computation of Siegert energies of atomic and molecular resonances[52, 59–61].
Originally motivated by the theorems of Aguilar, Balslev and Combes[41, 42], and
Simon[43], these methods involve some analytic continuation of the Hamiltonian to
generate a non-Hermitian effective Hamiltonian that includes in its spectrum discrete,
complex, Siegert energies corresponding to square-integrable eigenfunctions.

Unfortunately, the extension of the mathematically rigorous techniques to the
molecular problem in the Born-Oppenheimer (fixed-nuclei) approximation, is not
straightforward. Of the many suggested solutions to this problem, the most popular
method has been to add to the molecular Hamiltonian a complex-absorbing-potential
(CAP)[48–51]. This method is related to complex scaling[62, 63] and simple to apply,
but suffers from a significant dependence of the complex-energies on the form of the
CAP and a perturbation of the bound state energies[64]. These issues have been
largely overcome in recent work using a density matrix approach[65], however calcu-
lations with CAPs have indicated that the application of this method to Feshbach
resonances is not straightforward[66, 67].

The complex basis function technique of McCurdy and Resigno[46] does not suf-
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fer from the same problems, but is difficult to implement in an efficient manner.
Even so, many older calculations[68–74] as well as some more recent calculations by
Honigmann et al [75–78] have demonstrated the practicality of the method. Specifi-
cally, the method of complex basis functions has been shown to provide a description
of molecular resonances including polarization effects in the context of complex re-
stricted open-shell Hartree-Fock (ROHF)[70, 71, 73, 76]. Calculations using a multi-
configurational self-consistent field (MCSCF)[74] or multi-reference configuration in-
teraction (MRCI)[75–78] wavefunction are capable of describing correlation and are
therefore applicable to Feshbach resonances. However, these previous applications
have been limited to atoms and diatomic molecules and there has been no systematic
investigation of the basis set requirements of this method. In fact, despite the nu-
merous complex-coordinate and CAP methods, there are only a few investigations of
the basis set requirements. Specifically, there has been recent work on the basis set
requirements of CAP methods[79], construction of Gaussian basis sets for Rydberg
and resonance states of helium[80], and on construction of complex STO-NG basis
sets for photoionization calculations of atoms and diatomic molecules[81].

In the present study, an efficient implementation of the method of complex basis
functions within the static-exchange approximation is used to explore the basis set
requirements of the method, and some applications to shape resonances in larger
molecules are presented.

In the static-exchange (SE) approximation, the orbitals of the target are assumed
to be frozen, but exchange effects are taken into account. It is the simplest approx-
imation that could be expected to yield qualitatively correct results for low-energy
shape resonances. SE calculations have been used to generate guesses for ROHF
calculations employing complex basis functions[71], but the static-exchange energies
are not reported. The SE approximation is not particularly useful for quantitative
estimates of Siegert energies, but its simplicity makes it ideal for investigations of
basis set convergence. Also, as the fastest method, it will always be the only practical
method for the largest systems.

2.2 The Method of Complex Basis Functions

The method of complex basis functions, originally introduced by McCurdy and
Recigno[46], uses the unscaled molecular Hamiltonian in a basis set including Gaus-
sian functions with complex exponents. The justification originally given is that
a matrix element of the complex scaled Hamiltonian over basis functions of a real
valued coordinate can be equivalently written as a matrix element of unscaled Hamil-
tonian over basis functions with a complex coordinate. In a Gaussian basis this is
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asymptotically equivalent to using basis functions with complex exponents. This
method is equivalent to analytic continuation of the matrix elements of the Hamil-
tonian which was shown by Moiseyev and Corcoran[45] to effectively avoid the non-
analyticities introduced by complex scaling in the Born-Oppenheimer approximation.

Another justification can be made by applying the complex variational prin-
ciple[82–84] to the exterior scaled molecular electronic Hamiltonian H̃. The spec-
trum of the exterior scaled, non-dilatation-analytic, molecular electronic Hamiltonian
has been rigorously shown to mimic the behavior of the spectra of complex scaled
dilatation-analytic Hamiltonians[44]. Applying the complex variational principle to
the exterior scaled Hamiltonian we get that:

(ψ|H̃|ψ)

(ψ|ψ)
= Etrial. (2.1)

This provides a stationary approximation to the true Siegert energy, where the
rounded brackets indicate that the c-product[83], where the bra is not complex con-
jugated, is used, and |ψ) is some c-normalizable trial function. A change of variables
followed by a contour distortion reveals one may just as well search for stationary
points of the functional

(ψ̃|H|ψ̃)

(ψ̃|ψ̃)
= Etrial (2.2)

where |ψ̃) is also just a c-normalizable function. Note that the transformation is also
applied to the denominator so as to absorb the Jacobian of the transformation into
the new trial function |ψ̃). In this sense, the method of complex basis functions can
be viewed as a finite basis approximation to exterior complex scaling, a point that
was argued by Morgan and Simon[85].

In theory, any c-normalizable basis can be used, but in practice Gaussian basis
sets are a practical choice because the Gaussian product theorem greatly simplifies
the computation of multicenter integrals. In order to reproduce as closely as possible
the correct asymptotic form of the matrix elements of the exterior scaled Hamilto-
nian, a mixed one-electron basis set of tight real Gaussians and diffuse Gaussians
with complex exponents will be used. The complex Gaussians have the form

φθ(r) = N(θ)(x− Ax)l(y − Ay)m(z − Az)n

× exp
[
−αe−2iθ(r −A)2

]
(2.3)

where θ mimics the rotation angle in traditional complex scaling, and N(θ) is a
normalization factor. Although the problem has been reduced to a finite basis set
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expansion, the requirements of this complex basis have the potential to be compli-
cated and problem dependent. It then becomes necessary, as in traditional complex
scaling calculations, to do a variational search in an auxiliary parameter. This one-
electron basis is convenient because it has much in common with the basis sets of
electronic structure theory including manageable analytic schemes for computing
two-electron integrals.

In the simplest approximation, molecular anions can be described by the static-
exchange Hamiltonian

H = hcore + 2J −K (2.4)

where orbitals of the N electron target are fixed, and the density is used to generate
J and K. The core orbitals are assumed to be doubly occupied and can be generated
with a restricted Hartree-Fock (RHF) calculation in a basis of purely real functions.
The matrix representation of H in the basis of particle configurations including com-
plex basis functions is diagonalized to get approximations to the Seigert energies of
the N + 1 electron state. This simple method reduces to building a Fock matrix
using a real N -electron density in a basis including complex basis functions, then
diagonalizing the virtual block to get new, complex, virtual orbital energies which
correspond to complex energies of the N + 1 electron state. If the full Fock matrix is
diagonalized, the first N orbital energies should correspond to the ionization energies
needed to access various N−1 electron states. These energies should closely approx-
imate the real occupied orbital energies obtained in the initial N electron calculation
since they are not self-consistent. The static-exchange approximation is generally
a quite poor approximation, but the low cost of the method allows for a detailed
study of basis set requirements and application to shape resonances in some larger
molecules.

An example of this method applied to N−2 is shown in Figure 2.1. In this case
the full Fock matrix was diagonalized in a basis including complex Gaussians to get
energies of N − 1 and N + 1 electron states. The process was repeated for θ going
from 0.5o to 30o in intervals of 0.5o. Detailed plots of the behavior of continuum,
bound, and resonance roots are shown in Figure 2.2. The low energy continuum roots
are rotated into the lower half plane at an angle of approximately θ as in complex
scaling. The energies of the N −1 electron states which are all bound remain mostly
real with the small imaginary part attributable to basis-set incompleteness. The
well-characterized 2Πg shape resonance stands out clearly from the continuum, and
the stationary point is easily identified with the Siegert energy.

Though the stationary points are almost always recognizable from visual inspec-
tion, a method to identify them consistently and precisely is desirable. This is accom-
plished via analytic continuation of the energy of the resonance as a function of θ[71].
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Figure 2.1: Theta trajectories for N−2 in the caug-cc-pVTZ(cm+) basis.

The “point method” of Schlessinger[86] is used to construct a rational interpolant
that goes through all the available points. This interpolant is constructed from a
continued fraction representation that is equivalent to an [N/M] Pade Approximant
given N +M + 1 energy points. The continued fraction has the form

C(θ) =
E(θ1)

1+

a1(θ − θ1)

1+
· · ·

an(θ − θn)

1
(2.5)

where the coefficients ai are determined from the conditions that the function passes
through the specified points. The derivative of the continued fraction can be found
analytically, and the zeros of this function can be computed using Newton’s method.
In this way, the variational stationary point with respect to the scaling parameter can
be found by fitting the complex energies from any variational calculation performed
at a series of θ values to a Pade approximant and numerically finding the solution of

dEtrial(θ)

dθ

∣∣∣∣
θs

= 0. (2.6)

The value of θs found in this way can be complex-valued, corresponding to an overall
real scaling of the complex exponents. Allowing θ to obtain a complex value has been
shown to be important in finding the truly stationary point[87], but in practice the
imaginary parts of the optimal θ are found to be generally less than 0.05. An example
of the application of this method to N−2 is shown in Figure 2.3. The stationary point
was computed from the θ-trajectory in the caug-cc-pVTZ(cm+) basis (◦) which will
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Figure 2.2: Detailed plots of continuum (a), bound (b), and resonance (c) eigenvalues
from Fig 2.1.
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Figure 2.3: Plot of resonance theta trajectory (◦), stationary point (•), and theta
trajectory with optimized exponents (�). The optimized exponents correspond to an
optimal value of θ = 0.408 + i0.040.

be described in Section 2.4. Given the approximation to the stationary θs found
in this way, the complex exponents in the basis were scaled so that the resulting
curve (�) should pass through the stationary point. This result shows the validity
of this analytic continuation method. In practice, this method is assumed to give
an accurate value for the stationary energy if the computed stationary energy and
θ-value lie close to the actual trajectory.

The wavefunction corresponding to the complex SE energy is of course square
integrable and is not unlike the orbitals obtained from bound state calculations.
However, because of the complex normalization, the magnitude of the wavefunction
does not integrate to one, and it is instead the real part of the complex density

ρ(x) = (φ|x)(x|φ) = φ(x)2 (2.7)

that will integrate to 1. The normalization also guarantees that the imaginary part
of the density is traceless. These quantities are visualized for a typical case (one
component of the πg resonance orbital, N2, c-aug-cc-pVTZ(cm+) basis) at the sta-
tionary value of θ in Figure 2.4. In the valence region, the wavefunction resembles a
πg antibonding orbital. At larger distances the oscillations characteristic of complex-
scaled wavefunctions become apparent. These oscillations are shown in more detail
in Figure 2.5. Despite the prominent oscillations in real and imaginary parts of the
wavefuctions, the real part of the density has only very small oscillations and largely
resembles the density of a real bound state orbital.
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Figure 2.4: Contour plots in the xz-plane of the real part (a), imaginary part (b),
and magnitude (d) of the resonance orbital as well as the real part of the resonance
density (c). The atomic centers are denoted by (•), and the z-axis is the molecular
axis. Both axes are in atomic units (a0)

2.3 Implementation

The static-exchange method using complex basis functions has been implemented
in the Q-Chem electronic structure package[88]. The Armadillo C++ linear algebra
library was used for all matrix operations[89].

The basis set representation of the Hamiltonian in a c-orthonormal complex basis
requires one- and two-electron integrals common to standard electronic structure
methods. The one-electron integrals are computed using general explicit formulas
originally given by Taketa et al[90] These formulas are also valid for Gaussian basis
functions with complex exponents, α, provided that Re[α] > 0.

The computation of the two-electron integrals, also called electron repulsion inte-
grals (ERIs), can be computed in the same manner as in standard electronic structure
codes. Unlike in previous implementations of complex basis functions, the integrals
are computed directly and never explicitly stored as is common in modern electronic
structure programs. The recursion relations common in ERI evaluation are in gen-
eral the same for basis functions with complex exponents. The Head-Gordon Pople
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Figure 2.5: Plots along the line x = 2, y = 0 a0 of the real part (a) and imaginary part
(b) of the xz-component of the resonance orbital, and the real part of the complex
density (c). The positions of the atomic centers along the z-axis are denoted by (•)

(HGP)[91] method and one path (operator, contraction, momentum, and density
or OCLD) of the COLD-PRISM[92] method, both implemented in Q-Chem, were
appropriately modified for complex arithmetic. These evaluation schemes are both
based on the recurrence relations of Obara and Saika[93] and additionally on those
of McMurchie and Davidson[94] in the case of the COLD-PRISM. These recurrences
have the same analytic form when exponents are complex as long as Re[α] > 0.

As in the real case, the first step in ERI evaluation is the computation of the
Boys function,

Fm(T ) =

∫ 1

0

t2me−Tt
2

dt (2.8)

where the index m runs from 0 to la + lb + lc + ld and T depends on the exponents
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and centers of the 4 basis functions. For basis functions with complex exponents,
T is complex. In the case of real basis functions, this step is often accelerated
using Chebyshev interpolation[95]; however, an interpolation scheme for complex F
as a function of complex T is necessarily two-dimensional and is significantly more
difficult. Instead, the Boys functions is computed on the fly when it is evaluated
for complex T . For small values of T (|T | < 10), F is computed for the maximum
required m according to

Fm(T ) =
1

2
e−TΓ

(
m+

1

2

) ∞∑
n=0

T n

Γ(m+ n+ 3/2)
(2.9)

where the sum is truncated when the terms become negligible. The Boys function
for the remaining values of m is computed by recursion:

Fm−1(T ) =
1

2m− 1
[2TFm(T ) + e−T ]. (2.10)

For large T (|T | ≥ 10|), the downward recursion becomes unstable, so F0(T ) is
computed by the explicit formula,

F0(T ) =
1

2

√
π

T
erf
(√

T
)

(2.11)

and recursion is used to compute F for the remaining values of m:

Fm+1(T ) =
(2m+ 1)Fm(T )− e−T

2T
. (2.12)

After the Boys function has been computed for a given shell-quartet of integrals, the
application of the recursion relations proceeds as in the real case. This implementa-
tion is sufficiently general so as to also allow for Hermitian calculations using complex
basis functions. The algorithm described here provides at least 11 significant figures
in the relevant regions of the complex plane, and an algorithm capable of providing
machine accuracy has been described elsewhere[96].

In the Hermitian case it is common to ignore certain shell-quartets that can
be shown to be negligible due to the so-called Schwarz bound[24], but for a non-
Hermitian calculation this bound does not apply because the ERIs are not positive
definite.

The implementation of the required matrix manipulations is straightforward,
though some care must be taken with notions of orthogonality and unitarity. In
the complex, bi-orthogonal space relevant to the problem, complex-orthogonal (c-
product preserving) matrices replace unitary matrices. In all relevant cases, the
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eigenvectors of a complex-symmetric matrix can be made c-orthonormal so that the
matrix of eigenvectors is complex-orthogonal. However, if two eigenvalues lie close to-
gether, there is no guarantee that the eigenvectors found by a general non-symmetric
eigensolver will have this property. Therefore, a modified Gram-Schmidt method
that utilizes the c-product must be used to ensure that the matrix of eigenvectors
obtained from a complex-symmetric matrix are complex-orthogonal.

2.4 Basis Sets

The reduction of the scattering problem to a variational search within a basis set is
undoubtedly a simplification of the problem, but the requirements and convergence
properties of the c-normalizable basis set are not known. It is therefore of great
practical importance to explore the basis set requirements of a typical molecular
shape resonance and construct a hierarchy of basis sets for general applications.

2.4.1 Requirements for a complex basis

In previous applications of complex basis functions, knowledge of the symmetry
of the resonance was generally used to pick the basis set on a case by case basis[71,
72]. While this method can be successful, it is difficult to apply in cases where the
symmetry of the resonance is not known or the molecule has low symmetry. This
method also precludes using the same basis set to describe multiple resonances. In
addition to being sufficiently general to describe resonances of different symmetry, an
ideal hierarchy of basis sets would be computationally practical, converge to the basis
set limit, and have a well-defined relationship with the real basis sets of quantum
chemistry that have already been optimized for bound states.

As in many types of basis set calculations, linear dependence in the basis can
be a problem. This is a particular difficulty for complex basis function calculations,
because the matrix playing the role of the metric is not a Hermitian matrix. Also,
any analytic continuation scheme will suffer if basis functions are discarded in a
discontinuous manner. Ideally, linear dependence should be avoided.

A further problem is that there is no guarantee that the complex energy will
have only one stationary point as a function of θ. This is not necessarily surprising,
because θ is a highly non-linear parameter. However, the basis set should be large
enough that artificial stationary points associated with basis set incompleteness are
avoided.

In practice these requirements will be impossible to satisfy for all systems. In the
following sections, the 2Πg resonance in N−2 at an inter-nuclear distance of 1.094Å is
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used as a typical example of a molecular shape resonance. The basis set requirements
of this system are explored in detail and simple generalizations are made about basis
sets for general molecular resonances. In all cases, the static-exchange energies were
computed for θ = 0◦ to θ = 30◦ at intervals of 0.5◦. The analytic continuation scheme
described earlier is used to precisely find the stationary point in the complex plane.

2.4.2 The role of diffuse complex functions

In order to explore the role of diffuse complex basis functions in the description
of the resonance, shells of d-functions on the center of the molecule or shells of p-
functions on each nitrogen were added one by one. In both cases, an even-tempered
set of functions with a spacing of 2.3 and starting at 1.75 × 102 is used. The most
diffuse exponent in this series is α = 1.24 × 10−4. Table 2.1 shows the resonance
energy with added complex functions using 6-31G* as the real basis. As expected,
tight functions alone do not allow for any description of the resonance, and it is only
with functions with exponents on the order of 1 that the resonance can be found at
all. In both cases, the resonance energy converges, and functions beyond a certain
diffuseness are not necessary. However the energies with p-functions and with d-
functions converge to slightly different values. This can be attributed to the tight
p-functions which may be necessary to describe the resonance near the nuclei.

The same calculations were performed in the cc-pVQZ real basis set and the
results are also shown in Table 2.1. For this particular resonance, there is rela-
tively little change in the limiting results as the real basis is changed from 6-31G*
to cc-pVQZ. Similar conclusions can be drawn about the relevant range of expo-
nents necessary for describing the resonance, but in the larger basis, the calculations
involving p-functions and those involving d-functions converge to almost the same
energy. This is likely because the real basis is much closer to completeness, and
adding tight p-functions is redundant.

This importance of the tight complex functions is examined by systematically
removing the shells of tight functions. The results for 6-31G* and for cc-pVQZ are
shown in Table 2.2. As expected, the tight d-functions are not necessary for de-
scribing the resonance, and the tight p-functions are only necessary in the case of an
incomplete real basis. In other words, only the diffuse functions need be complex.
This makes physical sense because the functions with complex exponents are nec-
essary to implicitly apply correctly decaying outgoing wave boundary conditions in
the asymptotic region where only diffuse functions are significantly non-zero.
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# of shells 6-31G* cc-pVQZ
d-functions p-functions d-functions p-functions

Re[E] Im[E] Re[E] Im[E] Re[E] Im[E] Re[E] Im[E]
7 4.6810 -0.0196 4.2293 -0.0001
8 4.6837 -0.0157 4.5570 -0.0043 4.2259 -0.0147 4.1875 -0.0339
9 4.6790 -0.0149 4.5550 -0.0099 4.2265 -0.0204 4.1831 -0.0147
10 3.9172 -0.5155 3.7876 -0.5816 3.8171 -0.6080 3.7750 -0.5298
11 3.8808 -0.5662 3.8503 -0.6390 3.8120 -0.7023 3.8721 -0.6071
12 3.8489 -0.5778 3.8449 -0.5999 3.8228 -0.6372 3.8329 -0.6072
13 3.8799 -0.6000 3.8499 -0.6023 3.8299 -0.6306 3.8440 -0.6126
14 3.8859 -0.6099 3.8507 -0.6033 3.8534 -0.6197 3.8461 -0.6151
15 3.8874 -0.6134 3.8509 -0.6037 3.8545 -0.6200 3.8466 -0.6160
16 3.8878 -0.6147 3.8509 -0.6038 3.8534 -0.6208 3.8468 -0.6164
17 3.8879 -0.6151 3.8510 -0.6039 3.8534 -0.6209 3.8468 -0.6165
18 3.8880 -0.6153 3.8510 -0.6039 3.8534 -0.6210 3.8468 -0.6165

Table 2.1: Energy of the 2Πg resonance in N2 as more shells of functions are added to
the center (d-functions) or to the two Nitrogen atoms (p-functions). The real basis
is 6-31G* or cc-pVQZ.

# of shells 6-31G* cc-pVQZ
d-functions p-functions d-functions p-functions

Re[E] Im[E] Re[E] Im[E] Re[E] Im[E] Re[E] Im[E]
18 3.8880 -0.6153 3.8510 -0.6039 3.8534 -0.6210 3.8468 -0.6165
17 3.8880 -0.6151 3.8511 -0.6029 3.8534 -0.6210 3.8467 -0.6156
16 3.8880 -0.6144 3.8482 -0.6008 3.8534 -0.6210 3.8456 -0.6120
15 3.8880 -0.6123 3.8625 -0.5488 3.8534 -0.6210 3.8507 -0.5888
14 3.8878 -0.6065 3.9110 -0.4755 3.8534 -0.6209 3.8270 -0.5922
13 3.8866 -0.5912 3.8925 -0.5100 3.8533 -0.6209 3.8311 -0.5949
12 3.8757 -0.5560 3.8806 -0.5322 3.8528 -0.6202 3.8289 -0.6123
11 3.8619 -0.5687 3.8680 -0.5504 3.8523 -0.6193 3.8592 -0.6260
10 3.8354 -0.5988 3.8376 -0.5967 3.8513 -0.6173 3.8532 -0.6168
9 3.9209 -0.5921 3.9195 -0.5928 3.8399 -0.6120 3.8410 -0.6114
8 3.8225 -0.5561 3.8238 -0.5555 3.8039 -0.6361 3.8042 -0.6354

Table 2.2: Energy of the 2Πg resonance in N2 as tight functions are removed. The
real basis is 6-31G* and cc-pVQZ.
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2.4.3 The role of the even-tempered spacing

The role of the even-tempered spacing is explored in the 6-31G* and cc-pVQZ
basis sets (Table 2.3). The even-tempered spacing of the added complex functions
was systematically changed, and the number of shells was changed as well so that
the exponents span roughly the same range. The largest exponent was 1.75× 102 in
all cases, and the smallest exponent is shown in Table 2.3.

The two most striking effects are that the energies in the smaller basis are more
sensitive to the even-tempered spacing than the energies in the larger basis, and that
the energies computed with complex d-functions are much more sensitive than those
computed with complex p-functions. The first of these effects is easily attributable
to the incompleteness of the real basis. The second is likely due to the fact that for
the d-functions centered in the middle of the molecule, the even-tempered spacing
affects the behavior near the two nitrogen centers. This accounts for the oscillatory
behavior of the energy as the even-tempered spacing is changed. The basis set is
clearly starting to break down around an even-tempered spacing of 2.8, and the
spacing of 2.3 that was used in the previous calculations is relatively conservative.

2.4.4 General scheme: caug-cc-pVXZ(cm+) basis sets

In general, the angular momentum requirements of the basis set will be highly
problem-dependent. A flexible one-electron basis set should therefore contain com-
plex functions on multiple centers so that functions of very high angular momentum
can be avoided. Something akin to Dunning’s scheme of adding diffuse functions to
each center[97] is necessary so that the complex part of the basis is flexible enough
to describe molecular resonances of different character. However, this protocol will
often be accompanied by problems with linear dependence that can be avoided by a
single center expansion. For this reason, it seems advisable to combine atom-centered
and center of mass complex basis functions to define a viable basis set.

In this section, a general scheme for complex basis sets for small molecules is
presented. This scheme, which will be referred to as the caug-cc-pVXZ(cm+) (X =
D,T,Z, . . .), consists of the real correlation consistent basis sets[98], each angular
momentum augmented by a shell of complex functions with diffuse of on each center.
Additionally, diffuse complex functions with maximum angular momentum equal to
the maximum angular momentum of the real basis are added on the center of mass.
The atomic centered diffuse functions have the same exponents as the corresponding
aug-cc-pVXZ[97] basis set but scaled by the complex number e−2iθ. The diffuse
functions on the center of mass are even-tempered, and start at one even-tempered
spacing more diffuse than the most diffuse atom-centered function.
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In the following calculations, an even-tempered spacing of 2.3 was used for all
center of mass functions. The DZ basis was augmented with 7 shells of s-functions,
7-shells of p-functions, and 6-shells of d-functions. The TZ basis also includes 5
shells of f-functions, and the QZ basis additionally includes 4 shells of g-functions.
These are very large basis sets and are probably larger than necessary in terms of
both the even-tempered spacing and the diffuseness of the center of mass functions.
However, despite the large number of basis functions including some very diffuse
functions, linear dependence is not a problem when these basis sets are used for
small molecules.

Table 2.4 shows resonance energies of N−2 (Πg), CO2 (Πu), and formaldehyde
(B1). Since the symmetry of these resonances are known, the caug-cc-pVXZ(cm+)
basis sets are not the most efficient choice, since they are based on the presumption
that the symmetry of the resonance is not known a priori. Furthermore, the simple
nature of these resonances means that even the smallest of these basis sets offers a
good descriptions of the resonance with the possible exception of CO2. Indeed the
reasonable energy of the Πu resonance of CO2 in the caug-cc-pVDZ(cm+) basis is
a bit surprising since the atomic centered p-functions would be expected to provide
only a limited description of a diffuse πu orbital. The important point is that these
basis sets offer a systematic way to examine the convergence of a Siegert energy with
respect to basis set size in the context of the method of complex basis functions. The
QZ basis used here is by far the largest basis set hitherto employed in this kind of
calculation.

For larger molecules, the center of mass is less important, and this basis set scheme
is likely not ideal. Something akin to a double or triple augmentation on each center
would likely be most effective, but linear dependence is a serious problem for such
a scheme, and an effective method for dealing with linear dependence will likely be
necessary to perform reliable calculations on large, asymmetric molecules.

2.5 Applications

In this section, Siegert energies are calculated using the method described above
for more complicated molecules with multiple resonances. These energies are com-
pared with literature and experiment and some features of the method are explored.

2.5.1 Overlapping resonances in carbon tetrafluoride

Carbon tetrafluoride has been observed to have two low energy shape resonances
of A1 and T2 symmetry. A summary of older experimental results can be found in
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Ref. [99]. More recently, CF4 has been the subject of some studies of orientation
effects in dissociative electron attachment processes that may proceed through these
resonances[100, 101].

The resonance energies of the two lowest shape resonances of CF4 (C-F = 1.33Å)
are reported in Table 2.5 along with other calculations from the literature. The com-
plex basis function results show the T2 resonance position to be lower in energy than
that of the A1 resonance which is in agreement with most of the previous theoretical
and experimental results. The best theoretical treatment to date is the Schwinger
multichannel calculations of Ref [102] in the static-exchange plus polarization (SEP)
approximation. The method goes beyond the static-exchange approximation, but
the Schwinger method requires a basis set representation of the potential that can
introduce an unknown amount of error. The complex basis function calculations
reported here are the only calculations to date that provide any idea of convergence
to the basis set limit. Based on the energies in the different caug-cc-pVXZ basis sets,
it is likely that these energies are within 0.05 eV of the basis set limit. This provides
a valuable benchmark for evaluating different basis sets and methods.

2.5.2 Low energy resonances of some nitrogen-containing
heterocycles

In this section, we compare energies of some low energy shape resonances in ben-
zene and a series of nitrogen-containing hetercycles (pyridine, pyrimidine, pyrazine,
s-triazine). This series of molecules was first studied in detail by Pisanias et al.,[106]
and later by Nenner and Schulz[107], who suggested that pyrazine, s-triazine, and
possibly pyrimidine have bound anions while benzene and pyridine have only low
energy resonances. These results are shown in Table 2.6; note that the energies of
bound anions are from polarography experiments and not directly from scattering
experiments. Shortly afterward, Mathur and Hasted[108, 109] reported observing
low energy temporary anions in benzene, pyrimidine, and pyrazine (see Table 2.7)
in apparent contradiction to the results of Nenner and Schulz. There has since been
conflicting reports on the sign of the electron affinity of pyrazine as noted by Song
et al.[110], who also noted that clusters of various sizes and components will have
bound anions even if the gas phase monomer does not.

CCSD(T) calculations in the aug-cc-pVTZ basis were performed on the neutral
and anionic forms of these molecules at geometries optimized at the DFT-ωB97X-V
level of theory. The results of these calculations are shown in Table 2.8. These results
strongly suggest that these anions are unbound, but have limited quantitative value
since these EAs will converge to 0 as the basis set size is increased. This justifies the
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Benzene Pyridine pyrimidine pyrazine s-triazine
1.14 0.62 0.0 -0.4 -0.45

1.20 0.77 0.87
4.85 4.58 4.24 4.10 4.0

Table 2.6: Positions (eV) of the lowest three resonances/anions of benzene, pyridine,
pyrimidine, pyrazine, and s-triazine from Ref. [107]

Benzene Pyridine pyrimidine pyrazine
1.086 0.79 0.33 0.08

1.15 0.82 0.92

Table 2.7: Positions (eV) of the lowest two resonances of benzene, pyridine, pyrimi-
dine, and pyrazine as reported in Ref. [108] and [109]

Benzene Pyridine Pyrimidine Pyrazine s-Triazine
vertical 1.0390 0.6766 0.3987 0.4685
adiabatic 0.7878 0.8246 0.4183 0.1417 0.2015

Table 2.8: Vertical and adiabatic electron affinities (eV) calculated with CCSD(T)
in the aug-cc-pVTZ basis. The “vertical” EA’s were determined from calculations
both done at the geometry of the neutral while for the “adiabatic” EA, the anion
geometry was optimized separately.

use of scattering/complex-coordinate methods for these states.
The results in the static-exchange approximation are shown in Table 2.9. In

two cases, multiple stationary points were found from the same θ-trajectory. The
reported value is the stationary point that occurs at a complex θ that is closest to
values of the θ actually used in the computation. In practice however, these multiple
stationary points lie quite close together. An example of this behavior is shown in
Figure 2.6. The two stationary points are viable from the θ-trajectory, but differ by
an amount that is significantly less than either the error from the static-exchange
approximation or from basis set incompleteness. It is likely that these molecules
represent close to the upper limit of the usefulness of basis sets including center of
mass functions. A double or triple augmentation on each atomic center would likely
provide a more complete and more efficient representation of the resonances.

Despite the crudeness of the static-exchange approximation, these energies re-
produce the qualitative trends of the experimental data. This is demonstrated in
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Figure 2.6: Example of multiple stationary points (•) for the lowest energy resonance
of s-triazine.

present work
benzene pyridine pyrimidine pyrazine s-triazine
0.4808 0.0000 -0.2854 -0.5479 -0.3791

0.0000 -0.2678 -0.1966
0.1565 0.0000 -0.3165 -0.4598 -1.1563

experiments of Nenner and Schulz[107]
benzene pyridine pyrimidine pyrazine s-triazine

0.52 0.00 -0.62 -1.02 -1.07
0.00 -0.43 -0.33

0.27 0.00 -0.34 -0.48 -0.58

Table 2.10: Complex energies (eV) of the lowest three resonances of benzene,
pyridine, pyrimidine, pyrazine, and s-triazine in the static-exchange approxima-
tion (caug-cc-pVDZ(cm+)) compared with the experimental results of Nenner and
Schulz[107]. All values are relative to the three pyridine resonances.

Table 2.10 by showing the experimental and calculated resonances relative to the
energies of the pyridine resonances. Note that all the qualitative trends from the
experimental data are reproduced in the SE calculations.

Because of the relevance of these molecules to biomolecular processes, they have
been the subject of a number of recent scattering calculations[111–118]. The results
presented here agree qualitatively with most of these calculations. In particular,
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present work Maš́ın and Gorfinkiel[114]
pyimidine pyrazine pyimidine pyrazine

pos. width pos. width pos. width pos. width
2.3639 0.2860 2.1014 0.3754 0.554 0.016 0.14 0.015
2.7557 0.3362 2.8270 0.3322 1.068 0.015 1.12 0.03
8.9607 1.9280 8.8174 1.6011 5.328 0.574 5.19 0.527

Table 2.11: Comparison of positions and widths (eV) to the SEP results of Maš́ın
and Gorfinkiel[114].

the SE results for pyrazine and pyrimidine are compared the R-matrix results of
Maš́ın and Gorfinkiel[114] in Table 2.11. Because of the polarization effects included
in the R-matrix expansion, the computed resonance positions are lower and the
widths are significantly smaller than in the SE approximation. However, despite the
predictable differences stemming from the use of different approximations, the trends
agree qualitatively.

These molecules are by far the largest to have been investigated with complex
basis functions, and even in the simplest approximation, the method can be used to
obtain qualitatively correct results.

2.5.3 Computational requirements and timings

The method presented here differs from previous implementations in that the
integrals are calculated in a direct manner and never explicitly stored which leads to
a memory requirement of order N2 and avoids storing integrals on disk. The actual
computation is dominated by the Hamiltonian build which formally scales as N4 if
all ERIs are explicitly computed. In principle, integral screening techniques can be
used to significantly reduce this scaling. However, the lack of an obvious Schwarz
inequality for the complex ERIs limits available screening techniques to those based
on overlaps of charge distributions and those based on the magnitude of density
matrix elements. These methods are likely only significant in the limit of a very
large molecule.

Timings in the caug-cc-pVDZ(cm+) basis are shown in Table 2.12. These tim-
ings represent the effort required to do the calculation at a single value of θ. Unlike
in conventional complex scaling, all matrix elements must be recomputed for every
value of θ. As expected, the scaling is roughly quartic. Symmetry is not used in the
computation of the integrals, but the integral algorithms utilized in this implemen-
tation are more efficient for integrals involving fewer centers. Because the ERIs must
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system basis size time (s) time (relative)
N2 105 4.2 1.0

CO2 127 15.6 3.6
Benzene 251 233.6 55.6

Table 2.12: Timings in seconds and relative to N2 for a single calculation in the the
caug-cc-pVDZ(cm+) basis set.

be recomputed many times for these calculations and many more times in complex
self-consistent field (SCF) calculations, it is worth further effort to reduce this scaling
so that computations on truly large molecular systems are feasible.

2.6 Conclusions

In this study, an efficient and open-ended implementation of complex basis func-
tions has been described, and the static-exchange approximation has been used to
investigate the basis set requirements of the method. Some applications to larger
molecules with multiple low energy shape resonances has been presented, and some
general purpose complex basis sets for small molecules were introduced and used
throughout.

Despite the limited utility of the static-exchange approximation, the results pre-
sented here set the stage for a general and efficient implementation of more so-
phisticated methods using complex basis functions. In particular, the complex SCF
method is of considerable interest because the cost is just a multiple of the SE method
and polarization effects are included.
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Chapter 3

Non-Hermitian self-consistent field
methods

3.1 Introduction

Metastable electronic states, or resonances, in molecules play an important role
in a variety of chemical processes. They can be described by a Siegert energy:

E = E − iΓ
2

(3.1)

where E is the position and Γ is the width of the resonance. Unfortunately, due to
their continuum nature, these states have largely eluded large-scale, reliable compu-
tation. Many of the most promising candidates for reliable computation of Siegert
energies are based on complex-coordinate methods[52, 59, 119].

Originally based on the mathematically rigorous theorems of Aguilar, Balsev,
and Combes[41, 42], and Simon[43], these methods rely on the solution of a non-
Hermitian effective Hamiltonian. This effective Hamiltonian is constructed so as to
contain in its spectrum complex eigenvalues equal to the Siegert energies and corre-
sponding to square integrable eigenfunctions. This process, which generally involves
the scaling of some of the coordinates of the Hamiltonian by a complex number,
is called complex-scaling. Unfortunately, non-analyticities arising from the Born-
Oppenheimer approximation make the application to molecular systems difficult[44,
46, 85]. This problem can be overcome with the mathematically rigorous method of
exterior complex scaling[44].

Though difficult to apply directly, the exterior complex-scaling transformation
can be implicitly applied using complex basis functions[46, 56]. In this method,
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complex Gaussian functions of the form

φθ(r) = N(θ)(x− Ax)l(y − Ay)m(z − Az)n

× exp
[
−αe−2iθ(r−A)2

]
(3.2)

are included in the basis set. The method of complex basis functions has been applied
to a variety of diatomic molecules [46, 70, 71, 73–78] and has recently been applied to
some larger, polyatomic molecules in the static exchange (SE) approximation[56]. In
this study, we employ complex basis functions in computations on electronic shape
resonances in molecules.

Complex coordinate methods, as they are usually used, reduce the full scattering
problem to a variational search within a basis of square integrable functions. Un-
fortunately, in many electron systems one is almost always forced to make further
approximations to make the many-body problem computationally feasible. In quan-
tum chemistry, it is the self-consistent field (SCF) wavefuction that usually serves
as a first approximation and as a starting point for more accurate methods. The
SCF method was first introduced in the context of complex coordinate methods by
McCurdy et al.[68] For metastable anions, these methods explicitly treat the polar-
ization of the target molecule or atom due to the presence of an additional electron at
a mean-field level. While these methods are usually called complex SCF or complex-
scaled SCF, we will refer to them as non-Hermitian SCF (NH-SCF) methods so as
to highlight the non-Hermitian nature of the problem and to avoid confusion with
complex Hermitian SCF methods.

NH-SCF methods have been successfully applied in the context of straight complex-
scaling to a variety of atomic shape resonances[40, 68, 72, 120–122]. NH-SCF meth-
ods employing complex basis functions have also been applied to shape resonances in
a variety of diatomic molecules[70, 71, 73, 76]. Various types of non-Hermitian DFT
methods have also been recently developed[123–126]. While SCF-type methods are
not directly applicable to Feshbach resonances, non-Hermitian multiconfigurational
self-consistent field (NH-MCSCF)[127, 128] or non-Hermitian configuration interac-
tion (NH-CI)[129–131] approaches have been successfully applied to Feshbach reso-
nances in atoms. For molecules, these multi-determinental methods have also been
shown to provide a description of Feshbach resonances[74–78]. Recently, complex
scaled coupled-cluster methods have also been been used for shape and Feshbach
resonances in atoms[132, 133].

In this study, we discuss in detail the implementation and application of NH-SCF
theory to molecular anionic shape resonances. After reviewing the non-Hermitian
version of restricted open-shell Hartree-Fock (NH-ROHF), we introduce the spin-
unrestricted variant (NH-UHF) and apply both to a variety of small diatomic and
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polyatomic molecules. This is the first time that this method has been applied to
polyatomic molecules. Additionally, we include a discussion of the calculation and
interpretation of general molecular properties from a non-Hermitian wavefunction.
A density based analysis and visualization of the electron attachment process is
introduced and applied to the 2B1 resonance in formaldehyde. Finally, we use NH-
UHF to compute a complex potential energy surface for the carbon monoxide anion.
Like its Hermitian counterpart, NH-UHF theory is found to be capable of describing
full potential energy surfaces with qualitative accuracy.

3.2 Theory

The theoretical background of NH-SCF is described in detail in other works[68,
120]. Here we augment these discussions with a derivation in terms of the complex
variational principle[82–84] which, in the context of complex basis functions, states
that the Siegert energy of some trial, c-normalizable function |Ψ),

E =
(Ψ|H|Ψ)

(Ψ|Ψ)
, (3.3)

is stationary with respect to small variations about the true wavefunction. In the
method of complex basis functions, the “true” wavefunction is the true exterior
scaled wavefuction evaluated in a transformed variable as discussed in Ref. [56]. The
brackets (. . . | . . .) are used to denote the c-product[83], which means that the bra
is not complex-conjugated. A complex NH-SCF energy is determined by requiring
that the energy functional of equation 3.3 is made stationary to first order with
respect to variations of a single Slater determinant trial wavefunction. This Slater
determinant is constructed from molecular orbitals (MOs) that are constrained to
be c-orthonormal. This gives rise to a Lagrangian

L = (Ψ|H|Ψ)−
∑
ij

[(φi|φj)− δij]λij (3.4)

where the many body state |Ψ) is chosen to be a single Slater determinant of MOs
φi(r), and the λij are Lagrange multipliers. The MOs are c-orthonomal functions
constructed from real and complex Gaussian basis functions as described in Ref [56].
As in the real case, the specification of any constraints on the spin part of the wave-
functions, followed by the extremization of L, gives rise to the NH-SCF equations.
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3.2.1 NH-ROHF and NH-UHF equations

The NH-ROHF equations are the same as in the real case[134]. Stationarity of
the Lagrangian of Equation 3.4 gives rise to the NH-ROHF equations presented in
Ref. [68]. For the Hermitian analog, see Ref. [135]. These equations are represented
by a single Fock matrix of the form

F =

Rcc Fco Fcv

Foc Roo Fov

Fvc Fvo Rvv

 (3.5)

where the off-diagonal parts are

Fco = Fβ (3.6)

Fcv = Fα + Fβ

Fov = Fα

in terms of the α and β Fock matrices from UHF theory. There is some ambiguity
in the specification of the diagonal blocks of the Fock matrix (see Refs. [134, 136])
which can be exploited to improve convergence[135]. The diagonal terms are chosen
to be:

Rcc = Fα + Fβ (3.7)

Roo = Fβ

Rvv = Fα + Fβ.

This somewhat unconventional choice was found to have good convergence properties.
The NH-UHF equations are the same as in standard Hermitian UHF theory[137].

The α and β Fock matrices are given by

Fα = h + Jα + Jβ −Kα (3.8)

Fβ = h + Jα + Jβ −Kβ

where Jα and Kα are the Coulomb and exchange matrices generated from just the
α electron density and those operators constructed from the β density are similarly
defined. h is the basis set representation of the core Hamiltonian. These operators
are distinguished from their Hermitian counterparts in that the matrix elements are
computed with the c-norm.

The c-norm, while convenient, is somewhat restrictive in that it represents an
analytic continuation of matrix elements of a real, symmetric Hamiltonian.[83] How-
ever, it has long been known that complex MO coefficients are sometimes necessary
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Figure 3.1: Representative θ-trajectories for N−2 in the caug-cc-pVDZ(cm+) basis set.
The complex basis function parameter, θ, is varied from 10o . . . 25o in increments of
0.5o. The approximate location of the stationary point is (2.8,−0.1) for NH-UHF,
while for NH-ROHF, it is (2.9,−0.15).

to describe certain forms of symmetry breaking within the purely Hermitian for-
malism of traditional electronic structure theory[138, 139]. In these cases, the Fock
matrix becomes complex Hermitian. In order to include in our description the de-
grees of freedom relevant to complex-Hermitian Hartree-Fock calculations, a more
general bi-orthogonal space must be considered. While this would certainly be an
interesting extension, it is not relevant to the examples presented in this study.

3.2.2 Practical considerations in the optimization of
NH-SCF wavefunctions

The NH-SCF equations, like their Hermitian counterparts, will have continuum
solutions. Special care must therefore be taken with the initial guess and the method
of iteration so as to ensure convergence to the desired resonance state. It is important
to emphasize that the desired solutions are not minima of Equation 3.3.

The natural starting point for an NH-SCF calculation is an SE result. Here,
the procedure described in Ref. [56] was used to generate a guess density for the
metastable anion. This is the same method employed in previous studies.[68, 70] In
order to converge preferentially to a Siegert energy that is stationary but not in any
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way a minimum, an overlap criterion similar to that of Gilbert et al.[140] was used
to select the appropriate occupied space after each iteration.

In previous applications of NH-SCF, little is reported regarding convergence prop-
erties and simple iteration was generally found to yield convergent results. These
studies differ from this work in that the basis sets were generally smaller and the
complex functions were added only in a particular symmetry. We found that simple
iteration only converged to the desired state in very few cases even when small ba-
sis sets were used. The direct inversion of the iterative subspace (DIIS) method of
Pulay[26, 27] was found to be significantly more reliable.

The DIIS method, as it is usually applied to SCF convergence, computes an
extrapolated Fock matrix as a linear combination of Fock matrices from previous
iterations. The relative weights are determined by requiring that they minimize an
error vector, which is also computed at each iteration, subject to a normalization
constraint. In the standard SCF problem, this error vector (in this case a matrix) is
usually taken to be

e = SPF− FPS (3.9)

where S, P and F indicate the overlap, density, and Fock matrices respectively.
The elements of this vector are elements of the orbital rotation gradient in the AO
basis. In the non-Hermitian case, this method can be used with little modification
because the (complex) orbital rotation gradient must still be zero at convergence
which suggests that the error vector of equation 3.9 is still appropriate. In the
non-Hermitian case the error vector is split into real and imaginary parts, and the
real and imaginary parts of the extrapolated Fock matrix are found in the iterative
subspace. In practice, an orthogonalized error vector is used to give a more balanced
description of the error.

Unfortunately, the solution of the NH-SCF equations at a single value of θ will in
general not yield a good approximation to the Siegert energy. In practice, the NH-
SCF energy is computed at many values of θ and an analytic continuation scheme[56,
86] is used to compute the energy at the optimal value of θ. An example of these
θ-trajectories is shown in Figure 3.1.

3.2.3 Properties of NH-SCF states

In the method of complex basis functions and in other complex-coordinate tech-
niques, the wavefunction is not the true wavefunction of the system and is in fact
not a physically realizable state of any kind. In this section, we briefly describe how
properties of the resonance can be extracted from the non-Hermitian wavefunction
in terms of the response of the complex Siegert energy.
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Moiseyev et al. [83] showed that there exists an analog to the Hellmann-Feynman
theorem in a c-normalizable space. It implies, in the context of complex basis func-
tions, that given some Hamiltonian perturbed by some operator V with strength
α,

H(α) = H0 + αV, (3.10)

the derivative of the energy with respect to α is

dE

dα
= (Ψ|V |Ψ) (3.11)

given that |Ψ) is variationally optimized and normalized, and that the complex ba-
sis functions are independent of V (i.e. no Pulay terms[141]). The c-expectation
value will in general have both real and imaginary parts, but those parts are easily
associated with the response of the position and width respectively:

dE
dα

= Re(Ψ|V |Ψ)
dΓ

dα
= −2Im(Ψ|V |Ψ). (3.12)

Note that both these quantities are, at least in theory, observable.
For one-electron properties, the c-expectation value can be written as

(Ψ|V |Ψ) =
∑
µν

VµνP
νµ (3.13)

where µ and ν index AO basis functions and V and P are the AO matrix represen-
tations of operator V and the 1-particle density respectively. The c-normalization of
the wave function implies that the 1-particle density matrix defined with the same
complex inner product has a real part with a trace equal to the number of electrons
and a traceless imaginary part.

The properties of the trace of the complex 1-particle density matrix are very
similar to those of a real Hermitian density matrix. As such, it allows for similar
kinds analysis. In particular, the complex difference density can be decomposed into
complex attachment and detachment densities[142] that can be visualized to give a
picture of both the electron-attached state and the polarization of the target. The
difference density

∆ = Pres −Ptar (3.14)

is defined as the difference between the complex electron density of the resonance
and the real density of the target. This quantity can be uniquely decomposed by
splitting its eigenvalues into those with positive real part and those with negative
real part:

∆ = U(a− d)UT = A−D (3.15)
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where a and d are diagonal matrices with positive real parts. A and D are termed
the attachment and detachment densities respectively. These quantities describe
the electron density and the hole density of the resonance relative to the target.
Furthermore, the eigenvalues of these two matrices are related to the scattering
process in that

Tr(A)− Tr(D) = Tr(∆) = n (3.16)

where n is the number of electrons in the resonance state relative to the target; n = 1
for an anion resonance. Therefore, the two equivalent quantities

Tr(A)− n and Tr(D) (3.17)

provide a measure of the magnitude of the polarization.
Two-electron properties can be expressed in terms of the 2-particle density matrix,

but the only two-electron property relevant in this study is the square of the total
spin which can be computed as[16]

〈S2〉 =

(
Nα −Nβ

2

)(
Nα −Nβ

2
+ 1

)
+Nβ −

occ∑
ij

(iα|jβ)2 (3.18)

where Nα and Nβ are the numbers of α and β electrons respectively. For spin-pure
wavefunctions such as the NH-ROHF wavefunction, the expectation value of total
spin squared is real and equal to s(s+ 1) where s is the total spin quantum number.
For NH-UHF wavefunctions, the expectation value can vary from the spin-pure value
and can develop an imaginary part. As in the Hermitian case, the computation of
the square of the total spin provides a measure of the spin contamination of the
unrestricted wavefunction. In practice, the expectation value of S2 is computed for
each value of θ and the rational interpolation scheme described in Ref. [56] was used
to compute the expectation value at the optimal value of θ.

3.3 Results

All computations reported in this study were performed with a modified version of
the Q-Chem software package[88]. Matrix elements were computed by the methods
described in Ref. [56], while the Armadillo C++ linear algebra library[89] was used
for all matrix manipulations. All SCF calculations are converged to the extent that
the maximum element of the (orthogonalized) DIIS error is less than 10−5.
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molecule geometry

N2 N≡N = 1.094Å
CO C≡O = 1.128Å
CO2 C=O = 1.16Å

CH2O C-H = 1.11Å, C=O = 1.205Å, H-C-H = 116.2◦

Table 3.2: Geometries used throughout the present study.

3.3.1 Small molecules and comparison to static exchange

Table 3.1 shows the computed Siegert energies of low energy shape resonances
in four different molecular systems and in three basis sets of increasing size. The
geometries are reported in Table 3.2. The positions from NH-SCF calculations are
reported relative to the total Hermitian RHF energy of the target in the same basis
(θ = 0◦). The positions and widths are computed at the NH-UHF and NH-ROHF
levels of theory and are compared to the SE results in the same basis sets. A recent
summary of previous theoretical and experimental positions and widths for these
resonances can be found in Ref. [79]. In general, the positions computed with NH-
ROHF are 0.9−1eV lower in energy than the corresponding SE result. The positions
computed with NH-UHF are 1 − 1.1eV lower in energy than the SE result making
them on average about 0.1eV lower in energy than the corresponding NH-ROHF
result. This is as expected; the extra polarization terms in the UHF wavefunction
should lower the position relative to the energy of the neutral target.

The widths are not so predictable. We would expect the widths from NH-SCF
calculations to be significantly smaller than for SE calculations due to the incor-
poration of polarization. This effect is indeed observed, but the magnitude of the
difference is not as constant among different molecular systems. For similar rea-
sons, the widths computed with NH-UHF would be expected to be lower than those
computed with NH-ROHF, and this is generally the case.

The behavior of the Siegert energies as size of the basis is increased is also gen-
erally difficult to predict. However, despite a couple of exceptions, both the real and
imaginary parts of the energy are relatively stable with respect to an increase in the
size of the basis. The first exception is the Πu resonance in CO2 computed within
the caug-cc-pVDZ(cm+) basis set. In this case, the positions are reasonable, but
the computed widths are unreasonably small; the NH-UHF energy has a positive
imaginary part. However, this case is a pathological one in that the basis set con-
tains exactly one complex function of πu symmetry. This grossly incomplete basis
cannot be expected to yield an accurate width, and it is quite surprising that the SE
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result is so reasonable. A more detailed discussion of basis set effects can be found
in Ref. [56]. The other slight exception is the Πg resonance in carbon monoxide as
computed with NH-ROHF in the caug-cc-pVTZ(cm+) basis set. Both the position
and width computed in this basis set differ from their values computed in the larger
and smaller basis sets. The reason for this slight deviation is unknown.

We also report the expectation values of total spin-squared for the NH-UHF
wavefunctions in Table 3.1. The real parts of the spin-squared values are comparable
to what would be expected from a Hermitian calculation on a bound anion in that
they are only slightly different from the pure doublet, while the imaginary parts are
quite small. This suggests that for these cases, the unrestricted wavefunction is not
significantly spin-contaminated.

Comparing to other theoretical and experimental results is difficult to do system-
atically because of the wide range of methods/basis sets and experimental conditions.
However, the results presented here qualitatively reproduce the experimental num-
bers and agree with many other theoretical results (cf. Ref. [79]). Some selected
literature values are shown in Table 3.3. In general, we can say that the positions
are larger than those computed with correlated methods. The widths fall within the
range of other theoretical results, but seem to be slightly smaller on average than
widths computed at similar levels of theory.

3.3.2 Density based analysis of formaldehyde’s B1

resonance

In this section, the attachment and detachment densities of the 2B1 resonance
in formaldehyde are computed at the optimal value of θ in the caug-cc-pVTZ basis.
Because the c-norm does not permit a rigorous notion of matrix positivity, there
are in general no restrictions on the signs of the real and imaginary parts of these
densities, though the real parts are generally observed to be mostly positive while
imaginary parts are observed to be primarily negative.

The attachment and detachment densities, by definition, obey the relations of
Equation 3.17. This is confirmed in Table 3.4 where the real and imaginary parts
of the traces of the attachment and detachment densities are shown. Note that the
attached electron has α spin in this case. These values provide an approximate, but
quantitative, description of the polarization during the electron attachment process:
approximately 0.32 α electrons and 0.39 β electrons are rearranged. The larger
polarization of the β density is consistent with the nature of the exchange interaction.

The α and β attachment and detachment densities for formaldehyde’s B1 reso-
nance are plotted in Figures 3.2 and 3.3 respectively. Note that it is the negative of
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Attachment Detachment
Re Im Re Im

α 1.3233 -0.0391 0.3233 -0.0391
β 0.3905 -0.1140 0.3905 -0.1140

Table 3.4: Traces of attachment and detachment densities for the α and β difference
densities corresponding to the B1 resonance in formaldehyde. The densities were
computed at the optimal value of θ in the caug-cc-pVTZ(cm+) basis set.
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Figure 3.2: Real and imaginary parts of the α attachment and detachment densities
for the 2B1 resonance in formaldehyde are plotted in the xz and yz-planes. The top
row shows the real part and the bottom row shows the negative of the imaginary
part. The first four panels (a - d) show the attachment density while the second four
(e - h) show the detachment density. Note the difference in scales. White dots are
used to indicate the positions of the nuclear centers; the oxygen end of the molecule
points in the negative z-direction. The axes are in atomic units (a0). The real and
imaginary parts of the attachment density, which correspond to the extra electron
in the resonance state, are predominantly π∗ in character. The detachment density,
which corresponds to rearrangement, has largely σ character.
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Figure 3.3: Real and imaginary parts of the β attachment and detachment densities
for the 2B1 resonance in formaldehyde are plotted in the xz and yz-planes. The top
row shows the real part and the bottom row shows the negative of the imaginary
part. The first four panels (a - d) show the attachment density while the second four
(e - h) show the detachment density. Note the differences in scales. White dots are
used to indicate the positions of the nuclear centers; the oxygen end of the molecule
points in the negative z-direction. The axes are in atomic units (a0). All changes in
the β space are due to electron-rearrangement which is mostly of σ character.

the imaginary part that is plotted in the bottom rows of Figures 3.2 and 3.3 (c,d,g,h).
The real part of the α attachment density has very little magnitude in the plane of
the molecule and therefore resembles the density arising from attachment to a state
with π character. The small σ character in the attachment density is likely the result
of electron rearrangement.

Comparing the β attachment and detachment densities, it is clear that the re-
arrangement in the β space involves the movement of electron density from orbitals
localized around the oxygen atom to the two hydrogen atoms. It is also interesting
to note that the β attachment density is significantly delocalized in comparison with
the detachment density.
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resonance basis 〈S2〉
Re[〈S2〉] Im[〈S2〉]

A1
caug-cc-pVDZ(cm+) 0.7542 -0.0032
caug-cc-pVTZ(cm+) 0.7551 -0.0017

T2
caug-cc-pVDZ(cm+) 0.7515 -0.0010
caug-cc-pVTZ(cm+) 0.7588 -0.0018

Table 3.6: Spin-squared of the A1 and T2 shape resonances in CF4 computed using
NH-UHF.

3.3.3 A1 and T2 resonances in carbon tetrafluoride

Carbon tetrafluoride has been observed to have two low energy shape resonances
of A1 and T2 symmetry. These two resonances have been the subject of some recent
interest due to their role in dissociative electron attachment.[100, 101, 160] Computed
positions and widths of these two shape resonances are shown in Table 3.5. The
positions and widths computed at the SE, NH-ROHF, and NH-UHF levels of theory
are shown along with literature values from various theoretical calculations. The
spin-squared values for the UHF wavefunctions are shown in Table 3.6 and a summary
of experimental results can be found in Refs. [99, 161].

This case is interesting in that the NH-ROHF and NH-UHF values agree quite
closely. The spin squared values (shown in Table 3.6) show that there is very little
spin contamination in the NH-UHF wavefunction, but the similarity is still quite
striking when compared to similar calculations on small molecules. Furthermore,
while the positions calculated with NH-UHF are smaller than those computed with
NH-ROHF, the widths are slightly larger in several cases. This is contrary to the
trends observed in other molecules, though it is in no way prohibited by the theory.

For these resonances in CF4, like those of many polyatomic molecules, very few ab
initio calculations have been performed. The results of the present study agree well
with the previous theoretical results shown in Table 3.5 excluding the calculation of
Huo[103]. Though Huo is the only author to report a width, all other studies report
the computed cross-section which shows the widths of the two, not always resolveable,
resonances to be on the order of 1eV which agrees well with the present study. The
results presented here offer the most complete picture of these two resonances: the
T2 resonance clearly appears approximately 1eV lower energy and with a slightly
narrower width, though both widths are on the order of 1eV. It is possible that this
picture is significantly different when electron-correlation is explicitly included in the
theory.
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Figure 3.4: Carbon monoxide potential energy curves at the UHF/NH-UHF level of
theory in the caug-cc-pVTZ(cm+) basis set.

3.3.4 Carbon monoxide potential energy curve

One of the great attractions of Hermitian UHF theory is that, in many situations,
it provides a qualitatively correct description of dissociation processes. NH-UHF
theory should be able to describe potential energy curves of resonances with the
same qualitative accuracy.

As an example, we examine the potential energy curves of anionic and neutral
carbon monoxide at the NH-UHF and UHF level of theory respectively. The an-
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Figure 3.5: Carbon monoxide potential energy curves at the UHF/NH-UHF level
of theory in the caug-cc-pVTZ(cm+) basis set. The width is represented as an
uncertainty in the energy.

ion, metastable at the equilibrium geometry of the neutral, becomes bound as the
molecule is stretched, eventually dissociating to oxygen neutral and carbon anion.

The potential energy curves at the UHF/NH-UHF level of theory are shown in
Figure 3.4 and 3.5. The behavior is qualitatively what would be expected: the
anion curve crosses that of the neutral and the width goes to zero. However, the
point at which the width goes to zero occurs about 0.1Å before the curves cross.
This is consistent with previous calculations[71, 73] and typical of cases where the
same uncorrelated level of theory is used on the closed-shell neutral and open-shell
anion. Higher levels of theory may be able to remove this discrepancy[162]. In the
region where the anion is bound, the NH-UHF energy almost exactly reproduces the
Hermitian UHF energy of the bound anion, but with a very small positive imaginary
part. In the region where the anion is unbound and Hermitian UHF is not useful,
NH-UHF provides a qualitatively correct complex potential. Such complex potential
curves could be useful in calculations of vibrational structure in electron scattering
experiments[38, 163, 164].

The real and imaginary parts of the expectation value of total spin squared are
plotted in Figure 3.6. In this case, the Hermitian UHF solution was obtainable
throughout the recoupling region. The expectation value of total spin-squared of the
NH-UHF agrees remarkably well with that of the Hermitian UHF solution. This is
not surprising, because the anion is bound for much of this region. It is, however,
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worthy of note that the NH-UHF does essentially reproduce the Hermitian UHF
solution in the region where the width is zero.

This potential energy curve was not easy to obtain. Only by reading in orbitals
from previous calculations and taking small (0.02Å) steps in internuclear distance
and similarly small (0.5◦) steps in θ was convergence achieved at enough points so
that the analytic continuation scheme could be confidently applied. Also, at some
geometries multiple stationary points were observed, and great care had to be taken
to make sure that we followed a single stationary solution.

3.4 Conclusions

In this study complex basis functions were employed in the implementation of the
NH-ROHF method, and the novel NH-UHF method. These methods were described
in detail and applied to a variety of small diatomic and polyatomic molecules includ-
ing carbon tetrafluoride. The computation and interpretation of molecular properties
from non-Hermitian wavefunctions was discussed and a density-based analysis was
applied to the 2B1 resonance in formaldehyde. This analysis of the complex analogs
of the attachment and detachment densities allows for an intuitive discussion of tar-
get polarization during the process of resonant electron attachment. The NH-UHF
method was also utilized in the computation of a NH-UHF potential energy sur-
face for the metastable carbon monoxide anion. These promising results make it
worth investigating the possibility of using an NH-SCF reference for highly accurate
correlated calculations on small molecules.

However, it is also important to be aware that there are significant challenges
in extending NH-SCF methods to larger systems than reported here. First, NH-
SCF with complex basis functions often suffers from slow convergence. Second,
there are serious numerical problems associated with linear dependence in very large
basis sets, associated for instance with diffuse complex Gaussians on multiple atomic
centers. Third, the occasional appearance of multiple stationary points can make the
identification of the Siegert energy ambiguous, though we have not yet seen a case
where the difference is significant. Finally, the θ-trajectories are a significant burden
relative to conventional SCF. More effort is necessary to remedy these problems so
that the method can be applied confidently to large molecules.
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molecule basis SE NH-ROHF NH-UHF
|s| phase[s] |s| phase[s] |s| phase[s]

N2

caug-cc-pVDZ(cm+) 1.0989 20.864 1.0187 13.746 1.0338 10.930
caug-cc-pVTZ(cm+) 0.9604 23.427 0.9787 9.7308 0.9620 8.8183
caug-cc-pVQZ(cm+) 1.1052 21.120 1.0005 9.0439 0.9989 12.264

CO
caug-cc-pVDZ(cm+) 0.9638 25.628 0.9310 19.862 0.9544 14.889
caug-cc-pVTZ(cm+) 1.0264 23.195 0.9935 25.186 0.9518 11.023
caug-cc-pVQZ(cm+) 1.0167 27.888 0.9855 17.874 1.0126 17.255

CO2

caug-cc-pVDZ(cm+) 0.9067 10.560 1.0010 14.383 1.0043 17.380
caug-cc-pVTZ(cm+) 1.0687 19.233 1.0654 14.960 1.0720 15.507
caug-cc-pVQZ(cm+) 1.0025 20.992 0.9208 25.423 1.0284 14.639

CH2O
caug-cc-pVDZ(cm+) 1.0359 23.459 0.9934 19.944 0.9938 19.765
caug-cc-pVTZ(cm+) 0.9742 18.154 1.0790 4.799 1.0626 17.062
caug-cc-pVQZ(cm+) 1.0880 26.177 1.0021 22.736 1.0227 24.807

CF4(T2)
caug-cc-pVDZ(cm+) 0.94872 24.188 1.0838 6.0529 1.0299 15.164
caug-cc-pVTZ(cm+) 1.0060 16.176 0.9877 10.535 1.0247 15.479

CF4(A1)
caug-cc-pVDZ(cm+) 1.0010 14.521 1.0916 11.890 1.1124 18.417
caug-cc-pVTZ(cm+) 0.9807 19.842 1.0154 15.300 1.0120 15.265

Table 3.7: Optimal values of θ for all single point energy calculations. θ is reported
in polar form with the phase in degrees.

3.5 Appendix: Optimal theta values

Optimal values of the scaling factor for all single point energy calculations are
provided in Table 3.7. The optimal values for the carbon monoxide PES are shown
in Table 3.8. Note that the scaling factor is defined as

s ≡ eiθ.
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R(Å) |s| phase[s]
1.08 0.9277 11.639
1.10 1.0998 15.963
1.12 0.9498 11.797
1.14 0.9849 10.117
1.16 1.0154 8.9519
1.18 0.9346 11.334
1.20 0.9495 10.702
1.22 0.9204 11.089
1.24 0.9598 10.566
1.26 0.9655 10.324
1.28 0.9738 9.4073
1.30 1.0000 9.9328
1.32 0.9808 10.255
1.34 0.9981 9.9255
1.36 1.0000 4.0001
1.38 0.9822 9.2917
1.40 1.0051 9.1503
1.42 0.9710 8.7806
1.44 1.0036 9.2459
1.46 0.9799 8.9373
1.48 0.9950 8.8133
1.50 0.9972 8.9010
1.52 0.9981 8.9202
1.54 1.0010 8.9371
1.56 1.0011 8.9626
1.58 1.0009 8.9886
1.60 1.0016 9.0031
1.62 1.0016 9.0394
1.64 0.9983 9.0643
1.66 0.9958 9.0609
1.68 0.9946 9.1075
1.70 0.9907 8.9882

Table 3.8: Optimal values of θ for all points on the carbon monoxide PES. θ is
reported in polar form with the phase in degrees.
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Chapter 4

Electron correlation with complex
basis functions

4.1 Introduction

Metastable electronic states, or resonances, have long been recognized as impor-
tant intermediate states in a variety of chemical applications[2]. Such states can
decay and are therefore characterized by a finite lifetime, τ = h̄/Γ. Despite their
importance, simple, black-box, methods for the computation of electronic resonances
have been elusive. The difficulty is a result of the complexity of the quantum many-
body problem with the additional difficulty of scattering boundary conditions.

Complex coordinate methods offer an attractive solution to the scattering prob-
lem: the resonance parameters are found as a complex eigenvalue of an appropriately
constructed non-Hermitian Hamiltonian[52, 59, 119]. The eigenvalue is discrete and
the corresponding eigenfunction is square-integrable[41–43]. The problem can then
be solved by the finite-basis methods of quantum chemistry.

For the molecular, Born-Oppenheimer problem, the method of exterior complex
scaling[44] is a rigorously justifiable means of obtaining an appropriate non-Hermitian
Hamiltonian. Unfortunately the method is difficult to apply, and in practice one is
forced to use a more approximate method. One such method is the method of
complex basis functions (CBFs) in which the transformation is applied to the basis
set itself[46]. The result is that standard electronic structure methods can be used
but in a basis set including Gaussians with complex exponents. The method is related
to the analytic continuation of matrix elements[45] and is a complex-variational[84,
87] approximation to the exterior-scaled wavefunction[56]. The method of complex
basis functions has been most extensively applied to molecular shape-resonances at
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the Hatree-Fock level of theory. There have been various applications to diatomic
molecules[70, 71, 73, 76], and a recent application to some polyatomic molecules[57].

Since molecular resonances are ultimately a many-body problem, accurate compu-
tation necessitates taking account of electron correlation effects. Feshbach resonances
in particular have lifetimes that are entirely determined by electron correlation. Com-
plex coordinate methods must therefore include electron correlation if they are to
achieve quantitative accuracy. While correlated calculations on atomic resonances
are fairly routine[128, 165–167], correlated calculations on molecular resonances are
not as commonplace. Applications to polyatomic molecules are particularly rare,
though calculations on formaldehyde, acetylene, carbon dioxide, ethylene, and 1,3-
butadiene have been performed at correlated levels of theory[79, 155, 168, 169]. In
past complex basis function calculations, correlation has been taken into account
by means of various types of configuration interaction[74–76, 170], but these studies
have been limited to atoms and diatomic molecules.

In the present study, we discuss the application of correlated electronic struc-
ture methods to molecular resonances using the method of complex basis functions.
Møller-Plesset perturbation theory at second order[19] (MP2) and coupled-cluster
singles and doubles[171] (CCSD) are both size-consistent, correlated methods with
computational scaling with the system size ofN5 andN6 respectively. Specifically, we
evaluate the ∆MP2 and equation of motion, electron affinity CCSD[172] (EOM-EA-
CCSD) methods for accurate computation of resonance parameters. Furthermore, we
explore the possibility of using EOM-EA-CCSD to obtain accurate complex potential
energy surfaces, and to compute positions and widths of Feshbach resonances.

4.2 Theory

4.2.1 Complex basis functions

To compute the complex Seigert energy associated with a narrow resonance, we
employ the method of complex basis functions for all calculations. This method is
described in detail in the literature[46, 56, 57]. Diffuse Gaussian basis functions of
the form

φθ(r) = N(θ)(x− Ax)l(y − Ay)m(z − Az)n

× exp
[
−αe−2iθ(r−A)2

]
(4.1)

are included in the basis set. These basis functions provide a reasonable basis for
representing the exterior-scaled resonance wavefunction in a c-normalized space. The
c-product, in which the bra-side is not complex conjugated, will be denoted using
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curved brakets (. . . | . . .). The application of the complex variational principle[84, 87]
allows for derivations of electronic structure methods in this space of c-normalized
states.

4.2.2 The non-Hermitian SCF reference

As in traditional electronic structure theory, the starting point for the correlated
calculations is a self-consistent field (SCF) reference. The theories considered here are
based upon a single, c-normalized, determinant. The methods described in Ref. [57]
can be used to obtain the single determinant reference from a non-Hermitian SCF
(NH-SCF) calculation. For the NH-MP2 methods considered here, the reference is a
single determinant from a non-Hermitian unrestricted Hartree-Fock or non-Hermitian
restricted open-shell Hatree-Fock calculation on the anion. For EOM-EA-CCSD, the
reference can come from a NH-SCF calculation on the neutral molecule.

4.2.3 Non-Hermitian MP2

The application of many-body perturbation theory through second order to the
problem of electron correlation is well established in quantum chemistry. The deriva-
tion of the analogous non-Hermitian method (NH-MP2) exactly parallels that of the
Hermitian case. The MP2 correction to the energy in terms of canonical spin-orbitals
is given by

E(2) = −1

4

∑
ijab

tabij (ij||ab) (4.2)

where

tabij ≡
(ab||ij)

εa + εb − εi − εj
. (4.3)

Here and elsewhere we use (ab||ij) to indicate the antisymmetrized electron repulsion
integral in 12-12 (or “physicist’s”) notation. The curved bracket is used to indicate
the use of the c-product. This equation assumes that the spin-orbital Fock matrix
is diagonal where the occupied and virtual eigenvalues are given by εi and εa respec-
tively. For an RHF or a UHF reference, the spin-orbital Fock matrix is diagonal and
Equation 4.2 is used to compute the MP2 correction to the energy.

In the case of an ROHF reference, the spin orbital Fock matrix is not diagonal.
We therefore apply the restricted Moller-Plesset perturbation theory of Knowles et
al.[173] This non-Hermitian restricted MP2 (NH-RMP2) yields an energy expression
in the pseudo-canonical basis that takes explicit account of non-zero off-diagonal
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matrix elements of the Fock matrix (f):

E(2) = − (fai )2

εa − εi
− 1

4

∑
ijab

tabij (ij||ab). (4.4)

In the ∆-MP2 method, the excitation/attachment energy is found as the difference
between the MP2 energies of the excited/electron-attached state and the ground
state.

4.2.4 Complex coupled cluster methods

The theory behind the coupled cluster method has been described in detail (See
recent reviews of CC[174] and EOM-CC[175] theory). Here we review only those
points relevant to our complex implementation. From the reference NH-SCF wave-
function, the coupled-cluster equations are solved to determine the T -amplitudes:

(Φµ|e−THeT |Φ0) = (Φµ|H̄|Φ0) = 0. (4.5)

Again we have used curved brackets to indicate the c-product. |Φ0) is the reference
wavefunction, and |Φµ) is an excited determinant relative to the reference. For
CCSD, µ runs over all single and double excitations, and the equations are used to
determine T truncated to include only the singles and doubles part[171].

The equation of motion (EOM) formalism can then be used to compute electron
affinities (EA) or excitation energies (EE)[21, 172]. In this method, one ultimately
diagonalizes H̄ in the basis of excited determinants:

(H̄ − ECCSD)R|Φ0) = ωR|Φ0). (4.6)

R is an excitation operator,

REA =
∑
a

raa† +
1

2

∑
ia,b

rabi a
†ib† (4.7)

REE =
∑
ia

rai a
†i+

1

4

∑
ia,jb

rabij a
†ib†j, (4.8)

where the r-amplitudes are determined from the eigenvalue problem. Note that
in a c-normalizable space, the creation and annihilation operators are related by
the transpose and not the adjoint[127]. However, we still use †-notation to indicate
creation operators to avoid confusion. The complex CCSD and EOM-CCSD methods
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have already been described in conjunction with complex scaling[132] and complex
absorbing potentials[79, 132, 133, 162, 169].

The biorthogonal version of Davidson’s iterative diagonalization method[28] is
used to solve the large eigenvalue problem. For temporary anion shape-resonances,
the orbital of the neutral molecule associated with the resonance is easily identified
from its behavior as we vary θ. This orbital is used to construct a simple Koopman’s
type guess that is input to the Davidson procedure.

4.2.5 θ-trajectories and the computation of the Siegert
energy

Despite the θ-independent properties of the exact theory, it has long been recog-
nized that in a finite basis set, the results will depend heavily on the value of θ. We
therefore search for solutions that satisfy

dE

dθ
= 0. (4.9)

This is equivalent to treating θ as a variational parameter. The stationary point is
found by computing the energy for many values of θ. This “θ-trajectory” is then
used as input into the analytic continuation procedure described in Ref. [56]. This
is a reproducible method to compute Seigert energies from θ-trajectories. However,
within this method, there are still three different ways that the stationary point may
be computed in practice.

For the moment, we ignore the complication that there are in general multiple
points where the energy is stationary with respect to variations in θ and define
a functional S[f(θ)] that returns the value of the function at the point that it is
stationary:

S[f(θ)] = f(θ0) s.t.
df

dθ

∣∣∣∣
θ=θ0

= 0. (4.10)

Using this notation, we can describe three methods, all equivalent in the complete
basis set limit, for finding the Siegert energy of temporary anions as a complex
attachment energy:

1. Eres = S
[
Eanion(θ)

]
− Eneutral(0)

2. Eres = S
[
Eanion(θ)

]
− S

[
Eneutral(θ)

]
3. Eres = S

[
Eanion(θ)− Eneutral(θ)

]
.
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In general, these methods will yield different results in a finite basis. In Ref. [57],
method 1 was used to determine the stationary point for NH-SCF calculations. While
these three methods yield very similar results in the case of NH-SCF, we will see
that this is not the case in correlated calculations. Because the stationary point in a
calculation on a neutral molecule is usually very nearly on the real axis, method 2 will
in practice yield very similar results to method 1 and we will be primarily concerned
with the differences between methods 1 or 2 and method 3. In Sections 4.3.1 and 4.3.2
we will find that method 3 is the most reliable.

4.3 Results

All methods are implemented in a development version of the QChem 4.4 pack-
age[88]. Libtensor[30] is used for all tensor manipulations, and the complex EOM-CC
code presented in Refs. [79, 132, 162] is reused. The basis sets are the same as those
presented in Ref. [56]. They are constructed from Dunning’s augmented correlation-
consistent basis sets (aug-cc-pVXZ)[97, 98], but with added diffuse functions on
the center of mass. The basis sets including core-valence polarization functions are
constructed in precisely the same manner, but from the corresponding cc-pCVXZ
basis[176].

4.3.1 Benchmark calculations on N−2

The 2Πg shape resonance in e−-N2 scattering is nearly unique in that there is
a experimentally derived estimate of the position and width of the pure electronic
resonance[147]. We will refer to this position of 2.32 eV and width of 0.41 eV as
the accepted values. The resonance parameters computed in different basis sets
at different levels of theory are shown in Table 4.1. Here the stationary point is
computed using method 1 of Section 4.2.5.

Note that while the NH-SCF results are unchanged by the inclusion of core-
valence polarization functions, the results of the correlated calculations change sig-
nificantly when core-valence polarization functions are included. Furthermore, while
there is evidence of convergence with respect to basis set size, it is clear that even
in the caug-cc-pCVQZ(cm+) basis set, the results are not entirely converged with
respect to basis set size. This is in contrast to the NH-SCF results which are largely
converged in the smallest caug-cc-pVDZ(cm+) basis set.

In Table 4.2 we show results from the same set of calculations, but compute the
stationary point using method 3 of Section 4.2.5. While the method used for finding
the stationary point makes little difference in the case of NH-SCF calculations, there
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are significant differences in the correlated calculations. In particular, the widths
tend to be larger when computed using method 3. Only in the largest basis (caug-
cc-pCVQZ(cm+)) do the two methods provide similar results. In all other cases,
method 3 is clearly superior: the results are much less sensitive to the inclusion
of core-valence polarization functions and the basis set effects are less pronounced.
For this reason, we advocate the use of this method for all complex-basis function
calculations.

This is, to our knowledge, the first explicit application of a complex-coordinate
based MP2 theory to molecular resonances, and we note that while the MP2 methods
are unable to fully reproduce the EOM-EA-CCSD results, they represent a significant
improvement relative to the NH-SCF results. In general, the effect of correlation is
to lower the position but increase the width relative to NH-SCF methods. This is
consistent with previous observations of similar behavior in CAP calculations[177].

Some selected literature results are shown in Table 4.3. We note that at the
highest level of theory (EOM-EA-CCSD), our results do not reproduce the accepted
value, even in the largest basis set (caug-cc-pCVQZ(cm+)). We still overestimate
both the position and width by approximately 0.15-0.2 eV. This is not surprising
considering that the results are not entirely converged with respect to basis set size or
level of correlation. Based on the effect of changing the basis set size, we estimate the
effect of basis set incompleteness to be less than 0.05eV in the caug-cc-pCVQZ(cm+)
basis. The correlation energy due to full inclusion of triple and higher excitations is
more difficult to quantify. Our method can be viewed as an analytic continuation of
the Gaussian-exponent stabilization method of Ref. [146]. For this reason, we would
expect agreement at a given level of theory and basis set. The agreement with other
theoretical results is reasonable considering the basis/method-dependence of most of
these methods. Also, the width is highly dependent on the bond length as will be
shown in Figure 4.1. This means that even small geometrical discrepancies can lead
to significant differences in the computed width.

4.3.2 Shape resonances in small molecules

Seigert energies for several well-known low-energy shape resonances in the caug-
cc-pVTZ(cm+) and caug-cc-pCVTZ(cm+) basis sets are shown in Table 4.4.

These values are computed using method 3 of Section 4.2.5. Method 1, which
we do not recommend, yields results that are considerably less consistent and more
dependent on the basis set. These results are given in the Appendix (Table 4.7), and
we do not refer to them further.

Again we note that the results obtained with method 3 show little sensitivity to
the inclusion of core-valence polarization functions. We make no attempt to fully



CHAPTER 4. ELECTRON CORRELATION WITH CBFS 73

m
et

h
o
d

p
os

it
io

n
w

id
th

S
ti

el
tj

es
im

ag
in

g[
14

3]
2.

23
0.

40
S
ch

w
in

ge
r

va
ri

at
io

n
al

+
A

D
C

(3
)

op
ti

ca
l

p
ot

en
ti

al
[1

44
]

2.
53

0.
54

3r
d

or
d
er

d
ec

ou
p
li
n
gs

of
d
il
at

ed
el

ec
tr

on
p
ro

p
ag

at
or

[1
45

]
2.

11
0.

18
M

u
lt

i-
p
ar

ti
ti

on
in

g
p

er
tu

rb
at

io
n

th
eo

ry
st

ab
il
iz

at
io

n
[1

78
]

2.
36

0.
43

A
n
al

y
ti

c
co

n
ti

n
u
at

io
n

in
th

e
co

u
p
li
n
g

co
n
st

an
t

C
C

S
D

[5
5]

2.
56

0.
55

C
A

P
E

O
M

-E
A

-C
C

S
D

(1
1s

,8
p
,3

d
)[

16
8]

2.
44

0.
39

E
O

M
-E

A
-C

C
S
D

st
ab

il
iz

at
io

n
(a

u
g-

cc
-p

V
5Z

)[
14

6]
2.

49
0.

50
C

A
P

E
O

M
-E

A
-C

C
S
D

(1
st

or
d
er

,
au

g-
cc

-p
V

Q
Z

+
3s

3p
3d

)[
79

]
2.

48
0.

29
A

n
al

y
ti

c
co

n
ti

n
u
at

io
n

in
th

e
co

u
p
li
n
g

co
n
st

an
t

C
C

S
D

(T
)[

58
]1

2.
46

0.
49

E
x
p

er
im

en
ta

l
es

ti
m

at
e

(a
cc

ep
te

d
va

lu
e)

[1
47

]
2.

32
0.

41
T

h
is

w
or

k
(E

O
M

-E
A

-C
C

S
D

)
2.

54
0.

52

T
ab

le
4.

3:
S
el

ec
te

d
li
te

ra
tu

re
va

lu
es

(i
n

eV
)

fo
r

th
e

2
Π
g

sh
ap

e
re

so
n
an

ce
in

el
ec

tr
on

-N
2

sc
at

te
ri

n
g

fr
om

ex
p

er
i-

m
en

t
an

d
va

ri
ou

s
co

rr
el

at
ed

le
ve

ls
of

th
eo

ry
.

T
h
e

E
O

M
-E

A
-C

C
S
D

re
su

lt
s

fr
om

th
e

ca
u
g-

cc
-p

C
V

Q
Z

(c
m

+
)

ar
e

gi
ve

n
as

th
e

re
su

lt
s

of
“T

h
is

w
or

k
.”

a
T
h
e
re
su
lt
s
u
si
n
g
th
e
at
te
n
u
at
ed

C
ou

lo
m
b
p
ot
en
ti
a
l
w
it
h
ω
=

0.
0
1
in

th
e
t-
a
u
g
-c
c-
p
V
Q
Z
b
a
si
s
se
t
a
re

g
iv
en

h
er
e.



CHAPTER 4. ELECTRON CORRELATION WITH CBFS 74

caug-cc-pVTZ(cm+) CO− CO−2 CH2O−

Re[E] Im[E] Re[E] Im[E] Re[E] Im[E]
NH-ROHF 2.5367 -0.3576 4.4648 -0.0780 1.7769 -0.2003
NH-UHF 2.4194 -0.2964 4.3063 -0.0619 1.6399 -0.1411

NH-RMP2 2.1193 -0.5200 4.1018 -0.1832 1.0120 -0.3011
NH-UMP2 2.1968 -0.4826 4.1829 -0.1555 1.0986 -0.2859

EOM-EA-CCSD 2.0395 -0.4974 4.0193 -0.1422 1.1810 -0.2788

caug-cc-pCVTZ(cm+) CO− CO−2 CH2O−

Re[E] Im[E] Re[E] Im[E] Re[E] Im[E]
NH-ROHF 2.5405 -0.3542 4.4654 -0.0801 1.7696 -0.2113
NH-UHF 2.4241 -0.3004 4.3114 -0.0634 1.6313 -0.1478

NH-RMP2 2.1149 -0.5026 4.0919 -0.1871 1.0066 -0.2997
NH-UMP2 2.1892 -0.4784 4.1734 -0.1576 1.0934 -0.2836

EOM-EA-CCSD 2.0434 -0.5164 3.9951 -0.1432 1.1632 -0.2837

Table 4.4: Computed Seigert energies for low energy shape resonances in some
molecules in caug-cc-pVTZ(cm+) and caug-cc-pCVTZ(cm+). The energies are com-
puted as a the stationary point using method 3 of Section 4.2.5.

explore the basis-set convergence, but these numbers are very unlikely to be fully
converged in the triple-zeta basis sets. The true values of the pure electronic Seigert
energies are not known in these cases. From the basis set convergence of N−2 and the
level of correlation, we are likely overestimating positions by 0.1-0.3 eV and width
by 0.05-0.2eV. As in the case of N−2 , the NH-MP2 results are improved significantly
over the NH-SCF results.

We show some selected literature values which include electron correlation effects
in Table 4.5. Note that the experimental results listed in Table 4.5 cannot be directly
compared with theory because they have not been corrected to extract the location
of the pure electronic resonance. As with N2, our results for the position of these
resonances agree fairly well with other theory. Our estimates for the widths are a bit
high compared with other theoretical results, but not unreasonably so. Comparing
complex basis functions to CAPs at the EOM-EA-CCSD level of theory, we find that
the positions agree quite well, but widths computed with complex basis functions
are consistently larger than those computed with CAPs.
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4.3.3 Complex potential energy curves

An important challenge for electronic resonance methods is the computation of
smooth, consistent potential energy surfaces. By “consistent,” we mean that the
imaginary part of the resonance goes to zero at the same point that the state crosses
the ground state of the target. A potential energy curve for N−2 at the EOM-EA-
CCSD level of theory is shown in Figure 4.1 and 4.2. We used a spin-restricted,
NH-RHF determinant as the reference wavefunction. This choice of reference pre-
vents us from obtaining a qualitatively correct potential energy surface at signifi-
cantly stretched geometries, but we can still observe the behavior of the resonance
as it crosses the ground state of the neutral. The two curves are not completely
consistent: the width of the temporary anion goes to zero a bit before the two curves
cross. However, this discrepancy (∼ 0.05Å) is fairly small considering that the width
depends only weakly on internuclear distance near the crossing region. This means
that a very small absolute error in the width can lead to much larger errors in ap-
parent point where it goes to zero. Similar curves are provided in Ref. [162] at the
CAP-EOM-EA-CCSD level of theory in a very similar basis set. The positions agree
very well (see the upper panel of Figure 2 of Ref. [162]) with our results. The widths
(see the lower panel of Figure 2 of Ref. [162]) agree qualitatively, but disagree in the
point where they go to zero. There is agreement that the position goes to zero at
1.40Å, but we find the width goes to zero closer to 1.35Å whereas it goes to zero
around 1.45Å in Ref. [162].

Nitrogen is a difficult case for potential energy curves because it is a triple bonded
system and because its dissociation products are bound by very little. For simpler,
single-bonded cases, a qualitatively correct potential energy curve can be obtained
from EOM-EA on top of a triplet reference. We demonstrate this process for H2 in
Figure 4.3. H2 has two temporary anions of Σ symmetry that are anti-symmetric
(u) and symmetric (g) with respect to inversion. The 2Σu state is the lowest energy
resonance and has been studied extensively[45, 71, 181, 182]. This resonance is
quite broad near equilibrium and we were unable to easily distinguish it from the
continuum in this region. However, as the bond is stretched, it becomes bound
near 1.60Å. There is also a 2Σg state[182–184] which is not easily discernible in our
calculations until around 2.6Å where it is briefly a Feshbach resonance: its position is
above the singlet ground state but below the triplet parent state. Near 2.7Å this state
becomes bound. The results for the crossing points agree to within 0.1Å with the
calculations of Bardsley and Cohen[183]. Both these states can be obtained by adding
an electron to the triplet configuration. Even though both singlet and triplet states
are treated exactly at the CCSD level of theory, the triplet reference is preferable
because it can be reached from either anion state by a single excitation. In this way,
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Figure 4.1: Potential energy curve of N2 neutral and anion. The neutral is computed
at the complex RCCSD level of theory, and the complex excitation energy of the
anion is computed at the complex restricted EOM-EA-CCSD level of theory. The
basis set is caug-cc-pCVTZ(cm+).
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Figure 4.2: Potential energy curve of N2 neutral and anion. The neutral is computed
at the complex RCCSD level of theory, and the complex excitation energy of the
anion is computed at the complex restricted EOM-EA-CCSD level of theory. The
basis set is caug-cc-pCVTZ(cm+). The width is shown as an uncertainty in the
position of the resonance.

we are able to treat both states consistently throughout the full potential energy
surface in the spirit of spin-flip methods[185]. The point where the lowest energy
resonance crosses the ground state of the neutral to become bound differs from the
point where the width goes to zero. This is not necessarily surprising considering that
the basis is relatively small and that the singlet CCSD neutral and EOM-EA anion
(from the triplet reference) are not eigenfunctions of the same effective Hamiltonian.

4.3.4 The 1s2s2 Feshbach resonance in e-helium scattering

One of the simplest and most well-studied Feshbach resonances is the 1s2s2 Fesh-
bach resonance in e-helium scattering. See Ref. [186] for a recent review and Ref. [187]
for a fairly complete table of experimental and theoretical results. Selected theo-
retical and experimental results (largely reproduced from Ref. [187]) are given in
Table 4.6 along with the results of this study.

EOM-EA-CCSD was used to compute the the complex energy relative to a triplet
He reference. The energy relative to the singlet ground state is reported in Ta-
ble 4.6, for two different basis sets. The basis sets were chosen to be small enough
that full diagonalization of H̄ is feasible while still including functions necessary to
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Figure 4.3: Potential energy curve of H2 neutral and anion. The neutral curves are
computed at the CCSD level of theory, and the complex excitation energy of the
anion is computed at the complex EOM-EA-CCSD level of theory relative to the
triplet reference. The basis set is caug-cc-pVDZ(cm+). For H2, CCSD reproduces
full-CI.
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Experiment
Reference position (eV) width (meV)
Brunt et al [188] 19.366(5) 9.(1)
Kennerly et al [189] 19.36(2) 11.0(5)
Buckman et al [190] 19.367(5) -
Dube et al [191] - 10.3(3)
Gopalan et al [187] 19.365(1) 11.2(5)

Theory
Reference position (eV) width (meV)
Junker[165] 19.387 11.72
Bylicki[192] 19.367 8.6
Gil et al [193] 19.357 14
Gopalan et al [187] 19.366 10.7

Results of the present study
Basis position (eV) width (meV)
basis 1 19.28200 7.02475
basis 2 19.33005 6.88694

Table 4.6: Results from the literature and from this study for the 1s2s2 Feshbach
resonance in e-helium scattering. Note the high precision to which the resonance
parameters are known both theoretically and experimentally. The basis sets used for
these computations are described in the text of Section 4.3.4

describe the principal contribution to the correlation energy. The first basis set is
caug-cc-pVTZ(cm+) but with no d-functions. The second basis set is the caug-cc-
pVTZ(cm+) basis set including valence and augmenting d-functions but without the
additional diffuse d-functions. The agreement with precise theoretical and experi-
mental results is good: the width is underestimated by a large relative amount that is
nonetheless very small in absolute terms. We cannot expect to be able to reproduce
the accuracy of atomic calculations employing numerical basis sets, but the modest
agreement in fairly small Gaussian basis sets is encouraging.

Despite this encouraging result, it can be difficult to converge iterative diagonal-
ization algorithms to the high lying roots that are associated with Feshbach reso-
nances. More development is necessary to make this approach applicable in general
to molecular Feshbach resonances. However, this study shows that the EOM-CCSD
method is, as we might expect, capable of qualitative, and maybe even quantitative,
calculations on Feshbach resonances.
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4.4 Conclusions

We have presented an efficient implementation of correlated electronic struc-
ture methods utilizing complex basis functions for the computation of positions and
widths of molecular resonances. Benchmark calculations on temporary anions of
small molecules indicate that analytic continuation of the complex excitation energy
(method 3 of Section 4.2.5) is the preferred method for extracting resonance param-
eters from θ-trajectories. Our results for the positions of these resonances agree well
with the literature values, while our results for the widths are larger than those of
most other correlated methods. However, because of the very large number of dif-
fuse basis functions included in our basis sets, we believe our results to be among
the most accurate available. The consistent accuracy of the NH-MP2 results should
be viewed as one of the primary successes of this project. While EOM-EA-CCSD is
more accurate, its computational cost makes NH-MP2 a more attractive candidate
for larger systems.

We have also explored the ability of EOM-EA-CCSD to accurately describe com-
plex potential energy surfaces and the essential physics of Feshbach resonances. The
results are very encouraging overall, but currently, the computational cost and ex-
treme basis-set requirements of the EOM-EA-CCSD method make it impractical for
all but the smallest polyatomic molecules. Feshbach resonances bring additional dif-
ficulty in the convergence of the iterative diagonalization method. Further work is
needed to improve the efficiency and general convergence properties of the iterative
diagonalization step.

∆-NH-MP2 is cheaper and has the advantage that it does not require solution of
a large NH eigenvalue problem. However, it does require the convergence of NH-SCF
calculations which can be difficult and it will break down when bonds are stretched.
Further work is needed in the form of:

1. Better NH-SCF optimization algorithms for more consistent convergence

2. EOM-EA-MP2 for Feshbach resonances

3. Orbital optimized MP2 methods for an improved description of open-shell res-
onances

4.5 Appendix: Additional results

See Table 4.7 for additional results mentioned in the text.
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caug-cc-pVTZ(cm+) CO− CO−2 CH2O−

Re[E] Im[E] Re[E] Im[E] Re[E] Im[E]
NH-ROHF 2.5242 -0.3485 4.4625 -0.0677 1.7861 -0.2012
NH-UHF 2.4020 -0.2914 4.3096 -0.0516 1.6472 -0.1541

NH-RMP2 1.9277 -0.5528 4.2200 0.1516 1.1039 -0.1326
NH-UMP2 1.9968 -0.4565 4.2916 0.1967 1.1965 -0.1204

EOM-EA-CCSD 2.1717 0.0569 4.1477 0.1960 1.3333 -0.2025

caug-cc-pCVTZ(cm+) CO− CO−2 CH2O−

Re[E] Im[E] Re[E] Im[E] Re[E] Im[E]
NH-ROHF 2.5192 -0.3450 4.4599 -0.0795 1.7970 -0.1712
NH-UHF 2.4045 -0.2934 4.3140 -0.0569 1.6735 -0.1589

NH-RMP2 2.0872 -0.4445 4.0971 -0.0727 1.0269 -0.1852
NH-UMP2 2.1716 -0.4042 4.1792 -0.0481 1.0968 -0.2151

EOM-EA-CCSD 1.9148 -0.2368 3.9970 -0.0426 1.1876 -0.1808

Table 4.7: Computed Seigert energies for low energy shape resonances in some
molecules in caug-cc-pVTZ(cm+) and caug-cc-pCVTZ(cm+). The energies are com-
puted as a the stationary point using method 1 of Section 4.2.5.
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Chapter 5

Stabilizing potentials for analytic
continuation methods

5.1 Introduction

Anions that lie energetically above the associated neutral molecule can decay by
autodetachment and are therefore characterized by a finite lifetime. Such temporary
anions are resonances in the scattering sense and are specified by their energy above
that of the neutral molecule, or position,(Er) and their inverse lifetime or width
(Γ)[8, 194, 195]. These parameters can be specified by a complex Siegert energy

E = Er − i
Γ

2
(5.1)

which specifies the location of the S-matrix pole that is associated with the reso-
nance[8, 52].

Despite their importance in a variety of chemical processes, reliable computation
of resonance positions and widths is still far from routine. The primary difficulty
arises from the need to consider the electronic continuum. There exists a variety
of methods for computing resonance parameters, though none have been sufficiently
developed so as to provide a reliable algorithm that can be generally applied even
to the low-lying resonances of small molecules. Scattering methods[32–34, 196–198]
treat the continuum with explicit use of scattering boundary conditions in order to
compute observables like the cross-section. Stabilization methods[35, 36] and asso-
ciated analytic continuation methods[37–39], use continuum eigenvalues from bound
state calculations to extract resonance parameters. Complex coordinate methods[46,
49, 52, 56, 59, 65, 199] compute the Siegert energy as an eigenvalue of a transformed,
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non-Hermitian, Hamiltonian operator. Bound state extrapolation[200, 201] or ana-
lytic continuation[53, 55] methods rely on the analytic continuation of bound-state
energies to find resonance parameters. The focus of this study is this final class
of methods; in particular, we focus on the method of analytic continuation in the
coupling constant (ACCC) for shape resonances in molecules.

The ACCC method was first proposed within the nuclear physics community[53,
54]. A potential is added to the Hamiltonian to make the resonance state bound and
then the bound state energies are analytically continued, as a function of the potential
coupling, to determine the Seigert energy at zero coupling. Nestmann et al.[200, 201]
independently proposed an extrapolation method for molecular resonances based
on scaled nuclear charges. Recently, these two methods have been combined and
applied to molecular shape resonances[55, 179, 202–204]. In most of these studies, a
Coulomb potential is used to bind the resonance as in the method of scaled nuclear
charges. The exception is the manifestly short-range Voronoi potential suggested by
Sommerfeld et al.[179] Sommerfeld and coworkers noted that the long-range Coulomb
potential is not formally applicable and obtained much more consistent results with
their Voronoi potential. Despite this fact, methods employing a Coulomb potential
have had moderate success with shape resonances in polyatomic molecules. However,
these methods suffer from two well-understood afflictions. The first is associated with
the difficulty in representing the analytic structure of the resonance trajectory which,
for short-range potentials, has a square root branch point in the complex momentum
plane[8, 195]. The second is that the analytic continuation itself can easily become
numerically unstable[205, 206].

Horáček and coworkers have made a recent attempt to ameliorate these issues[203,
204]. Their method, which they have termed regularized analytic continuation
(RAC), relies on the inverse variant of the ACCC method (IACCC) and therefore
avoids many of the difficulties associated with the analytic structure of the resonance
in the complex-momentum plane. Furthermore, they have incorporated the known
features of the analytic structure of the problem into low order Padé approximants
which are well-behaved numerically. Unfortunately, the functional form of the RAC
Padé approximants is formally appropriate only for short-range potentials and not
for the Coulomb potentials with which it has been applied.

In this study we evaluate the RAC method of Horáček and coworkers and compare
their low order, type III Padé approximants with a high-order, type II Padé approx-
imant for the analytic continuation of the inverse problem. Both functional forms
are used along with three classes of potential: a Coulomb potential that is consistent
with previous work, a Gaussian potential, and an attenuated Coulomb potential. The
Gaussian and attenuated Coulomb potentials are short-range and therefore compli-
ant with the formal requirements of the ACCC method. These methods are applied
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to two problems where the answer is largely known: a model diatomic potential
which is numerically solvable, and the 2Πg shape resonance in e−N−2 scattering.

5.2 Theory

The methods discussed in this paper are based on the IACCC method. In the
ACCC method, the Hamiltonian is modified by the introduction of an attractive
potential and expressed as a function of a coupling constant λ:

H(λ) = H + λU. (5.2)

The energy of the desired state is then evaluated at several values of λ that are
large enough that the desired state is bound. In other words, the energy of the
anion relative to the neutral molecule, E, is negative. Introducing a momentum-like
variable, κ, such that E ≡ −κ2 we construct an analytic continuation κ(λ). Finally,
κ is evaluated at λ = 0 to obtain the complex Siegert energy associated with the
resonance.

Unfortunately, even in the case where U is short-range (falling off at large dis-
tances faster than 1/r2), the analytic structure of the momentum is such that it has
a square root branch point which must be properly represented as a function of λ. A
simpler and numerically better behaved method is the analytic continuation of the
inverse problem (IACCC).[203, 207] In this method the procedure is the same except
that starting from a set of computed values of κ for corresponding values of λ, we
construct λ(κ) and find its zeros to determine the Siegert energy.

λ(κ) is constructed using a Padé approximant[206]. The method of determining
the fit from the input points is important to the results, and finite order Padé approx-
imants are in usually constructed in one of three ways. Type I Padé approximants
are determined by matching the coefficients of a power series about a single point.
This method is not applicable to the IACCC method as applied here. Type II Padé
approximants are required to interpolate some set of input points. Type III Padé
approximants are determined by minimizing the χ2 error in the fit.

5.2.1 The type III (RAC) method

The regularized analytic continuation (RAC) method of Horáček and coworkers
specifically relies on low order, type III Padé approximants to accomplish the analytic
continuation of λ(κ). The low order Padé approximants recommended in Ref. [203]
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have functional forms given by

λ[2/1](κ) = λ0
κ2 + 2α2κ+ α4 + β2

α4 + β2 + 2α2κ
(5.3)

λ[3/1](κ) = λ0
(κ2 + 2α2κ+ α4 + β2)(1 + δ2κ)

α4 + β2 + κ[2α2 + δ2(α4 + β2)]
(5.4)

λ[4/2](κ) = λ0
(κ2 + 2α2κ+ α4 + β2)(κ2 + 2γ2κ+ γ4 + δ2)

(α4 + β2)(γ4 + δ2)(1 + µ2κ)(1 + µ2ε2κ)
(5.5)

where

µ2 =
2

ε2 + 1

[
α2

α4 + β2
+

γ2

γ4 + δ2

]
. (5.6)

These functional forms are specifically constructed to conform to the known analytic
structure of λ(κ) in that the square root branch cut requires that λ(κ) ∼ λ0 + bκ2 as
κ→ 0. In Ref. [204] a slightly different [4/2] Padé approximant is suggested, but we
will not investigate this alternate functional form in this study. The optimal least-
squares fit is obtained by solving the non-linear optimization problem. In the present
study, this problem is solved using Newton’s method with analytic first derivatives
and finite difference second derivatives. The expressions for the first derivatives of
these expressions are given in Appendix 5.6.1.

5.2.2 The type II method

We have also investigated the use of high order Padé approximations for analytic
continuation of λ(κ). While the use of high order Padé approximants for analytic
continuation has known numerical problems[205], we are unaware of applications of
this particular method to the inverse problem.

We use the continued fraction representation given by Schlessinger:[86]

λ(κ) =
λ(κ1)

1+

a1(κ− κ1)

1+
· · ·

an(κ− κn)

1
. (5.7)

For n input points, this yields a [N/M ] Padé approximant where N +M = n and

M =

{
N , n even

N − 1 , n odd
. (5.8)

This is sometimes called a type II, or Thiele-type, Padé approximant. This repre-
sentation has the advantages that it exactly interpolates all of the input points and
does not require the solution a non-linear least squares problem. However, due to
the more complicated form, the zeroes must be found numerically. We use Newton’s
method to solve the root search problem.
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5.2.3 The added attractive potential

The precise form of the attractive potential U is flexible, though it must be short
range: it must decay faster than r−2 at large distances if the analytic structure of
κ(λ) is to be a square root branch point at the critical value of λ where the resonance
becomes bound. Despite this restriction, many other authors have advocated using
a Coulomb potential. This functional form has the advantage that it requires little
to no modification of existing quantum chemistry software, but it is not short-range.
The given justification is that in a finite basis, the low-energy part of the spectrum
can be effectively ignored so that the long-range part of the Coulomb potential is
not important. While it may be effective in practice, this argument lacks formal
justification. We will therefore consider two types of added potentials.

First, we consider a Coulomb potential of the form:

UC(r) = −λ
∑
A

ZA
|r−RA|

. (5.9)

This differs slightly from the potential used in Ref. [203] but is identical to the
potential used in other studies[179, 200, 201].

Second we consider an attractive Gaussian potential of the form

UG(r) = −λ
∑
A

ZAe
−α(r−RA)2 . (5.10)

This potential is chosen to transform as the totally symmetric representation of the
molecular point group. The proportionality to the nuclear charges is chosen in anal-
ogy with UC to provide a potential which will affect molecular many-electron states
in a balanced way. Note that α is a free parameter that can be chosen arbitrarily in
theory, though it will turn out to be important in practice. The appropriate integrals
required for matrix elements of such a potential are 3-center overlap integrals and
are easily computed by a variety of methods. We briefly describe the computation
of such integrals in Appendix 5.6.2.

Finally, we consider an attenuated-Coulomb potential of the form:

UAC(r) = −λ
∑
A

ZAerfc (ω|r−RA|)
|r−RA|

. (5.11)

Unlike the Coulomb potential, this potential is short-range. In contrast to the, also
short-range, Voronoi potential of Sommerfeld and Ehara,[179] the molecular integrals
over this potential are similar to those required for certain attenuated electronic struc-
ture methods and are therefore available in many quantum chemistry programs[208,
209]. ω is likewise a free parameter.
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Figure 5.1: The model potential given in Equation 5.12 is plotted along the line
defined by the two nuclei. We take this line to be the z-axis.

5.3 Results for a model potential

In order to test these methods on a problem where the answer is known to high
numerical accuracy, we can construct a model 1-electron potential that approximates
an effective diatomic molecular potential from electron-molecule scattering. We will
use A and B to denote the centers of the two “nuclei.” The model potential is of the
form

V (r) = −e−1.5rA

(
1

rA
+ 1

)
− e−1.5rB

(
1

rB
+ 1

)
(5.12)

where
rA = |r−A| rB = |r−B|. (5.13)

A plot of this potential along the line defined by the positions of the two nuclei
is shown in Figure 5.1. There is, to our knowledge, no analytical solution to this
problem, but the problem has cylindrical symmetry and may be solved numerically
in prolate-spheroidal coordinates using grid methods. This potential supports a
bound σg-like state (m = 0, symmetric under inversion), and a σu-like state (m = 0,
anti-symmetric under inversion) which is a bound state at large (> 4) internuclear
distances and a resonance at short internuclear distances. For the purpose of this
investigation, we want the second state to be a resonance, so we set the “internuclear”
distance to |A−B| = 3.
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5.3.1 Numerical details

In order to perform the analytic continuation methods described in the introduc-
tion we add either a Coulomb potential of the form

UC(r) = −λ
(

1

rA
+

1

rB

)
, (5.14)

a Gaussian potential of the form

UG(r) = −λ
(
e−αr

2
A + e−αr

2
B

)
, (5.15)

or a screened Coulomb potential of the form

UGC(r) = −λe−α(rA+rB)2
(

1

rA
+

1

rB

)
. (5.16)

The Gaussian-attenuated Coulomb potential is similar to the erfc-attenuated Coulomb
potential that we have used for molecular calculations. All three have cylindrical
symmetry and are easily representable in prolate spheroidal coordinates.

Schrödinger’s equation was solved in prolate-spheroidal discrete variable represen-
tation (DVR) basis for m = 0. The DVR method is described in detail in Refs. [210–
212]. We used 15 points in the η variable and 200 points on the interval (0, 100) in
ξ. All eigenvalues used for analytic continuation were converged to better than 10
significant figures and 10 significant figures were used in all analytic continuations.

The resonance energy was computed by complex scaling the ξ variable as de-
scribed in Ref. [210]. At this internuclear distance (RAB = 3), the resonance has a
position of 0.02555645961 and a width of 0.02354423918 in units natural to the prob-
lem. These values are similar to those of the σu-shape resonance in e−-H2 scattering,
in atomic units, at a slightly stretched geometry.

5.3.2 Evaluation of analytic continuation methods

The analytic continuations were each accomplished from 15 bound state ener-
gies bound by 0.01-0.3 units of energy. This is roughly based on the recommenda-
tions given in Ref. [203]. The resonance position and width were computed with
type II ([8/7] in this case), type III [2/1], and type III [4/2] methods. The three
classes of stabilizing potentials are Coulomb potentials (Equation 5.14), Gaussian
potentials (Equation 5.15), and Gaussian-attenuated Coulomb potentials (Equa-
tion 5.16). We furthermore tested Gaussian potentials with three different exponents,
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α = 0.01, 0.1, 1.0, and Gaussian-attenuated Coulomb potentials with exponents of
α = 0.005, 0.025, 0.25.

The results are shown in Table 5.1 along with percent error relative to the numer-
ically exact answer. For this model system, the type II method almost universally
outperforms the type III methods by a significant margin. In particular, the widths
computed by the type III methods are significantly smaller than the true widths.
The type II method is significantly more accurate, but still has relative errors on the
order of a couple of percent in some cases which, while small compared to those of
the type III methods, are large compared with the accuracy of the input values. We
attribute the large errors in the type III methods to be due to insufficient flexibility
in the functional form used to fit λ(κ). On the other hand, the errors in the type II
method could be partially due to the inherent numerical instability of extrapolation
using high order Padé approximations. This is supported by the fact that the error
in the type II calculations is of indeterminate sign. For the type III calculations, the
width is always underestimated which suggests some systematic error. We shall see
that in real molecular calculations, where the width is often significantly smaller than
the position, the type III method may not so drastically underestimate the width.

The type III [4/2] Padé approximant improves very slightly over the results ob-
tained with a [2/1] Padé approximant, but at the cost of a much more difficult
non-linear optimization.

Across all analytic continuation schemes the Gaussian-attenuated Coulomb po-
tential produces the most accurate results. The results with the Gaussian-attenuated
Coulomb potentials are slightly better than those obtained with a Coulomb potential
and significantly better than those obtained with the various Gaussian potentials.
Note that the Gausian-attenuated Coulomb potential with the smallest attenuation
parameter produces the best results across all methods. This is not surprising, since
the theory should be ideal for short-range potentials. However, it is surprising that
the that long-range Coulomb potential produces such accurate results compared with
the short-range Gaussian-potentials.

Since the attenuated Coulomb potential must ultimately reproduce the results of
the Coulomb potential as α→ 0, we expect the optimal value of α to be small enough
that the potential is minimally distorted in the valence region, but large enough that
the potential is still effectively short-range. This “optimal α” will depend on the
basis set. For this model problem, our basis extends to ξ = 100, and the results in
Table 5.1 (c) indicate that the optimal α is less than or equal to α = 0.005.
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Figure 5.2: The behavior of the resonance under the influence of an attractive Gaus-
sian (α = 0.1) potential is shown in (a) with a detailed view near the origin in (b).
The coupling constant is increased in the range λ = 0.00, . . . , 0.038. At λ = 0 the
resonance is at the lower right of (a). As the potential increases, the resonance’s
position and width decrease until it becomes bound when passing through E = 0.

5.3.3 Analytic structure of the resonance trajectory

In order to further evaluate the analytic continuation methods described in this
study, we investigate the behavior of the resonance pole under the influence of an
added Gaussian, Coulomb, or Gaussian-attenuated Coulomb potential. The trajec-
tory of the resonance as it becomes bound under the influence of a Gaussian poten-
tial (α = 0.1) is shown in Figure 5.2. This behavior is well-understood[8], and it is
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therefore somewhat surprising that the type III method is not successful with this
potential since it precisely encodes the correct analytic structure. However, though
the type III methods have the correct form of λ(κ) near κ = 0, it is possible that the
small number of free parameters are not sufficient to adequately model the function
away from κ = 0. Note that in Figure 5.2, the behavior of the resonance far away
from κ = 0 is complicated and likely not well modeled by the simple functional forms
used in the type III method.

The trajectory of the resonance as it becomes bound under the influence of a
Coulomb potential is shown in Figure 5.3. Note that the resonance crosses E = 0
with a finite, negative imaginary part. This behavior, which plays a role in theories
of dissociative recombination, [213] has been known for quite some time, [214–216]
and it was also recognized in Ref. [217], where it was further shown that the pole
corresponding to the resonance is not analytically connected to that of the bound
state. It is evident from Figure 5.3 and from Ref. [217] that the analytic structure that
is built into the RAC class of type III approximations is not correct for a Coulomb
potential: the resonance does not even pass through the point E = −κ2 = 0 in the
energy plane.

However, in contrast to the case of a Gaussian potential, the behavior of the
resonance far from κ = 0 is quite simple: the large linear region in energy space gives
rise to a large square-root region in momentum space. In this sense, the Coulomb
potential appears to be ideal for the type III methods except for near κ = 0.

The trajectory of the resonance as it becomes bound under the influence of the
Gaussian-attenuated Coulomb potential (α = 0.025) is shown in Figure 5.4. The
Gaussian-attenuated coulomb potential is short-range, and, as with the Gaussian
potential, this fact is reflected in the behavior at the origin. However, the behavior
away from the origin is more similar to that of the Coulomb potential: there is a large
linear region in energy space. The Gaussian-attenuated Coulomb potential retains
the desirable features of the Coulomb potential while still being short-range.

5.4 Results for the N−2 shape resonance

All calculations were performed on N−2 at its equilibrium geometry (N≡N =
1.094Å). A slightly modified version of the Q-Chem 4 quantum chemistry package[88]
was used for all computations. This problem has been very thoroughly studied, and
some selected literature values are shown in Table 5.2. The experimental estimate
given in Ref. [147] is nearly unique in the electron-molecule scattering literature in
that it is an estimate of the position and width of the pure electronic resonance and
therefore directly comparable to the results of our computations. We will refer to
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Figure 5.3: The behavior of the resonance under the influence of an attractive
Coulomb potential is shown in (a) with a detailed view near the origin in (b). The
coupling constant is increased in the range λ = 0.00, . . . , 0.038. At λ = 0 the reso-
nance is at the lower right of (a). As the potential increases, the resonance’s position
and width decrease, but it does not pass through E = 0. The point λ = 0.032 is
omitted because the limits of complex scaling prevent us from easily distinguishing
the resonance.
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Figure 5.4: The behavior of the resonance under the influence of an attractive
Gaussian-attenuated Coulomb potential is shown in (a) with a detailed view near the
origin in (b). The coupling constant is increased in the range λ = 0.00, . . . , 0.040.
At λ = 0 the resonance is at the lower right of (a). As the potential increases, the
resonance’s position and width decrease. The complex energy passes through the
origin at approximately λ ≈ 0.036.
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method position width
Stieltjes imaging[143] 2.23 0.40
Schwinger variational + ADC(3) optical potential[144] 2.534 0.536
3rd order decouplings of dilated electron propogator[145] 2.11 0.18
EOM-EA-CCSD stabilization (aug-cc-pV5Z)[146] 2.49 0.5
CAP EOM-EA-CCSD (1st order, aug-cc-pVQZ + 3s3p3d)[79] 2.478 0.286
NH-ROHF with complex basis functions[57] 2.95 0.31
NH-UHF with complex basis functions[57] 2.83 0.22
Experimental estimate[147] 2.32 0.41

Table 5.2: Selected literature values (in eV) for the resonances studied here from
experiment and various levels of theory. The experimental estimate given in the
final line is an estimate of the purely electronic resonance parameters that has been
extracted from experiment.

this experimentally derived estimate (Er = 2.32 eV, Γ = 0.41 eV) as the accepted
value.

We compare results at the ∆SCF and ∆CCSD(T) levels of theory. Further results
at intermediate levels of theory (∆MP2, ∆CCSD) are shown in the supporting ma-
terial and in selected cases. We use the correlation-consistent basis sets of Dunning
and coworkers.[97, 98] The double and triple augmenting functions were obtained by
even-tempered extrapolation. For a given basis and angular momentum, the even-
tempered factor was taken to be the ratio between the exponents of the most diffuse
valence basis function and the augmenting function as specified in the appropriate
aug-cc-pVXZ basis set.

In all cases a minimum of 20 (maximum of 23) different coupling strengths cor-
responding to electron affinities in the range 0 - 20 eV were used in the analytic
continuation. This corresponds to type II Padé approximants with a minimum order
of [10/10] and maximum order of [12/11].

5.4.1 Evaluation of the type III-Coulomb method

The results of the type III method using an attractive Coulomb potential for
the N−2 shape resonance are shown in Table 5.3. We will focus on the [2/1] Padé
approximant. However, for completeness, we show some results obtained with a [4/2]
Padé approximant.

The [2/1] Padé approximation proved to be simple to implement and we found
the least squares problem to be easily solved. Furthermore, the method appears to
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method basis Position Width

∆SCF [2/1]

aug-cc-pVDZ 2.74110 0.70651
d-aug-cc-pVDZ 2.73775 0.70488
t-aug-cc-pVDZ 2.73815 0.70516
aug-cc-pVTZ 2.76426 0.62306

d-aug-cc-pVTZ 2.76112 0.62566
t-aug-cc-pVTZ 2.76130 0.62669
aug-cc-pVQZ 2.76009 0.62897

d-aug-cc-pVQZ 2.75868 0.62994
t-aug-cc-pVQZ 2.75874 0.63018

∆CCSD(T) [2/1]

aug-cc-pVDZ 2.55676 0.76962
d-aug-cc-pVDZ 2.49716 0.77837
t-aug-cc-pVDZ 2.51582 0.77359
aug-cc-pVTZ 2.41758 0.61607

d-aug-cc-pVTZ 2.37994 0.62489
t-aug-cc-pVTZ 2.37848 0.62606
aug-cc-pVQZ 2.35872 0.60604

d-aug-cc-pVQZ 2.33451 0.61071
t-aug-cc-pVQZ 2.33383 0.61100

∆CCSD(T) [4/2] t-aug-cc-pVQZ 2.3658 0.5531

Table 5.3: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the type III-Coulomb method. Note the favorable convergence with respect to
basis set size.

be numerically stable and the computed resonance parameters converge well with
respect to basis set size. Comparing with the literature values in Table 5.2 we see
that positions computed with the type III-Coulomb method agree modestly with the
large spread of different theoretical values. But more importantly, the computed
position seems to converge well to the experimental estimate of the position in a
large basis set at the ∆CCSD(T) level of theory. However, the width computed with
the type III-Coulomb method is consistently too large, and does not converge to the
correct limit with increasing basis set size and level of theory. The performance of
the type III method on this particular problem is better than might be expected
from the application to the model potential. This may be because, unlike in the case
of the model potential, the width is almost an order of magnitude smaller than the
position. This could reduce the error due to behavior of the resonance near κ = 0.

The use of a [4/2] Padé approximant (also see supplementary material: Table
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II) does not significantly change the computed positions and widths. However, we
found the least squares problem to be significantly more difficult to solve and in
some cases complicated by multiple solutions. It is possible that the [4/2] Padé
approximant suggested in Ref. [204] will give better results. We also used a [3/1]
Padé approximate, but, in comparison with the [2/1] Padé approximant, we found
the differences in both the practical aspects and the results to be insignificant.

5.4.2 Evaluation of the type II-Coulomb method

The results for the type II-Coulomb method are shown in Table 5.4. As expected,
the width appears to be slightly more accurate than that computed with the type
III-Coulomb method, but it is more difficult to converge the results with respect to
the basis set size. The type II method proved to be simple to use, and in no case did
we observe severe numerical problems.

Furthermore, we note that at the ∆SCF level of theory, the results agree well with
the complex basis function results of Ref. [57] computed at the same level of theory
(see the “NH-UHF” row of Table 5.2). This agreement between different methods
at the same approximate level of theory is encouraging. The fact that the CCSD(T)
results do not reproduce the accepted value in the largest basis set is not surprising,
because even in this basis, the numbers do not appear to be converged with respect
to basis set size. It is also possible that the results are not fully converged with these
treatments of correlation.

5.4.3 Evaluation of the type III-Gaussian method

The type III method with an added Gaussian potential is found to be critically
dependent upon the form of the added Gaussian potential. Some results for three
different Gaussian exponents are shown in Table 5.5. Note that despite the appar-
ently good basis set convergence for a given value of α, the resonance parameters
are very dependent on the exponent of the Gaussian potential. This suggests that
the functional form used for the analytic continuation is not sufficiently flexible to
accurately model λ(κ) for all values of α. This is consistent with the performance of
the type III methods on the model potential.

Using a higher level of theory and a higher order Padé approximant improves the
agreement between the α = 0.01 and α = 0.1 cases, but does little to improve the
α = 1 case. This further suggests that the [2/1] Padé approximant is not sufficiently
flexible to accurately describe the complex energy as a function of the coupling
constant. Also, as noted in the previous section, the [4/2] Padé approximation is
in practical terms much inferior to the simpler [2/1] and [3/1] approximations. The
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method basis Position Width

∆SCF

aug-cc-pVDZ 2.8326 -0.0029
d-aug-cc-pVDZ 2.8096 0.2590
t-aug-cc-pVDZ 2.8462 0.1863
aug-cc-pVTZ 2.8003 0.0051

d-aug-cc-pVTZ 2.8324 0.1629
t-aug-cc-pVTZ 2.7967 0.1955
aug-cc-pVQZ 2.8124 0.1138

d-aug-cc-pVQZ 2.8175 0.2344
t-aug-cc-pVQZ 2.8206 0.2071

∆CCSD(T)

aug-cc-pVDZ 2.5401 0.0322
d-aug-cc-pVDZ 2.7727 0.0372
t-aug-cc-pVDZ 2.6694 0.6235
aug-cc-pVTZ 2.3678 0.3940

d-aug-cc-pVTZ 2.4952 0.5432
t-aug-cc-pVTZ 2.4940 0.4426
aug-cc-pVQZ 2.3284 0.4049

d-aug-cc-pVQZ 2.4343 0.5048
t-aug-cc-pVQZ 2.4564 0.4563

Table 5.4: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the type II-Coulomb method. Note that the method does not have the stability
of the type III-Coulomb method, but it does provide a more accurate value for the
width.

non-linear, least-square optimization is much more difficult to solve and, unlike in
the [2/1] case, there can be several nearby minima.

Both the failure of the type III-Gaussian method, and the moderate success of the
type III-Coulomb method can be explained by the model potential calculations shown
in Figures 5.2 and 5.3. These trajectories suggest that the Gaussian potential gives
rise to an analytic form that is more complicated than that of the Coulomb potential
and is therefore more difficult to reproduce with the simple Padé approximants used
in the type III method.

5.4.4 Evaluation of the type II-Gaussian method

The type II-Gaussian method uses a functional form that is significantly more
flexible than the low order Padé approximations used in the type III family of meth-
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ods which should, to some extent, remedy the problem discussed in the previous
section. The results for different basis sets at the ∆SCF and ∆CCSD(T) levels of
theory are shown in Table 5.6. Overall, the results are much more consistent as the
exponent of the added Gaussian potential is varied. That being said, the numbers
are not as stable with respect to basis set size as in the type III method, and there
is still an undesirable α-dependence.

For the CCSD(T) results, there is again fairly good agreement when the exponent
of the added Gaussian potential is changed over 2 orders of magnitude. There is still
disagreement for α = 1, but such a narrow Gaussian affects the core orbitals so
disproportionately relative to the diffuse orbitals, that a basis set with core-valence
polarization functions and/or a higher-level treatment of electron correlation may be
necessary to achieve solid agreement in this case.

5.4.5 Evaluation of the type III-attenuated Coulomb
method

The results of the type III-attenuated Coulomb method applied to the 2Πg shape
resonance in N2 are shown in Table 5.7 at the ∆SCF and ∆CCSD(T) levels of theory.
For a small attenuation parameter, there is negligible difference between these results
and the results obtained with the Coulomb potential. Despite apparent basis-set
convergence, the numbers have an ω-dependence that is nonetheless not as severe
as the α-dependence in the case of the Gaussian potential. More distressing is that
the widths do not appear to converge to the accepted value of the width. However
the position of the resonance seems to be computed accurately and has very little
ω-dependence at the CCSD(T) level of theory.

For completeness, the results in the largest basis set using a [4/2] Padé approx-
imant are given in the supplementary material (Table VII). Only for ω = 0.1 was
the [4/2] fit different than the [2/1] at the ∆SCF level of theory. Despite this very
slight improvement in the ω-dependence, the results are not significantly different,
and again fitting the the [4/2] Padé approximant proved to be a more difficult opti-
mization problem.

Some results for different treatments of correlation in the largest basis set are
shown in Table 5.8. As we might expect, MP2 theory recovers a significant, but
still incomplete, portion of the correlation contribution. The effect of the triples
correction is negligible in this case. The width does not change significantly as the
treatment or correlation is changed, and it does not converge to the accepted value.
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Position Width
∆SCF 2.76921 0.64855
∆MP2 2.54952 0.68410

∆CCSD 2.34915 0.61525
∆CCSD(T) 2.34256 0.63159

Table 5.8: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the type III-attenuated Coulomb method using a [2/1] Padé approximant at
various levels of theory. The basis set is the t-aug-cc-pVQZ basis set and ω = 0.01.

5.4.6 Evaluation of the type II-attenuated Coulomb
method

The type II-attenuated Coulomb method performs well when applied to the 2Πg,
N−2 shape-resonance. The results at the ∆SCF and ∆CCSD(T) levels of theory are
shown in Table 5.9. Despite slow convergence with respect to the diffuse part of the
basis set, the type II-attenuated Coulomb method has negligible ω-dependence. In
the largest basis, the results do not quite converge to the accepted value, but it is
apparent the the numbers are not entirely converged with respect to the basis set. At
the ∆SCF level of theory, the results agree remarkably well with the complex basis
function, non-Hermitian UHF results of Ref. [57]. Finally, notice that the dependence
on ω is small compared to probable error due to the incomplete basis and incomplete
description of electron correlation. The primary drawback of this method that it
requires a large, diffuse basis set to achieve consistent results.

Results for different treatments of electron correlation are shown in Table 5.10.
Both the position and the width are significantly affected by the level of correlation
in a manner which is consistent with other methods. The results at the CCSD level
of theory agree fairly well with the EOM-EA-CCSD stabilization results presented
in Ref. [146]. The small differences are easily attributed to the slightly different level
of theory and the different basis set.

5.5 Conclusions and future work

The performance of two different analytic continuation schemes for 3 classes of
stabilizing potentials has been critically evaluated. Results for a model problem
suggest that the accuracy of the type III methods is limited by the simple functional
form. Furthermore, the results for both analytic continuation schemes depend on
the functional form of the stabilizing potential. While the Gaussian potential is
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method Position Width
∆SCF 2.81202 0.19265
∆MP2 2.58212 0.47505

∆CCSD 2.47772 0.41312
∆CCSD(T) 2.46018 0.48523

Table 5.10: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the type II-attenuated Coulomb method at various levels of theory. The basis
set is the t-aug-cc-pVQZ basis set and ω = 0.01.

short-range, better results are obtained with the Coulomb potential. An attenuated
Coulomb potential retains the best features of the Coulomb potential without the
long range tail. It is with the attenuated Coulomb potential that the best results are
obtained.

The performance of the type III method on the 2Πg state of N−2 is surprisingly
good. There is systematic error in the width, but the position agrees well with the
accepted value. The type III-Gaussian method does not perform well; this is probably
due to a lack of flexibility in the functional form used in the analytic continuation.
We do not recommend the use of a Gaussian potential. The type III-attenuated
Coulomb method is somewhat sensitive to the attenuation parameter, ω, but retains
many of the nice features of the type III-Coulomb method while being formally
justifiable. We recommend an ω-value lying in the range that we have investigated
(0.001-0.1). This broad range of ω, corresponding to characteristic lengths in the
range 10 to 1000 Bohr, is likely appropriate for most low energy shape resonances
which share physical characteristics with the N−2 shape resonance.

The type II method performs decently well for all three potentials, though both
the accuracy and basis-set convergence properties are best when combined with the
attenuated Coulomb potential. Despite slow basis set convergence and some sen-
sitivity to the precision of the inputs, in no case did we observe multiple nearby
solutions or other pathological numerical problems. Furthermore, analytic continua-
tion with type II Padé approximants provided more accurate widths, significantly less
ω-dependence, and agreed better with other theoretical methods. We therefore sug-
gest that the use of such high order Padè approximants in the analytic continuation
of the inverse problem should not be discounted, especially if high precision input
data is available. The type III-Coulomb or type III-attenuated Coulomb method
may be used in cases where precise computations in large basis sets are not feasible,
but with the caveat that there will likely be systematic error in the computed widths.

To summarize, for the IACCC method:
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• We suggest an attenuated Coulomb potential as a formally justifiable, simple
to implement alternative to a Coulomb potential.

• The type II method is most accurate and should be used if high precision
calculations in large basis sets are feasible.

• The type III method can be used in cases where the use of large basis sets is
not feasible, but there will likely be systematic error in the computed widths.

5.6 Appendix

5.6.1 Derivatives of RAC Padé approximants

In order to solve the non-linear least-squares problem by minimizing

χ2 =
1

N

N∑
i=1

∣∣∣λ̃(κi)− λi
∣∣∣ (5.17)

where λ̃(κ) is one of either λ[2/1](κ;α, β, λ0), λ[3/1](κ;α, β, δ, λ0), or λ[4/2](κ;α, β, γ, δ, ε, λ0).
The non-linear optimization can be easily accomplished using a some variant of
Newton’s method with analytic derivatives of χ2 from which finite difference second
derivatives can be computed. Specifically, we require derivatives with respect to the
fitting parameters α, β, etc. Since all of these Padé approximants have the form

λ[N/M ] = λ0g
[N/M ], (5.18)

the derivative of χ2 with respect to λ0 is trivial, and we further require only the
derivatives of g[M/N ] with respect to the remaining parameters.

For the [2/1] Padé approximant, we get

∂g[2/1]

∂α
=

4ακ+ 4α3

α4 + β2 + 2α2κ
− κ2 + 2α2κ+ α4 + β2

(α4 + β2 + 2α2κ)2
(4ακ+ 4α3) (5.19)

∂g[2/1]

∂β
=

2β

α4 + β2 + 2α2κ
− κ2 + 2α2κ+ α4 + β2

(α4 + β2 + 2α2κ)2
(2β) (5.20)
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For the [3/1] Padé approximant, we get

∂g[3/1]

∂α
=

(4ακ+ 4α3)(1 + δ2κ)

α4 + β2 + κ[2α2 + δ2(α4 + β2)]
(5.21)

− (κ2 + 2α2κ+ α4 + β2)(1 + δ2κ)

{α4 + β2 + κ[2α2 + δ2(α4 + β2)]}2
(4α3 + 4ακ+ 4δ2α3κ) (5.22)

∂g[3/1]

∂β
=

2β(1 + δ2κ)

α4 + β2 + κ[2α2 + δ2(α4 + β2)]
(5.23)

− (κ2 + 2α2κ+ α4 + β2)(1 + δ2κ)

{α4 + β2 + κ[2α2 + δ2(α4 + β2)]}2
(2β + 2δ2βκ) (5.24)

∂g[3/1]

∂δ
=

(κ2 + 2α2κ+ α4 + β2)2δκ

α4 + β2 + κ[2α2 + δ2(α4 + β2)]
(5.25)

− (κ2 + 2α2κ+ α4 + β2)(1 + δ2κ)

{α4 + β2 + κ[2α2 + δ2(α4 + β2)]}2
2δ(α4 + β2)κ (5.26)

For the [4/2] Padé approximate, we define the numerator and denominator as

N ≡ (κ2 + 2α2κ+ α4 + β2)(κ2 + 2γ2κ+ γ4 + δ2) (5.27)

D ≡ (α4 + β2)(γ4 + δ2)(1 + µ2κ)(1 + µ2ε2κ), (5.28)

as well as the derivatives of µ2:

µ2
α ≡

∂µ2

∂α
=

2

ε2 + 1

[
2α

α4 + β2
− 4α5

(α4 + β2)2

]
(5.29)

µ2
β ≡

∂µ2

∂β
= − 4α2β

(ε2 + 1)(α4 + β2)
(5.30)

µ2
γ ≡

∂µ2

∂γ
=

2

ε2 + 1

[
2γ

γ4 + δ2
− 4γ5

(γ4 + δ2)2

]
(5.31)

µ2
δ ≡

∂µ2

∂δ
= − 4γ2δ

(ε2 + 1)(γ4 + δ2)
(5.32)

µ2
ε ≡

∂µ2

∂ε
= − 4ε

(ε2 + 1)2

[
α2

α4 + β2
+

γ2

γ4 + δ2

]
. (5.33)
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In terms of these quantities, the derivatives are given by

∂g[4/2]

∂α
=

4(ακ+ α3)(κ2 + 2γ2κ+ γ4 + δ2)

D
− 4Nα3

(α4 + β2)D
(5.34)

− Nµ2
ακ

(1 + µ2κ)D
− Nε2µ2

ακ

(1 + µ2ε2κ)D
(5.35)

∂g[4/2]

∂β
=

(2β)(κ2 + 2γ2κ+ γ4 + δ2)

D
− 2Nβ

(α4 + β2)D
(5.36)

−
Nµ2

βκ

(1 + µ2κ)D
−

Nε2µ2
βκ

(1 + µ2ε2κ)D
(5.37)

∂g[4/2]

∂γ
=

(κ2 + 2α2κ+ α4 + β2)4(γκ+ γ3)

D
− 4Nγ3

(γ4 + δ2)D
(5.38)

−
Nµ2

γκ

(1 + µ2κ)D
−

Nε2µ2
γκ

(1 + µ2ε2κ)D
(5.39)

∂g[4/2]

∂δ
=

(κ2 + 2α2κ+ α4 + β2)(2δ)

D
− 2Nδ

(γ4 + δ2)D
(5.40)

− Nµ2
δκ

(1 + µ2κ)D
− Nε2µ2

δκ

(1 + µ2ε2κ)D
(5.41)

∂g[4/2]

∂ε
= −N

[
µ2
εκ

(1 + µ2κ)D
+
µε2ε

2κ+ 2εµ2κ

(1 + µ2ε2κ)D

]
(5.42)

5.6.2 Molecular Gaussian attraction integrals

The analytic continuation methods involving an added Gaussian potential require
integrals of the form

〈φµ|UG|φν〉 = −
P∑
k=1

AkV
(k)
µν (5.43)

where

V (k)
µν ≡

∫
d3rφµ(r)e−α(r−Ck)2φν(r). (5.44)

The sum over k is over added Gaussian potentials centered at Ck and φµ, φν are
primitive Gaussian type orbitals. In order to derive an explicit formula for these
integrals, we first use Gaussian product theorem (GPT) twice to combine the three
Gaussian factors into a single Gaussian:

NµNνGABGPCP (x, y, z) exp [−η(r−Q)] . (5.45)
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The polynomial, P (x, y, z) is just a product of polynomial factors from the two basis
functions, Nµ and Nν are normalization factors, and the other quantities are given
by

GPC = exp

[
− γα

γ + α
(P−C)2

]
η = γ + α

Q =
γP + αC

γ + α
(5.46)

where P and γ are the GPT center and exponent associated with the product of
basis functions. The explicit formula is now easily derived in analogy to the case
of simple overlap integrals given in Reference [90]. This allows for direct reuse of
the explicit formulas that are used to compute overlaps, the only difference is that
P→ Q and γ → η. We compute the integrals using this method. However it is also
possible to compute the integrals using a special case of the recurrence relation for
3-center overlaps given by Obara and Saika:[93]

(a + 1i|0|b) =
ai
2η

(a− 1i|0|b) +
bi
2η

(a|0|b− 1i)

+ (Qi − Ai)(a|0|b). (5.47)

The extension of either method to contracted Gaussian basis functions is trivial.

5.7 Supplementary material

Supplementary material to accompany: “Stabilizing potentials in bound state
analytic continuation methods for electronic resonances in polyatomic molecules” by
Alec F. White, Martin Head-Gordon, and C. William McCurdy. This supplement
includes the complete set of results discussed in the aforementioned manuscript.

5.7.1 The Type III-Coulomb method

• See Table 5.11 for the results using the Type III-Coulomb method with a [2/1]
Padé approximant.

• See Table 5.12 for the results using the Type III-Coulomb method with a [4/2]
Padé approximant.
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5.7.2 The Type II-Coulomb method

• See Table 5.13 for the results using the Type II-Coulomb method.

5.7.3 The Type III-Gaussian method

• See Table 5.14 for the results using the Type III-Gaussian method.

5.7.4 The Type II-Gaussian method

• See Table 5.15 for the results using the Type II-Gaussian method.

5.7.5 The Type III-attenuated Coulomb method

• See Table 5.16 for the results using the Type III-attenuated Coulomb method
with [2/1] Padé approximant.

• See Table 5.17 for the results using the Type III-attenuated Coulomb method
with [4/1] Padé approximant.

5.7.6 The Type II-attenuated Coulomb method

• See Table 5.18 for the results using the Type II-attenuated Coulomb method.
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method basis Position Width

∆SCF

aug-cc-pVDZ 2.74110 0.70651
d-aug-cc-pVDZ 2.73775 0.70488
t-aug-cc-pVDZ 2.73815 0.70516
aug-cc-pVTZ 2.76426 0.62306

d-aug-cc-pVTZ 2.76112 0.62566
t-aug-cc-pVTZ 2.76130 0.62669
aug-cc-pVQZ 2.76009 0.62897

d-aug-cc-pVQZ 2.75868 0.62994
t-aug-cc-pVQZ 2.75874 0.63018

∆MP2

aug-cc-pVDZ 2.74227 0.84903
d-aug-cc-pVDZ 2.73641 0.84616
t-aug-cc-pVDZ 2.73630 0.84638
aug-cc-pVTZ 2.63010 0.66458

d-aug-cc-pVTZ 2.61303 0.66998
t-aug-cc-pVTZ 2.59806 0.67592
aug-cc-pVQZ 2.56596 0.65534

d-aug-cc-pVQZ 2.55392 0.65757
t-aug-cc-pVQZ 2.55429 0.65746

∆CCSD

aug-cc-pVDZ 2.54866 0.75106
d-aug-cc-pVDZ 2.48654 0.76109
t-aug-cc-pVDZ 2.46934 0.76534
aug-cc-pVTZ 2.41731 0.60046

d-aug-cc-pVTZ 2.38406 0.60869
t-aug-cc-pVTZ 2.38236 0.60999
aug-cc-pVQZ 2.36226 0.59093

d-aug-cc-pVQZ 2.34158 0.59505
t-aug-cc-pVQZ 2.34106 0.59532

∆CCSD(T)

aug-cc-pVDZ 2.55676 0.76962
d-aug-cc-pVDZ 2.49716 0.77837
t-aug-cc-pVDZ 2.51582 0.77359
aug-cc-pVTZ 2.41758 0.61607

d-aug-cc-pVTZ 2.37994 0.62489
t-aug-cc-pVTZ 2.37848 0.62606
aug-cc-pVQZ 2.35872 0.60604

d-aug-cc-pVQZ 2.33451 0.61071
t-aug-cc-pVQZ 2.33383 0.61100

Table 5.11: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the Type III-Coulomb method with a [2/1] Padé approximant. Note the fa-
vorable convergence with respect to basis set size.
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basis Position Width

∆CCSD(T)

aug-cc-pVDZ 2.5919 0.6923
d-aug-cc-pVDZ 2.5365 0.6971
t-aug-cc-pVDZ 2.5535 0.6940
aug-cc-pVTZ 2.4464 0.5598

d-aug-cc-pVTZ 2.4070 0.5741
t-aug-cc-pVTZ 2.4034 0.5794
aug-cc-pVQZ 2.3892 0.5497

d-aug-cc-pVQZ 2.3666 0.5528
t-aug-cc-pVQZ 2.3658 0.5531

Table 5.12: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the Type III-Coulomb method with a [4/2] Padé approximant at the ∆CCSD
level of theory. Note the small differences in comparison with the analogous calcula-
tions in Table 5.11
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method basis Position Width

∆SCF

aug-cc-pVDZ 2.8326 -0.0029
d-aug-cc-pVDZ 2.8096 0.2590
t-aug-cc-pVDZ 2.8462 0.1863
aug-cc-pVTZ 2.8003 0.0051

d-aug-cc-pVTZ 2.8324 0.1629
t-aug-cc-pVTZ 2.7967 0.1955
aug-cc-pVQZ 2.8124 0.1138

d-aug-cc-pVQZ 2.8175 0.2344
t-aug-cc-pVQZ 2.8206 0.2071

∆MP2

aug-cc-pVDZ 2.5058 0.1907
d-aug-cc-pVDZ 2.7916 0.4777
t-aug-cc-pVDZ 2.8025 0.5145
aug-cc-pVTZ 2.5271 -0.3799

d-aug-cc-pVTZ 2.6269 0.4719
t-aug-cc-pVTZ 2.6268 0.4871
aug-cc-pVQZ 2.5085 0.1227

d-aug-cc-pVQZ 2.5774 0.4802
t-aug-cc-pVQZ 2.5843 0.4571

∆CCSD

aug-cc-pVDZ 2.6180 0.3299
d-aug-cc-pVDZ 2.5228 0.4706
t-aug-cc-pVDZ 2.7251 0.5156
aug-cc-pVTZ 2.3695 0.3384

d-aug-cc-pVTZ 2.5666 0.2585
t-aug-cc-pVTZ 2.5133 0.4438
aug-cc-pVQZ 2.3317 0.3533

d-aug-cc-pVQZ 2.4523 0.4773
t-aug-cc-pVQZ 2.4706 0.4205

∆CCSD(T)

aug-cc-pVDZ 2.5401 0.0322
d-aug-cc-pVDZ 2.7727 0.0372
t-aug-cc-pVDZ 2.6694 0.6235
aug-cc-pVTZ 2.3678 0.3940

d-aug-cc-pVTZ 2.4952 0.5432
t-aug-cc-pVTZ 2.4940 0.4426
aug-cc-pVQZ 2.3284 0.4049

d-aug-cc-pVQZ 2.4343 0.5048
t-aug-cc-pVQZ 2.4564 0.4563

Table 5.13: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the Type II-Coulomb method. Note that the method does not have the stability
of the Type III-Coulomb method, but it does provide a more accurate value for the
width.
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α = 0.01 α = 0.1 α = 1.00
method basis Position Width Position Width Position Width

∆SCF

aug-cc-pVDZ 2.8423 -0.0008 2.8394 0.0415 2.8129 0.4298
d-aug-cc-pVDZ 2.8875 0.0871 2.8515 0.1599 2.8006 0.4190
t-aug-cc-pVDZ 2.8327 0.2327 2.8491 0.1721 2.8307 0.2376
aug-cc-pVTZ 2.8064 0.0015 2.7958 0.0671 2.8533 0.3916

d-aug-cc-pVTZ 2.8512 0.1279 2.8377 0.1553 2.8081 0.4032
t-aug-cc-pVTZ 2.8358 0.2158 2.8415 0.1673 2.7915 0.3429
aug-cc-pVQZ 2.5834 0.0034 2.8039 0.1559 2.7885 0.3914

d-aug-cc-pVQZ 2.8326 0.2005 2.8380 0.1742 2.8452 0.4210
t-aug-cc-pVQZ 2.8299 0.2154 2.8412 0.1718 2.7963 0.4007

∆CCSD(T) t-aug-cc-pVQZ 2.4419 0.5908 2.4820 0.5360 2.4510 0.7185

Table 5.15: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the Type II-Gaussian method at the ∆SCF level of theory. Note that there is
significantly reduced dependence on the exponent of the added Gaussian potential
(α).
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basis ω = 0.001 ω = 0.01 ω = 0.1
Position Width Position Width Position Width

SCF

aug-cc-pVDZ 2.74217 0.70854 2.75251 0.72708 2.68530 1.05547
d-aug-cc-pVDZ 2.73879 0.70692 2.74905 0.72543 2.75149 1.02148
t-aug-cc-pVDZ 2.73920 0.70719 2.74781 0.72579 2.75192 1.02192
aug-cc-pVTZ 2.76522 0.62485 2.77457 0.64119 2.72995 0.93501

d-aug-cc-pVTZ 2.76209 0.62746 2.77149 0.64389 2.73919 0.92092
t-aug-cc-pVTZ 2.76227 0.62849 2.77171 0.64494 2.73911 0.92266
aug-cc-pVQZ 2.76087 0.63085 2.77034 0.64736 2.72381 0.94495

d-aug-cc-pVQZ 2.75966 0.63175 2.76914 0.64830 2.73459 0.92812
t-aug-cc-pVQZ 2.75972 0.63200 2.76921 0.64855 2.73479 0.92839

MP2

aug-cc-pVDZ 2.74374 0.85167 2.75787 0.87582 2.76442 1.25953
d-aug-cc-pVDZ 2.73785 0.84880 2.75179 0.87294 2.76349 1.25344
t-aug-cc-pVDZ 2.73774 0.84902 2.75168 0.87317 2.76372 1.25363
aug-cc-pVTZ 2.61073 0.67357 2.62010 0.69347 2.68056 0.97534

d-aug-cc-pVTZ 2.61435 0.67202 2.60835 0.69722 2.67307 0.97909
t-aug-cc-pVTZ 2.61452 0.67297 2.60845 0.69822 2.67313 0.98072
aug-cc-pVQZ 2.54912 0.66307 2.55790 0.68291 2.61251 0.96208

d-aug-cc-pVQZ 2.54104 0.66402 2.54979 0.68394 2.60741 0.96223
t-aug-cc-pVQZ 2.55488 0.65977 2.54952 0.68410 2.60641 0.96315

CCSD

aug-cc-pVDZ 2.55002 0.75336 2.56318 0.77454 2.54911 1.11532
d-aug-cc-pVDZ 2.48791 0.76348 2.49285 0.78761 2.53384 1.11226
t-aug-cc-pVDZ 2.47073 0.76776 2.49180 0.78796 2.53354 1.11251
aug-cc-pVTZ 2.41819 0.60237 2.42644 0.62009 2.46461 0.87591

d-aug-cc-pVTZ 2.38497 0.61064 2.39308 0.62886 2.44771 0.88117
t-aug-cc-pVTZ 2.38343 0.61192 2.39160 0.63018 2.44744 0.88267
aug-cc-pVQZ 2.36306 0.59285 2.37073 0.61049 2.37322 0.86910

d-aug-cc-pVQZ 2.34241 0.59699 2.35000 0.61489 2.36771 0.86971
t-aug-cc-pVQZ 2.34171 0.59729 2.34915 0.61525 2.39292 0.86534

CCSD(T)

aug-cc-pVDZ 2.55822 0.77198 2.57251 0.79356 2.56588 1.14238
d-aug-cc-pVDZ 2.49861 0.78082 2.50061 0.80643 2.54943 1.13871
t-aug-cc-pVDZ 2.51745 0.77596 2.49981 0.80661 2.54894 1.13888
aug-cc-pVTZ 2.41852 0.61804 2.42736 0.63629 2.47546 0.89812

d-aug-cc-pVTZ 2.38092 0.62691 2.38958 0.64573 2.45552 0.90377
t-aug-cc-pVTZ 2.37963 0.62805 2.38836 0.64690 2.45512 0.90525
aug-cc-pVQZ 2.35958 0.60802 2.36776 0.62623 2.37978 0.89098

d-aug-cc-pVQZ 2.33540 0.61272 2.34348 0.63124 2.37299 0.89164
t-aug-cc-pVQZ 2.33466 0.61301 2.34256 0.63159 2.39789 0.88717

Table 5.16: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the Type III-attenuated Coulomb method using a [2/1] Padé approximant at
various levels of theory. Note the dependence on the attenuation parameter (ω).
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method ω = 0.001 ω = 0.01 ω = 0.1
Position Width Position Width Position Width

SCF 2.75972 0.63200 2.76921 0.64855 2.78722 0.82602
MP2 2.55488 0.65977 2.54952 0.68410 2.60641 0.96315

CCSD 2.34171 0.59729 2.34915 0.61525 2.39292 0.86534
CCSD(T) 2.33466 0.61301 2.34256 0.63158 2.39789 0.88717

Table 5.17: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the Type III-attenuated Coulomb method using a [4/2] Padé approximant at
various levels of theory. The basis set is t-aug-cc-pVQZ.
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basis ω = 0.001 ω = 0.01 ω = 0.1
Position Width Position Width Position Width

SCF

aug-cc-pVDZ 2.83173 -0.00320 2.83333 0.00155 2.82576 0.01793
d-aug-cc-pVDZ 2.84264 0.16154 2.84648 0.16814 2.84740 0.16000
t-aug-cc-pVDZ 2.85043 0.17558 2.84711 0.17931 2.84503 0.18047
aug-cc-pVTZ 2.79090 0.00204 2.74397 0.10855 2.77907 0.07895

d-aug-cc-pVTZ 2.83293 0.16192 2.83551 0.15931 2.83411 0.16129
t-aug-cc-pVTZ 2.79914 0.20080 2.79953 0.17272 2.83240 0.18002
aug-cc-pVQZ 2.78391 0.22003 2.81807 0.06469 2.77191 0.20154

d-aug-cc-pVQZ 2.83282 0.18578 2.82263 0.10278 2.83902 0.17423
t-aug-cc-pVQZ 2.80872 0.20374 2.81202 0.19265 2.83933 0.17521

MP2

aug-cc-pVDZ 2.72208 0.10005 2.76340 0.03997 2.80038 1.86645
d-aug-cc-pVDZ 2.79832 0.46639 2.78683 0.47052 2.78802 0.48432
t-aug-cc-pVDZ 2.80063 0.52466 2.79462 0.51529 2.80264 0.47192
aug-cc-pVTZ 2.48001 0.31983 2.51110 0.11634 2.56937 0.48062

d-aug-cc-pVTZ 2.62834 0.47483 2.61889 0.46801 2.64243 0.42030
t-aug-cc-pVTZ 2.62737 0.48742 2.63073 0.46836 2.63600 0.45675
aug-cc-pVQZ 2.66374 0.63313 2.60000 0.55719 2.56286 0.47250

d-aug-cc-pVQZ 2.58564 0.47698 2.58334 0.47452 2.61899 0.43433
t-aug-cc-pVQZ 2.57487 0.47333 2.58212 0.47505 2.60651 0.45710

CCSD

aug-cc-pVDZ 2.57055 0.02392 2.56503 0.00359 2.60025 0.04038
d-aug-cc-pVDZ 2.73816 0.66168 2.56172 0.50997 2.70311 0.63669
t-aug-cc-pVDZ 2.70858 0.46955 2.69172 0.46732 2.67951 0.54334
aug-cc-pVTZ 2.44712 0.27579 2.37959 0.33977 2.39581 0.42919

d-aug-cc-pVTZ 2.50792 0.01880 2.52948 0.41762 2.52205 0.47867
t-aug-cc-pVTZ 2.52638 0.42976 2.52075 0.44425 2.51313 0.45117
aug-cc-pVQZ 2.34967 0.38529 2.36206 0.37646 2.38293 0.43632

d-aug-cc-pVQZ 2.46865 0.47828 2.50812 0.38895 2.47236 0.37347
t-aug-cc-pVQZ 2.47671 0.39002 2.47772 0.41312 2.47069 0.42980

CCSD(T)

aug-cc-pVDZ 2.72974 0.04936 2.61625 0.01137 2.69380 -0.12249
d-aug-cc-pVDZ 2.58293 0.58125 2.51936 0.53558 2.68915 0.60403
t-aug-cc-pVDZ 2.60820 0.54588 2.70268 0.51919 2.66480 0.57979
aug-cc-pVTZ 2.55929 0.28910 2.38274 -0.16756 2.27533 -0.24968

d-aug-cc-pVTZ 2.38438 0.02248 2.58832 0.28094 2.50422 0.48415
t-aug-cc-pVTZ 2.52261 0.52226 2.57618 0.53210 2.50365 0.49965
aug-cc-pVQZ 2.30677 0.35992 2.45588 0.43936 2.37634 0.49320

d-aug-cc-pVQZ 2.48175 0.47893 2.48287 0.29264 2.45698 0.46146
t-aug-cc-pVQZ 2.47390 0.48362 2.46018 0.48523 2.45495 0.46199

Table 5.18: Positions and widths (in eV) of the 2Πg, N−2 shape resonance computed
using the Type II-attenuated Coulomb method at various levels of theory.
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Chapter 6

Concluding remarks

The goal of the work presented here is the development of ab initio electronic
structure methods for molecular resonances. Towards this end, we have pursued
two extensions of bound state electronic structure theory that should be capable in
principle of nearly black-box computation of resonance positions and lifetimes.

First, we implemented the numerical routines required for efficient computation
of molecular integrals over Gaussian basis functions with complex exponents. This
is the first step in an open-ended implementation of the method of complex basis
functions, which fits naturally into the hierarchy of standard molecular electronic
structure methods. Specifically, we implemented static exchange, non-Hermitian
SCF, non-Hermitian MP2, and complex EOM-CCSD. Within the static exchange
approximation, we investigated the basis set dependence of the method and de-
signed a simple hierarchy of complex basis sets. Using these basis sets, we computed
positions and widths of low energy shape resonances in carbon tetrafluoride, ben-
zene, pyridine, pyrimidine, pyrazine, and s-triazine. Orbital relaxation can be taken
into account with non-Hermitian restricted, unrestricted, or restricted open-shell
self-consistent field methods. We utilized these methods for benchmark calcula-
tions on shape resonances in small molecules. Using non-Hermitian unrestricted
Hartree-Fock, we were able to compute a qualitatively correct complex potential
energy curve for the carbon monoxide anion. We also discussed the general com-
putation of molecular properties within a non-Hermitian formalism. This discussion
led to the development of a density-based analysis which was applied to a shape
resonance in electron-formaldehyde scattering. Despite these successes, the NH-SCF
methods are plagued by convergence problems that severely limit their applicability
to larger molecules. We explicitly included electron correlation within the method
of complex basis functions via non-Hermitian MP2 or complex EOM-CCSD. These
methods proved to be computationally very expensive in practice, and our study was
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largely limited to high-quality benchmark calculations on shape resonances in small
molecules. However, we were able to compute the position and width of the 1s2s2

Feshbach resonance in electron-helium scattering which suggests that the method
can be used for Feshbach resonances.

Second, we have looked into the computational feasibility of using analytic con-
tinuation in the coupling constant (ACCC), specifically the inverse variant (IACCC),
to compute positions and widths of shape resonances. We considered two types of
Padé approximants and 3 classes of stabilizing potentials: Coulomb potentials, Gaus-
sian potentials, and attenuated Coulomb potentials. These methods were applied to
a model potential where the exact answer can be computed numerically and to the
2Πg shape resonance of N−2 . In these two benchmark cases, the attenuated Coulomb
potential proved to be the most effective. In general, methods based on analytic
continuation in the coupling constant have the potential to be very useful for the
computation of positions and widths of low-energy shape resonances in medium sized
molecules.

These two methods are largely complementary in their strengths and weaknesses.
With our implementation, complex basis functions can now be applied at many dif-
ferent levels of theory. Our results suggest that the method is very general and
can achieve high accuracy for many different types of resonances. Unfortunately,
the method is still expensive and is not black-box. More development is necessary
to make the method practical for the non-expert. In contrast, the method of in-
verse analytic continuation in the coupling constant requires little code development
and should be fairly practical even for non-experts. Unfortunately, the method is
applicable to a relatively limited class of problems; it is particularly useful when
one is interested in the lowest energy shape resonance. Even though these meth-
ods are each limited in their own way, the combination of both should allow us to
confidently treat chemical reactions proceeding through metastable intermediates in
small to medium-sized molecules.

Despite the progress that we have made, there are still many topics that remain
largely unexplored. The method of complex basis functions in particular would ben-
efit from more work to accelerate the SCF convergence, explore the effect of triple
excitations in coupled cluster methods, and develop a practical Kohn-Sham DFT
scheme for resonances. Finally, the field will benefit from high quality benchmark
calculations so that different treatments of the continuum problem can be meaning-
fully compared.
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(114) Maš́ın, Z.; Gorfinkiel, J. D. Shape and core excited resonances in electron
collisions with diazines. J. Chem. Phys. 2012, 137, 204312.

(115) Palihawadana, P; Sullivan, J. P.; Buckman, S. J.; Brunger, M. J. Electron
scattering from pyrazine: elastic differential and integral cross sections. J.
Chem. Phys. 2012, 137, 204307.

(116) Sütay, B.; Tekin, A.; Yurtsever, M. Intermolecular interactions in nitrogen-
containing aromatic systems. Theor. Chem. Acc. 2012, 131, 1120.

(117) Barbosa, A. S.; Pastega, D. F.; Bettega, M. H. F. Shape resonances in the elas-
tic scattering of slow electrons by pyridine. Phys. Rev. A 2013, 88, 022705.

(118) Sieradzka, A; Blanco, F; Fuss, M. C.; Maš́ın, Z; Gorfinkiel, J. D.; Garćıa, G
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